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Preface

What’s new in this edition?

Working as a marketing researcher remains an intellectually stimulating, creative and rewarding career. Globally, marketing research is an industry that turns over more than $40 billion a year and is at the forefront of innovation in many sectors of the economy. However, few industries can have been presented with as many challenges and opportunities as those faced by marketing research due to the growing amounts of data generated by modern technology.

Founded upon the enormously successful US edition, and building upon the previous four European editions, the fifth edition of this book seeks to maintain its position as the leading marketing research text, focused on the key challenges facing marketing research in a European context. As with previous editions, this aims to be comprehensive, authoritative and applied. As a result, the book covers all the topics in previous editions while including a number of new chapters that reflect the changes and challenges that have impacted the marketing research sector since the fourth edition was published. This edition has been significantly updated, with new chapters, new content, updated cases studies and a major focus on the issues and methods generated by new technologies.

Key improvements and updates in this edition include:

1 New chapters on social media research and mobile research. These chapters provide an in-depth and very current view of these two key areas of technology. Both social media and mobile research provide researchers with a range of new opportunities to collect data. At the same time, they pose a threat to many of the existing ways in which research is carried out.

2 A dedicated chapter on research ethics. Research ethics has been an important part of this text in previous editions but the growing range of data collection enabled through social media or other ‘big data’ sources has created a new range of ethical challenges around maintaining respondent privacy. This chapter includes recently updated research industry ethics codes and the discussion around the threats to core ethical principles of research (such as anonymity) that are posed by new technologies.

3 Focus on communicating research findings. The last stage of the marketing research model that forms the core of this and previous editions of the book has been renamed from ‘Reporting preparation and presentation’ to ‘Communicating research findings’. This recognises the increasing range of channels through which research is communicated and the need to look beyond the old-style research report to what influences today’s busy managers. Chapter 28 on communicating research findings has been updated to reflect this.

4 New and updated examples and data. A wide range of new examples, including more than 35 new and updated ‘Real Research’ case studies, are presented. Material referring to industry data and research firms has been updated to include the most recent data available at time of publication.

5 Data analysis with SPSS. Reflecting the feedback from previous editions, this book has focused upon SPSS – where step-by-step instructions for conducting the data analysis in each chapter on quantitative analysis are included. These are available to download at the text website, and instructions are suitable for both Windows and Mac versions of SPSS. Recognising that there are a wide range of software programs available for carrying out data analysis – including those suitable for qualitative analysis – we also include details of alternative and emerging software programs, where appropriate. These include lower-cost or open-source programs.
6 Updated references. The book contains many more recent references, including articles, conference papers and academic research, as well as retaining the classic references.

Integrated learning package

If you take advantage of the following special features, you should find this text engaging, thought provoking and even fun:

1 Balanced orientation. This book contains a blend of scholarship and a highly applied and managerial orientation, showing how researchers apply concepts and techniques and how managers use their findings to improve marketing practice. In each chapter, we discuss real marketing research challenges to support a great breadth of marketing decisions.

2 Real-life examples. Real-life examples (‘Real research’ boxes) describe the kind of marketing research that companies use to address specific managerial problems and how they implement research to great effect.

3 Hands-on approach. You will find more real-life scenarios and exercises in every chapter. The end-of-chapter exercises challenge you to research online and role play as a researcher and a marketing manager. You can tackle real-life marketing situations in which you assume the role of a consultant and recommend research and marketing management decisions.

4 International focus. Reflecting the increasingly globalised nature of marketing research, the book contains examples and cases from around the world and embeds key cross-cultural issues within the wider discussion of research techniques and methods.

5 Contemporary focus. We apply marketing research to current challenges, such as customer value, experiential marketing, satisfaction, loyalty, customer equity, brand equity and management, innovation, entrepreneurship, relationship marketing, creativity and design and socially responsible marketing.

6 Statistical software. We illustrate data analysis procedures, with emphasis upon SPSS and SAS. SPSS sections in the relevant chapters discuss the programs and the steps you need to run them. On our website we also describe and illustrate NVivo qualitative data analysis software and provide details of other key software tools for statistical and other forms of data analysis.

7 Companion website. The companion website has been updated to reflect the changes in this edition. There are new European case studies with discussion points and questions to tackle. All the referenced websites within the text are described, with notes of key features to look for on a particular site.

8 Instructor’s manual. The instructor’s manual is very closely tied to the text, but is not prescriptive in how the material should be handled in the classroom. The manual offers teaching suggestions, answers to all end-of-chapter questions, ‘Professional Perspective’ discussion points and case study exercises. The manual includes PowerPoint slides, incorporating all the new figures and tables.
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Introduction to marketing research

Marketing research supports decision making through collecting, analysing and interpreting information to identify and solve marketing problems.

Stage 1
Problem definition

Stage 2
Research approach developed

Stage 3
Research design developed

Stage 4
Fieldwork or data collection

Stage 5
Data integrity and analysis

Stage 6
Communicating research findings
After reading this chapter, you should be able to:

1. understand the nature and scope of marketing research and its role in supporting marketing decisions;
2. describe a conceptual framework for conducting marketing research, as well as the steps in the marketing research process;
3. distinguish between problem-identification and problem-solving marketing research;
4. appreciate the impact that technology is having on the marketing research industry;
5. appreciate the role of marketing research in different regions and countries throughout the world;
6. understand the types and roles of research suppliers, including internal and external, full-service and limited-service suppliers;
7. understand why some marketers may be sceptical of the value of marketing research;
8. appreciate the skills that researchers will need to succeed in the future world of marketing research.

When you hear the term ‘marketing research’ what comes to mind? People with clipboards stopping you on the street to ask for your opinion? Reading the results of a political opinion poll in the media? A report on opportunities for new markets being presented to managers? All of these activities represent traditional types of marketing research activities, but they don’t even begin to capture the range and breadth of activities that encompass marketing research today. Marketing research is one of the most important, interesting and fast-moving aspects of marketing. In this chapter, we introduce the concept of marketing research, emphasising its key role in supporting marketing decision making, and provide several real-life examples to illustrate the basic concepts of marketing research. We discuss formal definitions of marketing research and show how these link to a six-stage description of the marketing research process. This description is extended to illustrate many of the interconnected activities in the marketing research process. We then subdivide marketing research into two areas: problem-identification and problem-solving research. Finally, an overview of the global marketing research sector is provided, including details of expenditure and key research firms.

The marketing research industry is going through a huge period of change. Much of this change derives from technological developments that are affecting nearly all aspects of how consumers interact with companies. The growth of the internet, the shift to mobile computing and the emergence of ‘big data’ have raised fundamental questions over the relevance of traditional notions of marketing research. However, technology is not the only source of change. Both academics and practitioners have noted that it is getting more difficult to persuade people to take part in research, partly because research tools such as surveys are so commonly used in nearly all aspects of our day-to-day lives. Another emerging issue is the increasing interest from governments in the ways that companies are collecting and using data about their customers. This creates the potential for new forms of data protection legislation that could place tighter legal restrictions on the kinds of research that can be undertaken. On the other hand, change brings opportunity. New technologies have brought with them an exciting range of new research techniques. Above all, with organisations being awash with data, the need for researchers skilled in being able to turn this data into insight has never been greater.

There are many successful marketing decisions that have been founded upon sound marketing research; however, marketing research does not replace decision making. We explore the need to justify investment in marketing research alongside the challenges facing marketing research as an industry. At the same time, these challenges create new ways for researchers to design and produce research that is actionable and relevant to marketing decision makers.
What does ‘marketing research’ mean?

The term ‘marketing research’ is broad in meaning and application. This breadth will be explored and illustrated throughout this chapter. What will become apparent is that it is related to supporting marketing decision making in many traditional and new ways. The following examples illustrate some of the different contexts in which marketing research can be applied.

**Real research**

**Customer service on London Buses**

London’s bus network is one of the world’s largest, carrying more than 6.5 million passengers each day using a fleet of over 8,600 (mostly red) buses. The network is overseen by Transport for London (TfL) and keeping so many customers happy is not an easy job. TfL relies on research to make sure it understands the customer experience. In 2014 TfL realised that, despite major investment, thousands of customers were contacting it each month to complain about the service received. Working with agency research partners, TfL was able to bring together data from a wide range of sources including complaints data, social media analysis, customer satisfaction surveys, customer experience ethnographies, driver depth interviews and observations and bus staff surveys.

Analysis of this data, particularly that of social media data, found that customers viewed their interactions with employees as nearly as important as the functional reliability of the bus services, such as the range of routes or a bus being on time. A lot of customer complaints were due to bus drivers not always stopping when expected or poor communication when something went wrong, such as a delay or disruption. On the other hand, analysis of employee data showed that bus drivers viewed their role as functional – simply driving the bus!

Research identified the disconnect, which was then addressed via a series of workshops to help bus drivers understand the importance of customer experience. Follow-up research six months later indicated that the workshops had significantly increased employees’ engagement with customers.1

**Real research**

**Steve Jobs on market research**

Steve Jobs, Apple CEO and founder, was one of the most influential business leaders of modern times and the wider impacts of his work are felt by hundreds of millions of people around the world each day. But what did he think of market research? At first glance not a great deal, as he was famously quoted as saying the following:

*Some people say, ‘Give the customers what they want.’ But that’s not my approach. Our job is to figure out what they’re going to want before they do. I think Henry Ford once said, ‘If I’d asked customers what they wanted, they would have told me, “A faster horse!” People don’t know what they want until you show it to them. That’s why I never rely on market research. Our task is to read things that are not yet on the page.*2
You will find this quote widely used online when referring to the weaknesses of marketing research. However, it doesn’t quite tell the whole story. Information that came to light after Steve Jobs’ death found that Apple carried out plenty of market research to better understand what customers thought about both its products and competitors. As it turns out, what Steve Jobs was talking about was the role of focus groups in developing completely new and innovative products, such as the iPhone, where a customer lacks knowledge of what the product can actually do.

**Real research Moving on from ‘low-cost’ with easyJet**

Measured by the number of passengers carried, easyJet is the largest UK airline and the second largest in Europe. It has a history of using innovative research techniques to generate the highest returns from its marketing budget. For example, easyJet was an early adopter of online research communities to gain feedback from customers more quickly than was possible with traditional approaches. More recently, following a long period of success, easyJet has sought to improve its brand perception and move away from a marketing model purely based upon low prices. This involved moving to more of an affinity-building approach based around the ‘Europe by easyJet’ approach. One of the challenges it faced was finding a budget for brand advertising on television without damaging the results of expenditure on existing channels. By carrying out research on the effectiveness of search-engine advertising, it found that it could reduce expenditure on certain keywords, such as ‘easyJet’, without reducing the number of visitors to the website. This created savings of £8 million per year on search advertising alone, which could be reinvested in television advertising.

These examples illustrate the variety of methods used to conduct marketing research, which may range from highly structured surveys with large samples to open-ended, in-depth interviews with small samples; from the collection and analysis of readily available data to the generation of ‘new’ quantitative and qualitative data; from personal face-to-face interactions to remote observations and interactions with consumers via the internet; from small local studies to large global studies. As is best highlighted by the case of Apple, marketing research techniques can’t be used to solve all business problems, but every company, even Apple, has a place for marketing research. This book will introduce you to the full complement of marketing research techniques and challenges. These examples also illustrate the crucial role played by marketing research in designing and implementing successful marketing plans. This book will introduce you to a broad range of marketing applications supported by marketing research.

The role of marketing research can be better understood in light of a basic marketing paradigm depicted in Figure 1.1. The emphasis in marketing, as illustrated in the TfL example above, is on understanding customer experiences and the delivery of satisfaction. To understand customer experiences and to implement marketing strategies and plans aimed at delivering satisfying experiences, marketing managers need information about customers, competitors and other forces in the marketplace. In recent years, many factors have increased the need for more accurate and timely information. As firms have become national and international in scope, the need for information on larger and more distant markets has increased. As consumers have become more affluent, discerning and sophisticated, marketing managers need better information on how they will respond to new products and other new experiences. As competition has become more intense, managers need information on the effectiveness of their marketing tools. As the environment is changing more rapidly, marketing managers need more timely information to cope with the impact of these changes.
Marketers make decisions about what they see as potential opportunities and problems, i.e. a process of identifying issues. They go on to devise the most effective ways to realise these opportunities and overcome problems they have identified. They do this based on a ‘vision’ of the distinct characteristics of the target markets and customer groups. From this ‘vision’ they develop, implement and control marketing programmes. This ‘vision’ of markets and subsequent marketing decisions may be complicated by the interactive effects of an array of environmental forces that shape the nature and scope of target markets. These forces also affect the marketers’ ability to deliver experiences that will satisfy their chosen target markets. Within this framework of decision making, marketing research helps the marketing manager link the marketing variables with their environment and customer groups. It helps remove some of the uncertainty by providing relevant information about marketing variables, environment and consumers.

The role of the researcher in supporting the marketing decision maker can therefore be summarised as helping to:

- describe the nature and scope of customer groups;
- understand the nature of forces that shape customer groups;
- understand the nature of forces that shape the marketer’s ability to satisfy targeted customer groups;
- test individual and interactive variables that shape consumer experiences;
- monitor and reflect upon past successes and failures in marketing decisions.

Traditionally, researchers were responsible for designing and crafting high-quality research and providing relevant information support, while marketing decisions were made by the managers. The clarity and distinction of these roles are blurring somewhat. Researchers are becoming more aware of decision making; conversely, marketing managers are becoming more aware of research and the use of an eclectic array of data sources that can support their decision making. This trend can be attributed to better training of marketing managers and advances in technology; the advances in technology are a theme that we will discuss in more detail throughout the text. There has also been a shift in the nature and scope of marketing research. Increasingly marketing research is being undertaken not only on an ongoing basis but on a ‘real-time’ basis, rather than a traditional notion of research being in response to
specific marketing problems or opportunities. Major shifts are occurring in the marketing research industry that are impacting upon the perceived nature and value of marketing research. The nature of these shifts and their impact upon new approaches to marketing research will be addressed later in this chapter. The current and developing role of marketing research is recognised in its definition.

### A brief history of marketing research

Before defining marketing research, it is useful to consider some of the history of the field. This is not because marketing researchers need to be historians – far from it. Rather, history helps to give us context. In a time where the research sector is facing many changes and challenges, being able to understand the forces that have shaped the development of marketing research in the past and present will better enable us to understand the future.

The first point to make is that while the term ‘marketing research’ is relatively recent, the concepts that underlie it are not new. As long as the opinions of the public have mattered, and traders have had a need to improve their level of trade, then some form of research has been undertaken. The bustling markets of ancient Rome have been characterised as a market economy, with traders seeking competitive advantage while dealing with suppliers, farmers and craftsmen in distant lands. As today, information such as the prices consumers were willing to pay for certain products was valuable to traders and much effort was spent on gathering and exchanging such information. Even many modern research techniques have origins far into the past. The Domesday Book, a research project completed in 1086 for the English King William the Conqueror, contained details of land holdings in England and Wales. Perhaps Europe’s oldest and most valuable statistical document, the original, and less ominous, name of the book was *descriptio* – the Latin word for ‘survey’.

However, elements of what would be immediately recognisable as marketing research can be traced back to more recent times. For example, opinion polls in the USA can be traced back to the 1820s, and questionnaires were being used widely to gauge consumer opinion of advertising as early as the 1890s. The first evidence of market research use becoming mainstream happened in the period from 1910–20 and it is generally accepted that the marketing research industry was well embedded in commercial life by the 1930s. Thus, when professional associations such as ESOMAR or the UK’s market research society (MRS) were established in the late 1940s, it didn’t represent the beginning of marketing research but rather the capstone on a longer period of development. We will discuss some of the innovations since this time, for example in the development of research ethics guidelines, in later chapters.

The important point here is that marketing research has been a well-established part of commercial life for more than 100 years. It has successfully navigated the huge social, political and economic changes facing the world over this period and has continued to prosper. From television to the internet, marketing research has adapted to each new set of technologies, while the key focus on producing high-quality research, and doing so with integrity, has remained.

### Definition of marketing research

You might ask why we need a definition of marketing research – isn’t it obvious? The challenge is that when many managers think about marketing research, they focus on the data collection aspects of research. This ignores the importance of a wider research process and doesn’t tell us how marketing research might differ from other marketing activities. To understand these issues we can review two common definitions of marketing research. You might note that the first definition uses the term ‘market research’, while the second talks
about ‘marketing research’; we will discuss this point later in this section. The first is from ESOMAR (originally the European Society for Opinion and Market Research), a global membership organisation for research firms and practitioners:

*Market research, which includes social and opinion research, is the systematic gathering and interpretation of information about individuals or organisations using the statistical and analytical methods and techniques of the applied sciences to gain insight or support decision making. The identity of respondents will not be revealed to the user of the information without explicit consent and no sales approach will be made to them as a direct result of their having provided information.*

Several aspects of this definition are noteworthy. It includes opinion and social research within its definition, meaning that it’s not only for-profit companies that undertake market research. Charities, governments and other third- or public-sector organisations are also important users of research. Secondly, it makes it clear that the principle of anonymity applies to market research and that the identity of those partaking in research will not be revealed. Finally, it highlights the importance of gaining consent from research participants and not selling directly to them as a result of partaking in research. Consent and anonymity are key concepts of market research and we will return to them throughout this text.

Our second definition comes from the American Marketing Association (AMA):

Marketing research is the function that links the consumer, customer, and public to the marketer through information – information used to identify and define marketing opportunities and problems; generate, refine, and evaluate marketing actions; monitor marketing performance; and improve understanding of marketing as a process. Marketing research specifies the information required to address these issues, designs the method for collecting information, manages and implements the data collection process, analyzes the results, and communicates the findings and their implications.

This definition has several aspects that differentiate it from the previous ESOMAR definition. Most importantly, it stresses the role of marketing research as a process of ‘linking’ the marketer to the consumer, customer and public to help improve the whole process of marketing decision making. It also sets out the challenges faced by marketing decision makers and thus where research support can help them make better decisions, and/or decisions with lower risks. Notably, it also alludes to the ethical issues surrounding market research (which will be covered in depth in Chapter 30).

We should remember that definitions often reflect the interests of those who create them. Ultimately, ESOMAR exists to look after and promote the interests of its members, so it is not surprising that in defining marketing research it seeks to position it as something separate from marketing. On the other hand, the AMA takes a more integrative view of marketing research as part of marketing activity. With this in mind, neither definition is ‘best’ – they simply take different perspectives and both give us a useful understanding as to the scope of marketing research.

One area of potential confusion is with distinctions between marketing research and market research. In terms of usage, these distinctions are largely geographic in nature, with research practitioners in Europe preferring ‘market research’ and those in the USA ‘marketing research’. However, behind the semantics of the exact words used there lies slightly different views on how the industry should be seen. ‘Market research’ is more closely associated with the research industry and good practice. On the other hand, the AMA definition’s use of ‘marketing research’ refers to the broader consumer context that drives the undertaking of research. While there were once a number of regional differences reflecting local research cultures in different markets, as commerce has become increasingly globalised so too has the use of language. This means that ‘marketing research’ has become increasing commonly used around the world while, even within Europe, ‘market research’ and ‘marketing research’ are often used interchangeably.
One final, final point of note on language is the use of the word ‘insight’. For many years, marketing and market research professionals and functions have been termed or associated with ‘consumer insight’, as illustrated by the following example from Diageo. There has been much debate about what consumer insight means and how this may give a ‘richer’ understanding of consumers compared with traditional notions of market research. At the heart of this debate is a clear recognition that the links to consumers and support given to marketing decision makers are being delivered by a much broader and diverse array of techniques and sources.

At the core of the definitions of marketing and market research is an understanding of the consumer and what shapes consumers. Regardless of whether a research professional is defined as a ‘marketing researcher’, ‘market researcher’ or ‘consumer insight manager’, the focus upon consumers is paramount. However, the role and expectations of the marketing researcher can be argued to have the widest scope of practice. The expectations and demands of such a scope will be addressed later in this chapter, but for now we will use and adopt the broader definition of marketing research. Focusing upon ‘marketing research’ helps to encapsulate the profession of managing the process of measuring and understanding consumers in order to better support marketing decision making, a profession that strives for the highest levels of integrity in applying sound research methods in an ethical manner. It is recognised that marketing research can now include understanding the macro-business operating environment, monitoring market trends, conducting competitive analyses, answering business questions, identifying business opportunities and assessing potential risks. More analytics, insights and future outlooks are demanded from business leaders to help them better understand their customers, the marketplace and the overall business environment. Researchers have to adapt and respond to these demands.

One of the major qualities of the American Marketing Association’s definition of marketing research is its encapsulation of the marketing research process. The process is founded upon an understanding of the marketing decision(s) needing support. From this understanding, research aims and objectives are defined. To fulfil defined aims and objectives, an approach to conducting the research is established. Next, relevant information sources are identified and a range of data collection methods are evaluated for their appropriateness, forming a research design. The data are collected using the most appropriate method(s); they are analysed and interpreted, and inferences are drawn. Finally, the findings, implications and recommendations are provided in a format that allows the information to be used for marketing decision making and to be acted upon directly.

It is important that marketing research should aim to be objective. It should attempt to provide accurate information in an impartial manner. Although research is always influenced
by the researcher’s research philosophy, it should be free from personal or political biases of the researcher or decision makers. Research motivated by personal or political gain involves a breach of professional standards. Such research is deliberately biased to result in predeter-
determined findings. The motto of every researcher should be ‘Find it and tell it like it is’. Second, it is worth noting the term ‘total field of information’. This recognises that marketing decisions are not exclusively supported by marketing research. There are other means of infor-
mation support for marketers, from management consultants, raw-data providers such as call centres, direct marketing, database marketing telebusinesses and social media. These alterna-
tive forms of support are now competing with the ‘traditional’ view of marketing research. The methods of these competitors may not be administered with the same scientific rigour and/or ethical standards applied in the marketing research industry. Nonetheless, many mar-
keting decision makers are increasingly using these other sources, which collectively are changing the nature of skills demanded in researchers.

The marketing research process

The marketing research process consists of six broad stages. Each of these stages is developed in more detail in subsequent chapters; thus, the discussion here is brief. The process illustrated in Figure 1.2 is of the marketing research seen in simple stages. Figure 1.3 takes the process a stage further to show the many iterations and connections between stages. This section will explain the stages and illustrate the connections between the stages.

**Step 1: Problem definition.** The logical starting point in wishing to support the decision maker is trying to understand the nature of the marketing problem that requires research support. Marketing decision problems are not simple ‘givens’ (as will be discussed in Chapter 2). Many researchers are surprised to learn that clearly defining a research problem can be the most challenging stage in a research project. The symptoms and causes of a problem are not, in reality, as neatly presented as they may be in a case study, such as those found in marketing textbooks. In Figure 1.3, the first three stages show the iterations between the environmental context of the problem, the marketing decision problem and the marketing research problem. Understanding the environmental context of the problem has distinct stages (which will be discussed in Chapter 2). It involves discussion with decision makers, in-depth interviews with industry experts and the collection and analysis of readily available published information (from both inside and outside the firm). Once the problem has been precisely defined, the researcher can move on to designing and conducting the research process with confidence.

**Step 2: Developing a research approach.** The development of an approach to the research problem involves identifying factors that influence research design. A key element of this step involves the selection, adaptation and development of an appropriate theoretical framework to underpin a research design. Understanding the interrelated characteristics of the nature of target participants, the issues to be elicited from them and the context in which this will happen relies upon ‘sound’ theory. ‘Sound’ theory helps the researcher to decide ‘what should be measured or understood’ and ‘how best to encapsulate and communicate the measurements or understandings’. In deciding what should be either measured or encapsulated, the researcher also develops a broad appreciation of how the data collected will be analysed. (The issues involved in developing an approach are tackled in more detail in Chapter 2.)

**Step 3: Research design.** A research design is a framework or blueprint for conducting a marketing research project. It details the procedures necessary for obtaining the required information. Its purpose is to establish a study design that will either test the hypotheses of interest or determine possible answers to set research questions, and ultimately provide the information needed for decision making. Conducting any exploratory techniques, precisely
defining variables to be measured and designing appropriate scales to measure variables can also be part of the research design. The issue of how the data should be obtained from the participants (e.g. by conducting a survey or an experiment) must be addressed. (These steps are discussed in detail in Chapters 3 to 13.)

**Step 4: Fieldwork or data collection.** In Figure 1.2, this stage could be simplified to ‘collecting the required data’. In Figure 1.3, a whole array of relationships between stages of data collection is shown, starting at secondary data collection and analysis through to quantitative research or qualitative research. The process starts with a more thorough collection and analysis of secondary data sources. Secondary data are data collected for some other purpose than the problem at hand. They may be held within the organisation as databases that detail the nature and frequency of customer purchases, through to surveys that may have been completed some time ago that may be accessed through libraries or through online sources. Going through this stage avoids replication of work and gives guidance in sampling plans and in deciding what to measure or encapsulate using quantitative or qualitative techniques. Secondary data collection and analysis may complete the research process, i.e. sufficient information may exist to interpret and report findings to a point whereby the information gaps that the decision maker has are filled. Secondary data form a vital foundation and essential focus to primary data collection.

In Figure 1.3, the stage of ‘Identify and select individuals for primary research’ covers sampling issues for both quantitative and qualitative studies. This stage may include the selection of individuals for in-depth qualitative research. In qualitative research, issues of ‘representativeness’ are less important than the quality of individuals targeted for investigation and the quality of response elicited. However, as can be seen from the line leading up from ‘Qualitative research’ to ‘Identify and select individuals for primary research’, the qualitative research process may help in the identification and classification of individuals who may be targeted using more formal sampling methods. (These sampling methods are covered in detail in Chapters 14 and 15.)
Beyond the issues of identifying and selecting individuals, the options available for primary data collection vary considerably. A stage of qualitative research alone may be sufficient to support the decision maker, as indeed could a stage of quantitative research. In their own right, qualitative techniques do not necessarily have to be followed by a survey or quantitative work to confirm the observations. (In-depth interviewing will be described and evaluated in Chapter 8).

A research problem may require a stage of qualitative and quantitative research to run concurrently, perhaps measuring and encapsulating different characteristics of the problem under investigation. Alternatively, a stage of qualitative research could be used to precede a stage of quantitative research. For example, a sequence of focus groups may help to generate a series of statements or expectations that are subsequently tested out in a survey to a representative sample. Conversely, a survey may be conducted and, upon analysis, there may be clear, statistically significant differences between two distinct target markets. A series of qualitative in-depth interviews may follow to allow a more full exploration and understanding of the reasons for the differences between the two groups.

Step 5: Data analysis. Data preparation includes the editing, coding, transcription and verification of data. This is perhaps the least glamorous aspect of market research but is critical in ensuring the integrity and accuracy of findings. In Figure 1.3, this stage is not drawn out
as a distinct stage in its own right, but is seen as integral to the stages of secondary data collection and analysis through to quantitative research or qualitative research. The process of data integrity and analysis is essentially the same for both quantitative and qualitative techniques, for data collected from both secondary and primary sources. Considerations of data analysis do not occur after data have been collected; such considerations are an integral part of the development of an approach, the development of a research design and the implementation of individual quantitative or qualitative methods. If the data to be collected are qualitative, the analysis process can occur as the data are being collected, well before all observations or interviews have been completed. An integral part of qualitative data preparation and analysis requires researchers to reflect upon their own learning and the ways they may interpret what they see and hear. (These issues will be developed in Chapters 6 to 9.)

If the data to be analysed are quantitative, each questionnaire or observation form is inspected or edited and, if necessary, corrected to ensure the integrity of data. The data from questionnaires are loaded, transcribed or keypunched into a chosen data analysis package. Verification ensures that the data from the original questionnaires have been accurately transcribed, whereas data analysis gives meaning to the data that have been collected. Univariate techniques are used for analysing data when there is a single measurement of each element or unit in the sample; if there are several measurements of each element, each variable is analysed in isolation. On the other hand, multivariate techniques are used for analysing data when there are two or more measurements of each element and the variables are analysed simultaneously.

**Step 6: Communicating findings.** Even if steps one to five are followed in the best possible way, there is no use carrying out research unless it can be communicated effectively to stakeholders. The traditional route through which to carry out research would be to document the research with a written report that addresses the specific research questions identified, describes the approach, research design, data collection and data analysis procedures adopted, and presents the results and major findings. However, due to increasing pressures on managers’ time, researchers realise that they need to go beyond reports – that may never be read – and use alternative means. Frequently these are visual, and can include videos, images or infographics to enhance clarity and impact (see Chapter 28 for more on effective communication of research findings).

**A classification of marketing research**

The ESOMAR definition provided earlier in this chapter encapsulates two key reasons for undertaking marketing research: (1) to identify opportunities and problems; and (2) to generate and refine marketing actions. This distinction serves as a basis for classifying marketing research into problem-identification research and problem-solving research, as shown in Figure 1.4. Linking this classification to the basic marketing paradigm in Figure 1.1, problem-identification research can be linked to the description of the nature and scope of customer groups, understanding the nature of forces that shape customer groups and understanding the nature of forces that shape the marketer’s ability to satisfy targeted customer groups. Problem-solving research can be linked to testing individual and interactive marketing mix variables that create consumer experiences, and to monitoring and reflecting upon past successes and failures in marketing decisions.

**Problem-identification research** is undertaken to help identify problems that are, perhaps, not apparent on the surface and yet exist or are likely to arise in the future. Examples of problem-identification research include market potential, market share, brand or company image, market characteristics, sales analysis, short-range forecasting, long-range forecasting and business trends research. Research of this type provides information about the marketing environment and helps diagnose a problem. For example, a declining market potential indicates that the firm is likely to have a problem achieving its growth targets. Similarly, a problem exists if the market potential is increasing but the firm is losing market share. The
recognition of economic, social or cultural trends, such as changes in consumer behaviour, may point to underlying problems or opportunities.

Once a problem or opportunity has been identified, problem-solving research may be undertaken to help develop a solution. The findings of problem-solving research are used to support decisions that tackle specific marketing problems. Problem-solving research linked to problem-identification research is illustrated by the following example of developing a new cereal at Kellogg’s.

In the late 2000s Kellogg’s (www.kelloggs.com) experienced a slump in the market for breakfast-cereal sales. Through problem-identification research, Kellogg’s was able to identify the problem and, through problem-solving research, develop several solutions to increase cereal sales. Kellogg’s performed several tasks to identify the problem. Researchers spoke to decision makers within the company, interviewed industry experts, conducted analysis of available data, performed some qualitative research and surveyed consumers about their perceptions and preferences for cereals. Several important issues or problems were identified by this research. Current products were being targeted at children, alternatives to cereal, such as bagels, were becoming more favoured breakfast foods and high prices were turning consumers to generic brands. Other information also came to light during the research. Adults wanted quick foods that required very little or no preparation. Collectively, these issues helped Kellogg’s identify the problem. The company was not being creative in introducing new products to meet the needs of the adult market. After defining the problem, Kellogg’s went to work on
solutions. It developed and tested several new flavours of cereals based upon the results of survey interviews with adult consumers. Based on these results, Kellogg’s introduced new flavours that were more suited to the adult palate but were not the tasteless varieties of the past. Through creative problem-identification research, followed by problem-solving research, Kellogg’s not only saw an increase in sales, but also increased consumption of cereal at times other than breakfast.

This example illustrates how the careful crafting of problem-identification research can help to develop a clear focus to problem-solving research. The outcome was research that supported marketing decisions in many ways. A problem-solving perspective enabled the Kellogg’s decision makers to focus on issues of product development and an integrated communications campaign. Table 1.1 shows the different types of issues that can be addressed using problem-solving research.

<table>
<thead>
<tr>
<th>Table 1.1</th>
<th>Examples of problem-solving research</th>
</tr>
</thead>
</table>
| **Segmentation research** | Determine basis of segmentation  
Establish market potential and responsiveness for various segments  
Select target markets and create lifestyle profiles: demography, media and product image characteristics |
| **Experiential-design research** | Determine the process of consuming products and services  
Online consumption experiences  
Social media engagement  
Sensory tests |
| **Product research** | Determine optimal product design  
Test concept  
Package tests  
Product modification  
Brand positioning and repositioning  
Test marketing |
| **Pricing research** | Importance of price in brand selection  
Pricing policies  
Product-line pricing  
Price elasticity of demand  
Initiating and responding to price changes |
| **Promotions research** | Optimal promotional budget  
Optimal promotion mix  
Copy decisions  
Creative-advertising testing  
Evaluation of advertising effectiveness |
| **Distribution research** | Attitudes of channel members  
Intensity of wholesale and retail coverage  
Channel margins  
Retail and wholesale locations |
Problem-identification research and problem-solving research can go hand in hand, as seen in the Kellogg’s case, and a given marketing-research project may combine both types of research.

The global marketing research industry

Huge changes in the marketing research industry have been developing for a number of years. In order to appreciate the nature and impact of these changes, we turn our attention to the relative rates of demand for marketing research and industry growth rates across the globe. To monitor rates of expenditure and growth, we evaluate the annual ESOMAR Global Market Research Industry Study (www.esomar.org)

The figures presented in forthcoming tables are estimates of all the work conducted within individual countries, by research agencies. Not included in the data is marketing research undertaken by non-profit research institutes, governments, universities or advertising agencies using their own resources. The data also do not include the internal supply of marketing research, i.e. the costs of a marketing research function located within a firm. In addition, not included are costs incurred by the more sophisticated users of marketing research who integrate the data and analyses of their operational databases to understand customers and support marketing decision making. Though these estimates are static, and may therefore quickly go out of date, they are a vital means to illustrate developments in the marketing research industry.

<table>
<thead>
<tr>
<th>Country</th>
<th>Research spend (US$ million)</th>
<th>Population (millions)</th>
<th>Research spend per capita (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. USA</td>
<td>18,565</td>
<td>319</td>
<td>58.19</td>
</tr>
<tr>
<td>2. United Kingdom</td>
<td>5,239</td>
<td>65</td>
<td>81.21</td>
</tr>
<tr>
<td>3. Germany</td>
<td>3,359</td>
<td>81</td>
<td>44.00</td>
</tr>
<tr>
<td>4. France</td>
<td>2,586</td>
<td>64</td>
<td>40.45</td>
</tr>
<tr>
<td>5. China</td>
<td>1,780</td>
<td>1,368</td>
<td>1.30</td>
</tr>
<tr>
<td>6. Japan</td>
<td>1,730</td>
<td>127</td>
<td>13.62</td>
</tr>
<tr>
<td>7. Brazil</td>
<td>754</td>
<td>203</td>
<td>3.72</td>
</tr>
<tr>
<td>8. Italy</td>
<td>742</td>
<td>60</td>
<td>12.37</td>
</tr>
<tr>
<td>9. Australia</td>
<td>646</td>
<td>24</td>
<td>27.40</td>
</tr>
<tr>
<td>10. Spain</td>
<td>530</td>
<td>46</td>
<td>11.41</td>
</tr>
<tr>
<td>11. Netherlands</td>
<td>499</td>
<td>17</td>
<td>29.58</td>
</tr>
<tr>
<td>12. South Korea</td>
<td>466</td>
<td>50</td>
<td>9.24</td>
</tr>
<tr>
<td>13. Canada</td>
<td>450</td>
<td>35</td>
<td>12.67</td>
</tr>
<tr>
<td>14. Sweden</td>
<td>449</td>
<td>10</td>
<td>46.11</td>
</tr>
<tr>
<td>15. Russia</td>
<td>385</td>
<td>144</td>
<td>2.68</td>
</tr>
<tr>
<td>16. Mexico</td>
<td>353</td>
<td>120</td>
<td>2.95</td>
</tr>
<tr>
<td>17. India</td>
<td>267</td>
<td>1260</td>
<td>0.21</td>
</tr>
<tr>
<td>18. South Africa</td>
<td>222</td>
<td>54</td>
<td>4.12</td>
</tr>
<tr>
<td>19. Switzerland</td>
<td>218</td>
<td>8</td>
<td>26.79</td>
</tr>
<tr>
<td>20. Poland</td>
<td>214</td>
<td>38</td>
<td>5.63</td>
</tr>
</tbody>
</table>
Table 1.3 lists the regional and total global shares of marketing research expenditure and the net growth rates (taking into account local inflation) in these regions between 2010 and 2014. Although turnover grew in absolute terms from $35.5 billion to $43.8 billion, when inflation was taken into account growth was only 0.1%. Although this is an improvement over the previous period when the industry contracted following the 2008 financial crisis, it does indicate the challenges facing the industry. However, the low nature of growth in real terms should not take away from the large size of the industry, turning over more than $43 billion a year.

While the overall global picture indicates static real-terms growth, there are also some important regional variations. In particular, strong growth remains in key emerging markets in Africa, Asia-Pacific and the Middle-East. This reflects an increased focus among global brands towards developing economies, and in Africa in particular. In terms of the major markets of Europe and the USA, continuing challenging economic circumstances can certainly explain part of the decline in growth rates. More troubling for the marketing research industry could be a switch in spending patterns by companies that commission marketing research, from ‘traditional’ sources to just about any alternative source of information that could apply insight. The result of the decline in the industry and the shift to alternative sources of insight has generated a greater competitive intensity between marketing research suppliers, exacerbating the demand for a broader mix of managerial and technical skills from researchers. This is reflected in attempts by ESOMAR to draw a wider boundary around the marketing research sector by including expenditure on survey technology that is used internally within firms, such as Survey Monkey (www.surveymonkey.com) or Qualtrics (www.qualtrics.com).

How marketing research expenditure is spent on different research methods is illustrated in Table 1.4. Quantitative research methods account for 73% of global research spend, with qualitative accounting for 16%. The remaining 11% includes desk and secondary research. This table makes distinctions between different forms of online research – for instance, highlighting online qualitative research, where there are many examples of companies specialising in online focus groups, in-depth interviews and ethnography. (These examples will be discussed in Chapters 6 to 9.) One long-term trend that can be observed is that the use of qualitative techniques and secondary data sources (captured in ‘other’) has steadily increased over time while quantitative research has declined. Despite these trends in terms of expenditure, quantitative methods remain dominant. The leading research firms on a global basis are highlighted in Table 1.5. Some names you may be familiar with while others may operate through a sub-brand in your market. What is key to note here is the extent to which a relatively small group of firms count for a large share of the market.
The bases for the estimates in Tables 1.2 to 1.5 are derived from external marketing research suppliers or agencies. **External suppliers** are outside firms hired to supply research data. These external suppliers collectively comprise the ‘marketing research industry’. They range from small (one or a few persons) operations to very large global corporations. We now examine the nature of services that may be supplied by external suppliers. As illustrated in Figure 1.5, external suppliers can be classified as full-service or limited-service suppliers.

**Full-service suppliers** offer the entire range of marketing research services: for example, defining a problem, developing a research design, conducting focus group interviews, designing questionnaires, sampling, collecting, analysing and interpreting data and presenting reports. They may also address the marketing implications of the information they present, i.e. have the management skills to interpret and communicate the impact of their research findings at the highest levels. They may also manage customer database analyses, being able to integrate the management and analyses databases with the management and analyses of conventional marketing research techniques.

The services provided by these suppliers can be further broken down into syndicated services, standardised services and customised services (see Figure 1.5). Examples of these companies include Kantar (www.kantar.com) and Ipsos (www.ipsos.com).

### Table 1.4
**Spend by research method for 2014**

<table>
<thead>
<tr>
<th>Quantitative research</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Online</td>
<td>23%</td>
</tr>
<tr>
<td>Automated digital/electronic</td>
<td>21%</td>
</tr>
<tr>
<td>Telephone</td>
<td>9%</td>
</tr>
<tr>
<td>Face-to-face</td>
<td>8%</td>
</tr>
<tr>
<td>Other quantitative (e.g. syndicated services)</td>
<td>5%</td>
</tr>
<tr>
<td>Mobile/smartphone</td>
<td>3%</td>
</tr>
<tr>
<td>Postal</td>
<td>2%</td>
</tr>
<tr>
<td>Online traffic/audience</td>
<td>2%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Qualitative research</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Group discussions</td>
<td>11%</td>
</tr>
<tr>
<td>Online qualitative</td>
<td>3%</td>
</tr>
<tr>
<td>In-depth interviews</td>
<td>2%</td>
</tr>
<tr>
<td>Other qualitative</td>
<td>1%</td>
</tr>
<tr>
<td>Other</td>
<td>11%</td>
</tr>
</tbody>
</table>

### Table 1.5
**Market share of top six companies (2014)**

<table>
<thead>
<tr>
<th>Company</th>
<th>Market Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Nielson Company</td>
<td>14%</td>
</tr>
<tr>
<td>Kantar</td>
<td>8%</td>
</tr>
<tr>
<td>IMS Health Inc.</td>
<td>6%</td>
</tr>
<tr>
<td>Ipsos</td>
<td>5%</td>
</tr>
<tr>
<td>Gartner</td>
<td>5%</td>
</tr>
<tr>
<td>GfK</td>
<td>4%</td>
</tr>
<tr>
<td>Rest of the market</td>
<td>58%</td>
</tr>
</tbody>
</table>
Marketing research suppliers

- **Syndicated services** collect information of known commercial value that they provide to multiple clients on a subscription basis. Surveys, diary panels, scanners and audits are the main means by which these data are collected. Examples of these companies include Nielsen (www.nielsen.com) and GfK (www.gfk.com).

- **Customised services** offer a variety of marketing research services specifically designed to suit a client’s particular needs. Each marketing research project is treated uniquely. An example of such companies is TNS (www.tnsglobal.com).

- **Online services** offer a combination or variety of secondary data and intelligence gathering, survey or qualitative interviewing, social media engagement and the analysis and publication of research findings, exclusively online. Examples of these companies include YouGov (www.yougov.com) and OnePoll (www.onepoll.com).

- **Market research reports and advisory services** provide off-the-shelf reports as well as data and briefs on a range of markets, consumer types and issues; as such, they are thought of as part of the broader information market and not necessarily part of the traditional marketing research industry. Examples include Euromonitor (www.euromonitor.com) and Mintel (www.mintel.com).

- **Limited-service suppliers** specialise in one or a few phases of a marketing research project. Services offered by such suppliers are classified as field services, coding and data entry, analytical services, branded products, viewing facilities, panel providers, software providers, web analytics, online community providers, online focus groups and streaming and reporting.
Field services collect data through postal surveys, face-to-face interviews, telephone interviews and the internet. Firms that specialise in interviewing are called field-service organisations. These organisations may range from small proprietary companies that operate locally to large multinationals. Some organisations maintain extensive interviewing facilities across the country for interviewing shoppers. Many offer qualitative data collection services, such as focus group interviewing (discussed in detail in Chapter 7). Examples of these companies include LightspeedGMI (part of WPP) (www.lightspeedgmi.com) and Indiefield (www.indiefield.co.uk).

Coding and data-entry services include editing completed questionnaires, developing a coding scheme and transcribing the data for input into a computer.

Analytical services include designing and pre-testing questionnaires, determining the best means of collecting data and designing sampling plans, as well as other aspects of the research design. Some complex marketing research projects require knowledge of sophisticated procedures, including specialised experimental designs (discussed in Chapter 10) and analytical techniques such as conjoint analysis and multidimensional scaling (discussed in Chapter 26). This kind of expertise can be obtained from firms and consultants specialising in analytical services. Examples of these companies include Cobalt Sky Ltd (www.cobalt-sky.com) and Digitab (www.digitab.uk.com).

Branded marketing-research products and services are specialised data collection and analysis procedures developed to address specific types of marketing research problems. These procedures may be patented, given brand names and marketed like any other branded product. An example of such a company is Millward Brown’s Vermeer (mbvermeer.com).

Panel providers offer researchers the opportunity to access consumer, b2b and specialist panels of participants, alongside scripting and hosting surveys. Examples of these companies include e-Rewards (www.e-rewards.com) and Toluna (www.toluna.com).

Software providers offer software packages that create platforms to script, host and analyse surveys, or software as a service (SaaS) options. Examples of these companies include Qualtrics (www.qualtrics.com) and SurveyMonkey (www.surveymonkey.com).

Online community providers build online research communities where researchers can employ a wide variety of quantitative and qualitative techniques to connect to consumers. Examples of these companies include Cspace (www.cspace.com) and FreshMinds (www.freshminds.net).

Online focus groups and streaming provide platforms for running online focus groups and streaming the results. An example is FocusVision (www.focusvision.com).

Reporting offers research companies reporting solutions that seek to engage clients in oral and electronic presentations beyond conventional reporting methods such as hard-copy reports and PowerPoint. They utilise specialist art and graphic-design services to create static data presentation formats and data dashboards that can be interrogated.

Justifying the investment in marketing research

The 2015 ‘ESOMAR Global Market Research’ report highlights many of the pressures that the marketing research industry is facing. One of the key weaknesses the report highlights is the need to raise the perceived value of research among decision makers outside the research sector. This is not a recent phenomenon; it is a challenge that the marketing research industry has faced from its inception and that has become more prevalent in recent times:

the price of consumer data is trending downwards and parts of market research are becoming commoditised. This is in part driven by aggressive procurement processes, growing expectations for demonstrable return on investment and increasing macro-economic pressure. ‘Consumer data’ is now more abundant and automated.
Return on investment in marketing research spend will continue to be a factor that all practising researchers will need to address.

It must be recognised that if decision makers make use of marketing researchers, even if the best theories and practice of the marketing research process are followed ‘to the letter’, there is no guarantee that a marketing decision supported by research will be successful. The act of decision making and conducting marketing research are distinctive activities and there are examples where the vital link between these activities has resulted in failure. If decision makers have gaps in their knowledge, if they perceive risk and uncertainty in their decision making and cannot find support at hand within their organisation, they can gain support from marketing research. However, many decision makers can recount cases where the use of marketing research has resulted in failure or where decisions based upon gut feeling or intuition have proved to be successful. Such cases present a challenge to researchers, especially in light of the competition faced by the industry from alternative data sources. Reflecting upon such cases should remind researchers to maintain a focus of offering real and valuable support to decision makers. Understanding what real and valuable support means should underpin the whole array of creative data collection and analysis procedures available to the researcher.

Another view to reflect upon is the damning comment from the late Anita Roddick, founder of The Body Shop, who said that ‘market research is like looking in the rear view mirror of a speeding car’. This may be a valid point if one sees the relationship of marketing and marketing research from the perspective illustrated by the respected research practitioner, Wendy Gordon:

Traditional marketers delegate responsibility to the processes of marketing research. They believe that you can ask people what they want and need in the future and then deliver it to them. It is a fallacy. Marketing research removes people from experiencing reality, where the signs of change bubble up in unexpected places. Sitting in comfort behind a one-way mirror, listening to a debrief from researchers describing the world ‘out there’ or reading statistical reports on markets and the ‘aggregate consumer’ is not real, it is sanitised and second-hand.

Given the above criticisms, it is a fair point to acknowledge that there are cases where the use of marketing research has resulted in poor decision making, or even failure. Ultimately, this examination should lead to a stronger justification of what ensures strong and valuable marketing research support. It may be a painful path to tread, but this journey has to be made!

There are two areas of misconception of the role of marketing research that are still relevant today:

Marketing research does not make decisions. The role of marketing research is not to make decisions. Rather, research replaces hunches, impressions or a total lack of knowledge with information that can be trusted.

Marketing research does not guarantee success. Research, at best, can improve the odds of making a correct decision. Anyone who expects to eliminate the possibility of failure by doing research is both unrealistic and likely to be disappointed. The real value of research can be seen over a long period where increasing the percentage of good decisions should be manifested in improved bottom-line performance and in the occasional revelation that arises from research.

The last point shows the long-term benefits of conducting marketing research, i.e. that the results of a study may help decision makers with an immediate problem, but by building their knowledge they can also have long-term benefits.

The following example illustrates how marketing research could be used in new-product development. In an echo of some of the sentiments shared by Steve Jobs earlier in this chapter, the designer and entrepreneur chose to ignore the findings, and ultimately achieved immense levels of success. This is not always the case, as many different designers embrace marketing-research techniques to support their design thinking and practice to great effect.
Out of the array of research and information-support approaches, there is no one, guaranteed approach, research design or technique that can create the perfect means to support decision makers. If decision makers complain that research is misleading or is only telling them what they already know, the researcher may argue that the fault lies with managers who pose the wrong questions or problem in the first place. If one takes the narrow view that the decision maker poses the questions and the researcher finds the answers, there may be some validity in such an argument. It does not hold if one considers that the decision maker and the researcher have a joint commitment to solve problems. In this joint commitment they have quite distinct but complementary creative skills that they can bring together to understand what problem they should be researching, how they conduct the research and how they interpret their findings.

Can researchers survive in an age of increasing competition from other information providers? Can they cope with the threats of growth of in-house research and new entrants to the industry that adopt new technologies and techniques, especially in the use of social media? Can the industry fend off the challenge from the armies of consultants, and avoid research being seen as a commodity? To achieve this, the industry has to offer marketers’ insights that have integrity and can be trusted, rather than just ‘robust’ data collection and analysis. Such insights should lead to fresh perspectives to business problems and/or a competitively advantaged solution. The researcher’s input must be seen to benefit the bottom line. Initiatives that bring marketers and researchers closer together are needed, initiatives that educate buyers that marketing research has as much, if not more, to offer than far more expensive consultancy firms.
The future – addressing the marketing research skills gap

A key theme of this book relates to the emergence of new technologies and their impact upon marketing research. Billions of people now engage regularly in online discussions, giving their opinions, meeting new people, showing their activities, preferences, uses and attitudes, talking about brands, services, music and films. An idea of the scale of the potential impact of this does not come from Facebook’s announcement that it passed 1 billion regular users, but from its internal target of having 5 billion users by 2030. Despite these numbers, the marketing research industry has been criticised for being slow to recognise that engagement with these new technologies is having a significant impact upon the nature, value and integrity of the work they undertake.

That is not to say that marketing research has not responded to the growth in technology, and in later chapters we will look at the importance of mobile and social media research, together with the increasing use of online data collection tools. In marketing research, the early period of the internet – from the late 1990s onwards – was used as a digital extension of activities that could be done offline, taking the survey from face to face, then to telephone (with computer-assisted telephone interviewing, CATI) and then online with web surveys. It has been argued that ‘the survey’ has not really embraced the breadth and richness of digital developments, with many surveys conducted online being essentially online versions of surveys that were previously administered by interviewers face to face. Although there are some opportunities to include multimedia, such as video, audio or pictures, in essence it is still a survey. These attempts to engage participants are in response to evidence that shows completion rates of surveys are dropping as participants grow tired of overly long surveys. However, the continuing use of surveys may ignore a revolution in online behaviour where people are now expressing their opinions and feelings in far more sophisticated and complex ways. The following example of audio company Bose highlights how such online channels can be used in research.

Real research
Bose’s online community

Bose (www.bose.com) is a high-end audio manufacturer, famous for its speakers and headphones. As a privately held company, worried about competitors finding out new product plans, it could only draw upon existing employees for insights. The company realised that gathering feedback from employees – most of whom got the product for free – was not giving it an understanding of how its actual customers felt. Working with C Space, a specialist in building online communities, Bose built an online community of around 400 people, including a mix of people who were existing customers and fans of the Bose brand and those who weren’t. Members of the community completed a number of activities each week, ranging from surveys to mobile ethnographies. The membership of the online community was frequently refreshed to ensure that it was representative of the most important customer segments.

After running for 18 months, Bose identified a number of benefits that were created by the use of online communities. These included new product opportunities, improving its marketing messaging and a deeper understanding of how its customers view competitors.
Within the marketing research community there has been some attempt to align the broader changes resulting from the growth of the internet. For example, in 2004 the term ‘Web 2.0’ entered common use to describe the growth in user-generated content being uploaded to websites and the increasingly participative nature of the Web. For example, the growth in social networks has happened through interaction between individuals rather than top-down control of content by the companies running websites. As the term Web 2.0 became increasingly established, people began to apply the 2.0 label to a wider range of activities, including law, architecture and even government. In the world of marketing research, the term ‘Research 2.0’ came into being in 2006, to reflect a shift away from the old ‘command and control’ paradigm of marketing research towards a more collaborative approach. The core of Research 2.0 was to move away from an assumption that the brand decision makers and the researcher knew everything, towards a three-way discussion between the brand, the researcher and the customer.

Although early techniques tended to be passive techniques based around blogs, more active techniques are now the most significant area of interest in the area of online research communities, such as that used in the example of Bose. Traditional research techniques, such as focus groups and one-to-one interviews, while they still relate to younger audiences do not apply as readily as collaborative techniques, which are aligned more to conversation and empowering participants than to seeking specific responses. In isolation, face-to-face research with young people can deliver patchy results. The combination of Web and electronic media use and proficiency by youth audiences has forced marketing research to evolve and embrace mixed methodologies. By engaging with younger audiences in ‘youth-friendly’ media, the quality and range of insight returned has risen. In contexts that are familiar, interactive, but not physically engaging, younger audiences come alive.

Over time, the usage of the term Web 2.0 has declined sharply, and with it the term Research 2.0 has faded. This is not because the underlying concepts were unimportant, but it reflects that the development of internet technology is an ongoing process with impacts that differ depending on the time, place and context. The Web 2.0/Research 2.0 model implied an alternative world where everything had changed. Yet, in the case of research, new technology has often been used alongside existing techniques. Additionally, as the use and impact of technology has grown to near ubiquitous levels, the need to distinguish between ‘new’ and ‘old’ research has dissipated. That is not to say that there aren’t important issues raised by the growth in technology. Some key issues are:

1. **Trust.** Ensuring that research buyers understand the basis of the advice they are given. Decision makers have been assured for over 70 years that the research is ‘true’ because it is based on a scientific approach to knowledge development, thus it will take a while for the new messages to be widely understood.

2. **Theoretical base.** At the moment, many new techniques are being used in a theoretical vacuum; thus researchers need to address this and rebuild a body of knowledge and theory that supports the techniques being used.

3. **Ethical base.** There are new privacy, security and safety issues. Social media has changed the rules on how ‘findable’ somebody is. This has enormous implications for privacy and safety. For example, including a literal quote from an online forum in a report is essentially the same thing as naming the individual, since a search on the quote will usually return information about the person making it. The discussion about ‘what is in the public domain’ and what can be used when, where and how has barely started, and will develop rapidly over the next few years.

A newer issue that has emerged recently is the question of whether the marketing research industry is facing a skills gap. It has been suggested that one of the reasons that marketing research has found it difficult to adapt to change brought about by technology
is the lack of appropriate technical skills among researchers. A worrying trend for market-
ing research is the identification that marketing researchers lack sufficient analytical skills
to draw insights from the increasing volumes of data being generated through ‘big data’
technologies.36

These issues will be described, illustrated and debated throughout this text. While mar-
keting research faces uncertainty and challenges, these challenges can be found across many
industries. The corollary of these events can also be seen, in that the future of the marketing
research industry is laden with great opportunities, and it is in this spirit that we also wish to
portray the subject. There are many commercial and scholarly opportunities, but these will
demand a different set of skills, thinking and outlook compared with the researcher
of the past.

The marketing research industry has great opportunities to add value to research. Re-
searchers can move up the value chain to offer more advice and insight, thus improving
their stature and ultimately their profitability. They can help decision makers to make sense
of a variety of data sources rather than walking away from a project when the research is
complete.37 Moving towards a business model that is driven by researchers offering action-
able consumer insight means that researchers and the marketing research industry of the
future will be required to:38

• Think conceptually – by developing ‘conceptual’ thinkers, i.e. researchers who feel com-
fortable working with higher-order business concepts and talking the language of senior
decision makers. These individuals must understand the relationship between information
and key business concepts. They must go beyond their technical and skill-based knowl-
dge and offer strategic and tactical advice for business advantage based on detailed con-
sumer and market knowledge.

• Communicate in the way that those who commission research think – by knowing how to
communicate in the way senior people think, i.e. researchers presenting findings as a
compelling narrative, not as disparate blocks of information.

• Interpret findings in terms of the whole picture – by thinking holistically about ‘evidence’,
i.e. researchers with the skills to work in a ‘holistic’ way with all available customer evi-
dence, recognising the need to interpret often imperfect marketing information. They
must draw knowledge from a host of different sources including qualitative and quantita-
tive techniques, a variety of forms of observation, customer relationship management
systems and financial and customer-profile information. These individuals will have to
draw heavily upon the use of analytical models that represent the way customers think
and behave.

• Integrate findings with others that support marketing decision makers – by working in a
multidisciplinary way with related marketing-services companies, with researchers work-
ing alongside branding and design and other marketing specialisms to gain a wider market
understanding. This makes sure that everything is tailored to business solutions and is not
just the result of rigid prescriptive research designs. This bottom-up, multidisciplinary
approach provides flexibility and differentiates ‘strategic marketing intelligence’ from the
‘top-down’ approach of full-blown management consultants. This will also mean the cul-
vating of a more creative environment, with a more ‘hands-off’ management style rather
than a prescriptive techniques-driven approach.

Finally, in a note of optimism, it is worth reflecting upon the views of three new graduates
arguing what makes marketing research a great career choice. They worked for the research
company Ipsos (www.ipsos.com) and were presenting their views to professional research-
ers at the Annual Conference of the Market Research Society:39

1 Variety. This can apply to the kind of work and the projects one experiences, the sectors
one can specialise in, the people and the teams one will work with depending on the pro-
ject. Then, the actual day-to-day work is varied (be it data analysis one day, fieldwork the
next, charting, etc.). Ad hoc research also has the benefit of offering a variety of projects that can last from a few weeks up to a year or more.

2 **Career progression.** Marketing research has many clearly defined roles across the industry. Not only is there clear career progression within a company, but there is also the option to move client side (or vice versa), do international research, relocate to another country (a key selling point for a global business), specialise in a particular sector or even move to other roles such as brand consulting.

3 **Responsibility.** Compared with other industries, marketing research can offer a large amount of responsibility from an early stage of a person’s career. Where graduates in some industries may still be doing photocopying and other mundane administrative tasks, those working in marketing research may be at a stage where they are managing large international projects.

4 **Intellectual eclecticism.** Marketing research is open to graduates from all disciplines; all subject disciplines are applicable as there are a variety of roles and the nature of work can demand skills from all subject areas.

5 **Working environment.** Marketing research has some of the most intelligent, interesting, fun and inspiring people, and that makes it a great place in which to work and develop. The culture (particularly agency side) is relaxed and friendly with a mix of personalities and characters. It is not until you actually work in marketing research that you realise this.

**Summary**

Marketing research provides support to marketing decision makers by helping to describe the nature and scope of customer groups, understand the nature of forces that shape the needs of customer groups and the marketer’s ability to satisfy those groups, test individual and interactive controllable marketing variables and monitor and reflect upon past successes and failures in marketing decisions. The overall purpose of marketing research is to assess information needs and provide the relevant information in a systematic and objective manner to improve marketing decision making. The marketing research process consists of six broad steps that must be followed creatively and systematically. The process involves problem definition, research approach development, research design formulation, fieldwork or data collection, data integrity and analysis and report preparation and presentation. Within these six broad steps are many iterations and routes that can be taken, reflecting the reality of marketing research in practice. Marketing research may be classified into problem-identification research and problem-solving research. In general terms, problem identification uncovers the potential that may be exploited in markets, problem solving uncovers the means to realise that potential.

The major developed economies, especially in Europe and the USA, are the biggest users of marketing research on a per capita and total expenditure basis. However, in recent years growth of the sector has slowed – and in some years fallen. Commentators have debated whether this fall can be attributed solely to the global economic factors or trends within market research itself. Alternative explanations have focused upon the development in technology, such as social media usage and the growth of big data. New ways of engaging and collaborating with consumers are being generated that challenge many of the principles upon which ‘traditional marketing research’ has been built.

Marketing research may be conducted internally (by internal suppliers) or may be purchased from external suppliers. Full-service suppliers provide the entire range of marketing research services, from problem definition to report preparation and presentation. They may also manage customer database analyses and social media research, being able to integrate the management and analyses databases with the
management and analyses of conventional marketing-research techniques. Limited-service suppliers specialise in one or a few phases of the marketing-research project.

Marketing research is not a panacea for all marketing problems. There are examples where marketing research has not adequately supported decision makers. The Steve Jobs quote used at the beginning of this chapter has become popular because many managers have experienced disappointment at the performance of marketing research. However, many of the problems that arise from poor marketing research derive from poor communications between decision makers and researchers. In order to resolve these problems, there are growing demands upon the marketing research industry to produce research findings that are more actionable and relevant to marketing decision makers. As well as having the technical skills to conduct research in a professional and ethical manner, researchers are increasingly expected to have the ability to interpret their findings in a manner that is relevant to decision makers.

Questions

1. Describe the purpose of marketing research.
2. What kinds of decisions are made by marketing managers? How does marketing research help in supporting these decisions?
3. What do you see as the major challenges for researchers that emerge from the ESOMAR definition of marketing research?
4. How may the effective problem-identification research enhance the practice of problem-solving research?
5. What challenges exist in trying to quantify the size and growth of the marketing research industry on a global basis?
6. Explain one way to classify marketing research suppliers and services.
7. Describe the steps in the marketing-research process.
8. Explain why there may be the need for iterations between stages of the marketing-research process.
9. What arguments can be used by sceptics of marketing research?
10. What kinds of new skills are increasingly being demanded from researchers?
11. What arguments would you use to make the case for greater investment in marketing research?
12. Summarise the nature of threats and opportunities that social media offer the researcher.

Exercises

1. Visit the website of TNS (www.tnsglobal.com). Examine the nature of the research services the firm offers and consider how you see them fitting together.
2. Visit the website of the Market Research Society (www.mrs.org.uk). Work through the range of publications and support it gives to its members. Specifically visit the published code of conduct. Compare the MRS code of conduct with that available on the ESOMAR website (www.esomar.org). Are there any differences in their respective approaches to maintaining professional standards in the marketing research industry?
3. From national or international newspapers, track down stories of successful entrepreneurial ventures. Evaluate the extent to which marketing research is attributed to their success and/or an awareness of their market(s).

4. In a small group discuss the following issue: ‘What is the ideal educational background for someone seeking a career in marketing research?’.

5. Re-read the quote from Steve Jobs earlier in this chapter. Using the internet, identify other business leaders who have made comments around the effectiveness of market research, positive or negative. Examine their statements and consider the extent to which you agree with them.

---

### Notes

1. ‘TIL – Next stop, cultural change’, MRS Awards: Winner, December 2015


Defining the marketing research problem and developing a research approach

The accurate identification of research problems cannot be compromised. Regardless of how well subsequent stages are conducted, the whole process may be worthless if problem identification is incorrect.
Objectives

After reading this chapter, you should be able to:

1. understand the importance of, and the process used in, defining marketing research problems;
2. describe the tasks involved in problem definition;
3. discuss in detail the nature and various components of a research brief and a research proposal;
4. discuss the environmental factors affecting the definition of the research problem;
5. clarify the distinction between the marketing decision problem and the marketing research problem;
6. explain the structure of a well-defined marketing research problem, including the broad statement and the specific components;
7. understand the role of theory in the development and execution of applied marketing research;
8. acquire an appreciation of the complexity involved in defining the problem and developing a research approach in international marketing research.

Overview

This chapter covers the first two of the six steps of the marketing research process (described in Chapter 1): defining the marketing research problem and developing a research approach to tackle the problem. Defining the problem is the most important step, since only when a problem has been clearly and accurately identified can a research project be properly conducted. Regardless of how well a research plan is designed and subsequent stages are carried out, if the problem is not correctly diagnosed, research findings could be misleading or even dangerous. In this chapter, we allow the reader to appreciate the complexities involved in defining a problem, by identifying the factors to be considered and the tasks involved.

In practical terms, the means to communicate and facilitate the diagnosis of research problems is achieved through the preparation of a research brief and research proposal. The rationale and components of the research brief and research proposal are presented. We provide guidelines for appropriately defining the marketing research problem and avoiding common types of errors. The client–researcher relationship is described with seven Cs (communication, cooperation, confidence, candour, closeness, continuity and creativity), presented to nurture a trusting and effective relationship. We also discuss in detail the characteristics or factors influencing the research design and components of an approach to the problem: objective/theoretical framework, analytical models, research questions and hypotheses.

We introduce our discussion with an example of how Walmart’s UK subsidiary, Asda, structured a market research project to successfully address the problem of ensuring that research insights made their way across the organisation.

Real research

Breaking down silos at Asda

Asda is the UK brand of American retail giant Walmart, known for its large-format stores. It operates in one of the world’s most competitive grocery markets. Additionally, it faces the challenges of consumers shifting to online purchasing, the growth in ‘click and collect’ services and the growth of smaller-format stores. Working with full-service market research agency Trinity McQueen (www.trinitymcqueen.com), Asda sought to address the following marketing research problem:
How can organisation silos be broken down to ensure that research insights reach across the organisation?

This is important because the behaviour of individual categories, on their own, can cause wider problems if they are not joined up with the corporate views of ‘head office’. For example, a reduction in prices in one category might damage a message of quality in an adjacent category.

This research problem was addressed via a range of approaches, including both primary and secondary research in a process labelled ‘Category Deep Dive’.

Primary research included shopper interviewers (in-home, accompanied during the shopping process and when exiting store), observational in-store research, surveys and eye-tracking interviews during shopping.

Secondary data included both internal data (e.g. sales data) and data from external marketing research providers.

The findings were effective not because of the range of methods used, but by the focus on ensuring that insights were actionable within the realities of organisational life. For example, this research approach ensured that:

1. Actionable insights are simple and clear. For example, they are often presented in a visual format.
2. Research is matched to the planning cycle and done at a point where research insights can be effectively actioned.
3. To break through silos a cross-functional group is involved from different departments, and the project can not get underway without sponsorship from senior management.

Importance of defining the problem

Although each step in a marketing research project is important, problem definition is the most important step. For the purpose of marketing research, problems and opportunities are treated interchangeably (as mentioned in Chapter 1). Problem definition involves stating the general problem and identifying the specific components of the marketing research problem. Only when the marketing research problem has been clearly defined can research be designed and conducted properly:

*Of all the tasks in a marketing research project, none is more vital to the ultimate fulfilment of a client’s needs than an accurate and adequate definition of the research problem. All the effort, time, and money spent from this point on will be wasted if the problem is misunderstood and ill-defined.2*

An analogy to this is the medical doctor prescribing treatment after a cursory examination of a patient – the medicine may be even more dangerous than the condition it is supposed to cure! The truly serious mistakes are made not as a result of wrong answers but because of asking the wrong questions. This point is worth remembering, because inadequate problem definition is a leading cause of failure of marketing research projects. Further, better communication and more involvement in problem definition are the most frequently mentioned ways of improving the usefulness of research.

The importance of clearly identifying and defining the research problem cannot be overstated. The foundation of defining a research problem is the communication that develops between marketing decision makers and researchers. In some form or another, marketing decision makers must communicate what they see as being the problems they face and what
research support they need. This communication usually comes in the form of a research brief. The researcher responds to the research brief with a research proposal, which encapsulates the researcher’s vision of a practical solution to the set research problem. The following example illustrates that a research brief may not always be particularly well thought out. The researcher is expected to develop the brief into a research proposal and, in doing so, has a vital role to play in the diagnosis of research problems.

**Real research**

**How to bait the interview hook for those top 1,000 big fish**

The groans from researchers when another brief arrives asking for 100 or 200 interviews with chief executive officers (CEOs) or equivalents within large companies typifies the attitude generated by business-to-business marketers’ constant demand to reach this audience. When the research brief arrives, it is certainly worth examining whether, practically, what is requested can actually be done. The research proposal developed must reflect the practicalities of questioning managers who are constantly bombarded with requests to respond to research questions. The number of interviews, the timescale, the nature of questions and the structure of the sample all need to be taken into account. For example, is it really worth undertaking just 200 interviews within any single European country? If we were limited to one per organisation, we would be interviewing to strike rates of between 1 in 2.5 and 1 in 5. If the research targets companies throughout Europe, individual countries such as the UK and France may have few large companies compared with the USA, while Italy has a small number of very large companies and a great many smaller ones. In actually reaching the target audience, a number of issues need to be taken into account. International business-to-business research with senior business audiences brings with it not only the particular difficulties of reaching them, but also the need to understand both country and cultural issues that impact on the research. Telephone interviews (even if possible) are considered inappropriate in many Far East and Middle East markets, especially South Korea and Japan. In Singapore and Hong Kong, the telephone is fine, provided the interviews are not too long (over 15 minutes).

**The marketing research brief**

The marketing **research brief** is a document produced by the users of research findings or the buyers of a piece of marketing research. The brief may be used to communicate the perceived requirements of a marketing research project to external agencies or internally within an organisation to marketing research professionals. It should act as the first step for decision makers to express the nature of a marketing and research problem, as they see it. This first step is vital in developing an agreement of an appropriate research approach. As a first step of problem diagnosis and negotiation, the marketing research brief should not be carved in tablets of stone!

It has been argued that the greatest source of potential error in marketing research lies in the initial relationship between marketing decision makers and researchers. In developing a sound initial relationship, the research brief plays a vital role. Without some formal method of communicating the nature of a marketing problem, there is great potential for ambiguities, illogical actions (by both parties), misunderstandings and even forgetfulness.

The purpose of a written marketing research brief may be summarised as follows:

- It makes the initiator of the brief more certain of how the information to be collected will support decision making.
- It ensures an amount of agreement or cohesion among all parties who may benefit from the research findings.
• It helps both the marketer and the researcher to plan and implement the research design.
• It helps to reduce disputes that can occur when the gaps in decision makers’ knowledge are not ‘filled’ as intended.
• It can form the basis for negotiation with a variety of research organisations.

In all, the research brief saves resources in time and money by helping to ensure that the nature of the problem or opportunity under investigation has been thought through.

**Components of the marketing research brief**

The rationale for a marketing research brief may seem logical, but actually generating a brief from marketing decision makers can be extremely difficult. These difficulties will be tackled later in this chapter. If a decision maker has a very clear idea of the nature of decision support needed and can define the research objectives that will create such support and define the research design that will fulfil the research objectives, then the decision maker can write a research brief that is highly structured. A structured brief created in these conditions would basically be a tender document, allowing a number of research suppliers to pitch for business on a like-for-like basis. Not all marketing decision makers have such clarity of the marketing research support they need. Even if they do, by sticking to highly structured and prescriptive marketing research briefs, they can underutilise the experience and creativity of researchers. This is illustrated by the following quote, based upon the experiences of a researcher who has seen many research problems misdiagnosed:

> When a client calls for a meeting on a research brief, quite often the tendency is for a methodology meeting: ‘I’d like to have a product test done on three new flavours that we have developed’. Off goes the researcher, conducts the test, identifies the winning flavour, the client launches it and finds to their dismay that it fails dismally. Why? It turns out the flavours were developed to try and revitalise an ageing product category and brand. In the product test, the familiar flavours orange and lemon won over the more exotic flavour to boost the category image. Had the researcher been allowed to look beyond the brief and ask one simple question on why the flavours were being made it may have led to a clearer brief, which in turn would have led to a research design which was more appropriately designed to cull out the real insight, which was that the consumers were bored and something rather more than flavour extensions were needed to revitalise the category.

The following format for a research brief helps to make the most of the experience and creativity of both the marketing decision maker and the researcher, and has clear advantages for both parties. First, it does not demand that decision makers have a great deal of technical knowledge about research. Their focus can remain upon the gaps in their knowledge, the nature of support they need, not the technicalities of how data are to be collected and analysed. Second, it allows the researchers the opportunity to demonstrate their creative abilities and awareness of the latest research and analysis techniques. Using their experiences from problems faced by other decision makers, perhaps from a great variety of contexts and industries, researchers have the possibility of examining the marketing and research problem from many different perspectives. They can create, develop and adapt a research design to the research problem that supports the marketing decision maker within clear time and cost parameters (See Figure 2.1):

1 **Background information.** The background serves to put research objectives into context, helping the researcher to understand why certain research objectives are being pursued. Decision makers would detail what they see as being the main events that have caused or contributed to the problem under study. Such a background gives a framework for the researcher to investigate other potential events, contributory factors or causes.
2 Objectives. The first part of this section would detail which marketing decisions are to be completed once the research has been undertaken. This requires decision makers to explain what they see as the focus of the decisions they plan to make. They then go on to explain what gap(s) they see in their knowledge. Those gaps create the focus for planned research activities and set the research objectives. The formulation of the marketing objectives can encompass two areas: organisational objectives and personal objectives of the decision maker. For a research project to be successful, it must serve the objectives of the organisation and of the decision maker. For the researcher, this may not be explicit or obvious to discern. It may take some time working with a decision maker or a particular organisation to see potential conflicts in organisational and personal objectives. The problem faced by researchers is that decision makers may not formulate marketing objectives clearly. Rather, it is likely that objectives tend to be stated in terms that have no operational significance, such as ‘to improve corporate image’. Ultimately this does not matter, as this ‘first-step’ brief offers the opportunity for the researcher to draw out and develop a much clearer vision of marketing and research objectives. Drawing out and developing decision makers’ perspectives of objectives, even if they have no operational significance, helps the process of developing a common understanding of what the decision maker is trying to achieve.

3 Target to research. Any marketing research project will measure, understand or observe a target group of individuals. These may be distinct groups of consumers, channel members such as retailers or competitors, or company employees. In this section, details of the characteristics of the target group(s) can help in many research design decisions. These cover areas of identification, gaining access to conduct research, understanding which techniques are appropriate to measure or understand these individuals and the best environment or context in which to conduct research.

4 Who is to use the findings? This section would outline brief details of the decision makers who will use the research findings. For example, certain decision makers may be entrepreneurial and introspective, looking for short-term tactical advantages. Presenting research findings that make tactical advantages apparent would be the best way to communicate to such managers. Managers with a background and training in statistics may expect results to be analysed and presented in a particular manner to have any credibility.
Other managers, e.g. those responsible for many product and/or communications design decisions, may not have such training or may even be distrustful of statistical analyses and seek a more qualitative interpretation. These issues have an impact upon the nature and extent of analysis conducted, upon the data collected and the style and format in which research findings will be presented.

5 **Constraints.** The main limitation to researchers carrying out what they may perceive as being the correct way to research a problem is the time and money that decision makers can afford. Proposing a large-scale project that would cost €200,000 when only €50,000 has been budgeted obviously will not meet management approval. In many instances, the scope of the marketing research problem may have to be reduced to accommodate budget constraints. With knowledge of time and cost constraints, the researcher can develop a research design to suit these needs. The researcher may also demonstrate other courses of action that could demand greater amounts of money or time, but could have clear benefits that the marketer may be unaware of. Other constraints, such as those imposed by the client firm’s personnel, organisational structure and culture or decision-making styles, should be identified to determine the scope of the research project. Yet, constraints should not be allowed to diminish the value of the research to the decision maker or to compromise the integrity of the research process. In instances where the resources are too limited to allow a project of sufficient quality, the firm should be advised not to undertake formal marketing research. In the following example, research undertaken by Nestlé in Poland shows how a research brief was developed that facilitated creative input from researchers, marketers and their communications agency.

6 **Administrative considerations.** These would lay out administrative details in completing the research project. Examples could be the expected delivery of interim reports, contacts in an organisation that may be able to help supply further information, or reference to sources of materials and individuals that are needed to complete the research successfully.

---

### Real research

**Can marketing research support effective communication ideas for children?**

The marketing team of the Ice Cream Division of Nestlé in Poland wished to brief its creative agency. It turned to the marketing research team to see what support it could give to develop strong communications with the target market of children. The researchers seized the opportunity to be part of the process of advertising development, rather than simply delivering data or consumer test results. They decided to try a new way of cross-functional team cooperation to the challenge, which started with the preparation of a research brief. Their short brief described:

1. **Clear and straightforward project objectives**, including details of the target group they would be addressing. In this particular case, the research objective was to **reconstruct consumer insights, which help to build the most relevant and effective communication for children in the ice cream category in Poland**. The core target group was children aged 6 to 11 years old.

2. **Details of participant characteristics**.
A detailed plan of the project:

<table>
<thead>
<tr>
<th>What?</th>
<th>Who is responsible?</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Short brief with the objective</td>
<td>Marketing team</td>
</tr>
<tr>
<td>b. Prepare and conduct the training from Consumer Insight Process at Nestlé and how to talk with consumers</td>
<td>Marketing research team</td>
</tr>
<tr>
<td>c. Prepare and conduct of the training for ‘consumer connection’ – what this is, how to talk to your consumer and how to obtain knowledge in the connection process</td>
<td>Marketing research team and agency</td>
</tr>
<tr>
<td>d. Meeting with consumers at their homes</td>
<td>Marketing research agency and everyone</td>
</tr>
<tr>
<td>e. Preparation of guide (how to talk to the consumers)</td>
<td>Marketing research team and marketing research agency</td>
</tr>
<tr>
<td>f. Affinity groups - just before their workshop - to put everyone in the ‘mood of consumers’</td>
<td>Everyone</td>
</tr>
<tr>
<td>g. Final workshop</td>
<td>Marketing research team and agency</td>
</tr>
<tr>
<td>h. Analyses: information about the product and consumer habits</td>
<td>Marketing team</td>
</tr>
<tr>
<td>i. Analyses: communications for children (pictures, toys, verbatims)</td>
<td>Creative team</td>
</tr>
<tr>
<td>j. Knowledge from the meetings with the consumers</td>
<td>Everyone</td>
</tr>
<tr>
<td>k. Reports; required at distinct stages throughout the whole project</td>
<td>Marketing research team</td>
</tr>
</tbody>
</table>

Three of the best ideas were tested in the research study; one was chosen, filmed and aired. The outcome was a success for the new business in Poland (Nestlé was a relatively new brand that did not really exist in consumers’ minds as it had taken over the Scholler brand). The marketing team increased awareness of the Nestlé brand and the BluMis brand (hero of the Nestlé children’s ice creams in Poland); the team sold much more than the operational plan and began building the image of the brands. This is an example of an action research approach (which will be discussed in more detail in Chapter 6).

With a formal marketing research brief and perhaps preliminary discussion with the organisation that is to commission the research, the researcher has the necessary material to develop a research proposal. In many instances, however, the researcher does not enjoy the luxury of a written research brief. The marketing decision maker may outline ideas in an oral manner, perhaps on an informal basis. This can happen if the decision maker is not aware of the personal benefits of producing a written research brief as detailed above. Decision makers may see the brief as a time-consuming process that really is the job of the researcher. If researchers are faced with an oral brief, they can use the proposed brief outline above as a guideline to the issues they should elicit in informal discussions in order to develop an effective proposal.

The marketing research proposal

In response to a research brief, the researcher will develop a research plan (covered in detail in Chapter 3) and will develop a research proposal to communicate this plan. The marketing research proposal contains the essence of the project and, in its final format, can serve as a contract between the researcher and decision makers. The research proposal covers all phases of the marketing research process. It allows the researcher to present an interpretation of the problems faced by management and to be creative in developing a research solution.
that will effectively support decision makers. Although the format of a research proposal may vary considerably, most proposals address all the steps of the marketing research process and contain the elements shown in Figure 2.2:

1. **Executive summary.** The proposal should begin with a summary of the major points from each of the other sections, presenting an overview of the entire proposal.

2. **Background.** The researcher would be expected to have researched and developed ideas beyond those presented in the brief ‘background’. Other potential causes of the problems faced, or alternative interpretations of the factors that shape the background in an environmental context, should be presented. The extent of developmental work on the background to a research project will depend mostly upon how much past work researchers have done for the decision makers. In projects where researchers and decision makers are working together for the first time, much exploratory work may be undertaken by the researcher to understand an industry, organisation, decision makers, planned campaigns, etc. After a number of projects, much of this may be understood and not need restating.

3. **Problem definition.** Again, if necessary, the researcher may go beyond the problem definition presented in the brief. If the researcher sees potential to add value for the marketer through alternative diagnoses of the problem presented in the brief, then these should be shown. If the researcher sees a problem in the brief that is ambiguous or unattainable, other alternative diagnoses should be presented. From this section, the marketer’s gaps in knowledge should be apparent.

4. **Research objectives.** These may be presented in the form of clear hypotheses that may be tested. They may also cover broader areas in terms of ‘research questions’ that are to be explored rather than formally measured in a conclusive manner.
5 Research design. The research design to be adopted, classified in broad terms as exploratory, descriptive or causal, should be specified. Beyond such a broad classification should be details of the individual techniques that will be adopted and how they will unfold and connect to each other. This means that the reader will clearly see methods of collecting the desired data, justification for these methods and a sampling plan to include details of sample size(s). This applies to both quantitative and qualitative approaches.

6 Fieldwork/data collection. The proposal should discuss how the data will be collected and who will collect them. If the fieldwork is to be subcontracted to another supplier, this should be stated. Control mechanisms to ensure the quality of data collected should be described.

7 Data analysis. This should describe the kind of data analysis that will be conducted, e.g. content analysis, simple cross-tabulations, univariate analysis or multivariate analysis. If software packages are to be used in these analyses, they should be specified, as they will be indicative of the potential analyses that can be conducted. There should be further description of the extent to which the results will be interpreted in light of the set marketing objectives, beyond the specified analysis techniques.

8 Reporting. The proposal should specify the nature of any intermediate reports to be presented, what will be the form of the final report and whether an oral presentation of the results will be made.

9 Cost and timetable. The cost of the project and a time schedule, broken down by phases, should be presented. A critical-path method chart might be included. In large projects, a payment schedule is also worked out in advance.

10 Research organisation and key researchers working on the project. When an organisation is working with researchers for the first time, some idea of past research projects and clients should be displayed. This can help the marketer to trust the researchers in problem diagnosis, research design and implementation (e.g. how credible the researchers may be seen to be by the individuals they are to research and how this may affect participant openness and honesty) and interpretation of the findings.

11 Appendices. Any statistical or other information of interest to only a few people should be contained in appendices.

12 Agreement. All parties concerned with fulfilling the research plan should sign and date their agreement to the proposal.

Preparing a research proposal has several advantages. It ensures that the researcher and management agree about the nature of the project, and it helps sell the project to a wider array of decision makers, who may contribute to and benefit from the research findings. As preparation of the proposal entails planning, it helps the researcher conceptualise and execute the marketing research project. The following example illustrates a Coca-Cola European brand tracking study that required a major overhaul. This situation resulted in 400 research proposals being generated by marketing research agencies in 32 countries. Imagine the research, quality and creativity that went into the proposal that won the contract, not offering the cheapest option to Coca-Cola.

---

**Coca-Cola’s Beverage Brand Barometer**

Coca-Cola’s Knowledge & Insights (K&I) marketing research team established a multi-country task force to consolidate its disparate brand trackers into a common framework to better understand consumers across the globe. The K&I task force launched the Beverage Brand Barometer (B3), feeling that having a consistent format would quickly pay its way. Coca-Cola’s K&I team reduced its global yearly research spend by 10%, while...
improving the quality of its insights. Two years after the launch, in the midst of a global economic and financial crisis, another Coca-Cola research task force was established, this time in Europe. Its aim was to review the brand tracker’s performance, and to validate consumer feedback on the experience of completing the B3 study in different European markets. The results of the review were conclusive: the B3 survey was too complex, extremely long and repetitive. This generated serious concerns over the quality of the data. In addition, structural changes within Coca-Cola Europe resulted in an increased need to benchmark, consolidate and cluster data across markets. With budget pressures and a tracking tool not delivering on business needs because of quality issues, the need for a shakeup was clear. In order to allow Coca-Cola Europe to improve its study, the B3 Global Council revisited the B3 core structure and significantly reduced all global mandatory sections, giving the Europe team the flexibility it needed. Because the study stretched across 32 European markets, consolidating all European B3 services with one marketing research supplier was identified as the best strategic and most feasible option. Working with a single partner on the revamped B3 across Europe would provide a new perspective, while allowing for productivity gains. The new study would improve quality by shortening the questionnaire, but it had also to generate savings for each individual market, while increasing the research supplier’s share of business. Five global agencies were briefed to put forward proposals for each individual market, as well as a potential pan-European package. However, the Coca-Cola project team also reviewed the local agency route to ensure fair local pricing, thus resulting in more than 400 proposals to be reviewed (i.e. five to seven agencies per market providing up to two proposals across 32 markets). Finally, Kantar (www.kantar.com) was chosen as the single strategic partner for Europe. Within Kantar, Millward Brown (www.millwardbrown.com) took the lead, with TNS (www.tnsglobal.com) playing a supporting role. Kantar was already well integrated into the Coca-Cola Company business via advertising testing and other tracking initiatives, and it presented a viable business case not only for the European central team but also for each individual market.

The process of defining the problem and developing a research approach

By formally developing and exchanging a marketing research brief and research proposal, the marketing decision maker and the researcher utilise their distinctive skills. They ensure that the marketing problem and research problems have been correctly defined and an appropriate research approach is developed. The research brief and the research proposal are the formal documents that ensure each party is clear about the nature and scope of the research task. These documents allow decision makers and researchers formally to present their perspective of the task in hand. The nature of negotiations between decision makers and researchers may occur between a sponsoring client organisation, e.g. Coca-Cola, and a research agency, e.g. Kantar. It could also happen within an organisation, i.e. there may be an in-house marketing research team. In successfully diagnosing a marketing decision and marketing research problem, the access to, and the understanding of, decision makers by researchers can make a major difference. There are many positive reasons for using marketing research agencies, but it is worth noting that there has been a growth in the use of in-house marketing research, sometimes described in a derogatory manner as DIY (Do-It-Yourself) research. Where marketing research is practised without a full appreciation of the skills and creativity needed, or the limitations of particular techniques, much damage can be done. The growth in relatively cheap proprietary software to support DIY research has exacerbated concerns about the quality of some in-house marketing research. However, much in-house research is conducted by
well-qualified researchers, many of whom have worked at the best marketing research agencies. Such researchers can help diagnose research problems well and then outsource specific elements of data gathering and analysis to the many different types of research organisation that were detailed in Chapter 1. The following two examples illustrate how two major organisations have adopted ‘DIY research’.

Real research

**Do-it-yourself research in Finland**¹¹

Like the country’s high-tech industries, research in Finland is expected to be increasingly driven by internet and software developments. One consequence, warns Research International’s (www.research-int.fi) managing director, Jukka Tolvanen, is that ‘many customers gather information themselves’. Juha Aalto, managing director of Taloustutkimus (www.taloustutkimus.fi/in_english/), goes further: ‘the increase in do-it-yourself research has been fast and furious’. At MTV, Research Manager, Taina Mecklin, has changing needs in an increasingly diffuse media industry. Although generally satisfied with services, she warns: ‘We already have the tools to conduct many projects ourselves. Agencies should think about how they can help us instead of wanting to keep the whole process to themselves.’ Public broadcaster YLE (www.yle.fi/fbc) also boasts its own research expertise. However, Head of Audience Research, Erja Ruohomaa, explains that she buys fieldwork to gain a ‘better understanding of the significance of our programming for all Finns’.

Real research

**DIY research at Readers Digest**¹²

Spurred on by technological, mostly web-based IT advancements, ‘do-it-yourself’ or DIY market research is growing. Not only does the online marketing of global brands cross international borders, but, most of all, web-based marketing research can be cost effective and fast. Additionally, as part of the growing importance of business intelligence departments and improved data management, it offers companies the bonus of keeping their information as close to the source as possible. One company where the DIY approach has played an integral role for a number of years is Readers Digest (www.readersdigest.co.uk). Apart from being a worldwide publisher of books, music and the magazine of the same name, Readers Digest also offers financial services. It supports all these products with a substantial amount of in-house research. This covers all the international markets in which Reader’s Digest operates. Additionally, the company executes an annual ‘European Trusted Brands’ survey in 14 European countries for its advertisers. Gavin Murray, strategy director, explains:

*Rather than being approached by a third party, our readership appreciates direct contact. We are in the unique position of being able to communicate directly with our customers and most of these customers are happy to participate in surveys sent out by us.*

Whether marketing research is conducted by research agencies, in-house or a combination of these, the diagnosis and articulation of what should be researched is vital. The following section details the process that needs to be undertaken in order to produce research proposal documents. The detail of defining the nature of problems and developing an appropriate research approach to the point of creating a research design is shown in Figure 2.3.
Bear in mind, at this point, the challenges of gaining access to and understanding the demands of decision makers in this process.

The tasks involved in problem definition consist of discussions with decision makers, qualitative interviews with industry experts and other knowledgeable individuals and analysis of readily available secondary data. These tasks help the researcher to understand the background of the problem by analysing the environmental context. Certain essential environmental factors bearing on the problem should be evaluated. An understanding of the environmental context facilitates the identification of the marketing decision problem. Then, the marketing decision problem is translated into a marketing research problem. Based on the definition of the marketing research problem, an approach to the problem is established and an appropriate research design is developed. The components of the approach may consist of an objective/theoretical framework, analytical models, research questions and hypotheses. Further explanation of the problem-definition process begins with a discussion of the tasks involved.
Environmental context of the problem

The tasks involved in understanding the environmental context of the marketing and research problem can include discussions with decision makers, qualitative interviews with industry experts, and secondary data collection and analysis. The purposes of these tasks are to develop an understanding of forces that may affect the nature of decision makers’ problems and related research problems.

Discussions with decision makers

Discussions with the decision makers beyond the formal presentation of a research brief and research proposal are usually vital. The decision maker needs to understand the capabilities and limitations of research. Research provides information relevant to management decisions, but it cannot provide solutions, because solutions require managerial creativity and judgement. Conversely, the researcher needs to understand the nature of the decision that managers face – the marketing problem and what they hope to learn from the research.

To identify the marketing problem, the researcher must possess considerable skill in interacting with the decision maker. Several factors may complicate this interaction. Access to decision makers may be difficult, and some organisations have complicated protocols for access to top executives. The organisational status of the researcher or the research department may make it difficult to reach the key decision maker in the early stages of the project. Finally, there may be more than one key decision maker, and meeting collectively or individually may be difficult. All of these problems make it difficult to develop a research brief. Despite these problems, though, it is necessary that the researcher attempts to interact directly with the key decision makers.

A problem audit provides a useful framework to develop ideas from a brief, allowing the researcher to interact with the decision maker and identify the underlying causes of the problem. Like any other type of audit, it is a comprehensive examination of a marketing problem with the purpose of understanding its origin and nature. A problem audit involves discussions with the decision maker on the following issues:

1. The events that led to the decision that action is needed, or a brief history of the problem.
2. The corporate culture as it relates to decision making. For example, in some firms, the decision-making process is dominant; in others, the personality of the decision maker is more important.
3. The alternative courses of action available to the decision maker. The set of alternatives may be incomplete at this stage, and exploratory research may be needed to identify more innovative courses of action.
4. The criteria that will be used to evaluate the alternative courses of action. For example, new product offerings might be evaluated based on sales, market share, profitability, or return on investment.
5. What the decision maker perceives to be gaps in their knowledge.
6. The manner in which the decision maker will use each item of information in making the decision.

It may be necessary to perform a problem audit, because the decision maker may have only a vague idea of what the problem is. For example, the decision maker may know that the firm is
losing market share but may not know why; decision makers may tend to focus on symptoms rather than on causes. An inability to meet sales forecasts, a loss of market share and a decline in profits are all symptoms. The researcher should treat the underlying causes, not merely address the symptoms. For example, loss of market share may be caused by much better advertising campaigns by the competition, inadequate distribution of the company’s products, or any number of other factors. Only when the underlying causes are identified can the problem be successfully addressed.

A problem audit, which involves extensive interaction between the decision maker and the researcher, can greatly facilitate problem definition by determining the underlying causes. The interaction between the researcher and the decision maker is facilitated when one or more people in the client organisation serve to liaise and form a team with the researcher. To be fruitful, the interaction between the decision maker and the researcher can be characterised by the following:

1. **Communication.** A free exchange of ideas between the decision maker and the researcher is essential.

2. **Cooperation.** Marketing research is a team project in which both parties (decision maker and researcher) must cooperate, from problem diagnosis through to the interpretation and presentation of findings.

3. **Confidence.** Mutual trust of each other’s distinct skills and contribution should underlie the interaction between the decision maker and the researcher.

4. **Candour.** There should not be any hidden agendas, and an attitude of openness should prevail.

5. **Closeness.** An understanding of each other’s problems should result in closeness that should characterise the relationship between the decision maker and the researcher.

6. **Continuity.** The decision maker and the researcher must interact continually rather than sporadically.

7. **Creativity.** The interaction between the decision maker and the researcher should be creative rather than formulaic. Though the research process may be laid out in ‘easy-to-follow’ steps, in reality great amounts of creativity are needed at every stage.

---

**Real research**

**Surf Superconcentrate faces a super washout in Japan**

Unilever attempted to break into the Japanese detergent market with Surf Superconcentrate. It initially achieved a 14.5% market share during test marketing but fell to a shocking 2.8% when the product was introduced nationally. Where did Unilever go wrong? Surf was designed to have a distinctive pre-measured packet, resembling teabag-like sachets, joined in pairs because convenience was an important attribute to Japanese consumers. It also had a ‘fresh smell’ appeal. Japanese consumers, however, noticed that the detergent did not dissolve in the wash, partly because of weather conditions and because of the popularity of low-agitation washing machines. Surf was not designed to work in the new washing machines. Unilever also found that the ‘fresh smell’ positioning of new Surf had little relevance since many consumers hang their washing out in the fresh air. The research approach was certainly not without flaw, as Unilever failed to identify critical attributes that are relevant in the Japanese detergent market. Furthermore, it identified factors such as ‘fresh smell’ that had no relevance in the Japanese context. Appropriate secondary data and business intelligence gathering
and analysis, and even some exploratory qualitative research from the target market, could have revealed the correct characteristics or factors leading to a suitable research design. Despite having to withdraw from the Japanese market, Surf continued to perform well in several markets including India. By 2009 it was the third-biggest-selling product in the Indian washing detergent market behind Unilever’s Persil and Procter & Gamble’s Ariel.

Interviews with industry experts

In addition to discussions with decision makers, qualitative interviews with industry experts who are individuals knowledgeable about the firm and the industry can help in diagnosing the nature of the marketing and research problem. These experts may be found both inside and outside an organisation commissioning the research. Typically, expert information is obtained by unstructured interviews. It is helpful, however, to prepare a list of topics to be covered during the interview. The order in which these topics are covered and the questions to ask should not be predetermined. Instead, they should be decided as the interview progresses, which allows greater flexibility in capturing the insights of the experts (see Chapter 8 for full details of in-depth interviewing techniques). The list of topics to cover and the type of expert sought should evolve as the researcher becomes more attuned to the nature of the marketing problem. The purpose of interviewing experts is to explore ideas make new connections between ideas and create new perspectives in defining the marketing research problem. If the technique works well by identifying an appropriate individual with the qualities to give insight into a particular topic, and an amount of trust and rapport is developed, the potential to generate and test ideas can be immense. Experts may have other contacts that the researcher may not be aware of or may not be able to get access to. They may also have secondary data, which, again, the researcher may not be aware of or have access to. Unfortunately, two potential difficulties may arise when seeking advice from experts:

1. Some individuals who claim to be knowledgeable and are eager to participate may not really possess expertise.
2. It may be difficult to locate and obtain help from experts who are outside the commissioning organisation, i.e. access to these individuals may be problematic.

For these reasons, interviews with experts are more useful in conducting marketing research for industrial firms and for products of a technical nature, where it is relatively easy to identify and approach the experts. This method is also helpful in situations where little information is available from other sources, as in the case of radically new products and markets. For example, in a marketing research study of Indian high-net-worth consumers, much work went into the environmental context of the problem. Understanding the characteristics of such a complex and fragmented group of wealthy consumers demanded an understanding of significant cultural changes in India. As well a critical evaluation of relevant theories and secondary data, interviews with experts helped enormously with the challenge of developing a research approach and research design. Identifying credible experts on India came from an immersion in good theories and secondary data. Identifying them was just the first challenge, gaining access to them and/or their network of contacts was the major test.
Real research

The changing Indian consumer

Modernisation theories propose that the central challenge for developing economies is to manage the transition from traditional to modern societies. Since liberalisation of the Indian economy started in 1991, urban Indian society has become consumerist in its orientation. As a result of the political, social and economic changes of the past six decades, urban India today can be described as a modern society with strong traditional roots. The modern values and ideas that have made inroads into Indian society and culture include money, power, equality, democracy, individuality, pleasure and indulgence, celebrity and glamour, enterprise, experimentation and technology. Many of these represent 'rational' and 'self-expressive' values, as defined in modernisation theories. At the same time, there are several core values that retain their imprint on Indian society. These include hierarchy, primacy of family, importance of religion, belief in the supernatural, importance of relationships, mutual duty, alignment to the group, male superiority and scarcity consciousness. These core values have founded the Indian cultural unconscious for thousands of years. Today, it results in a constant churn and intersection of traditional and modern to create new blends, amalgams and trends that are uniquely Indian. Culture experts have commented about this fundamental aspect of Indian society in different ways. Professor Rapaille, a French–American culture guru, author of the recent bestseller, *The Culture Code*, has studied the cultures of India, China and America. He says:

_India has a different cultural code to China. The collective unconscious of India has a way to integrate the outside world without losing their soul. A culture which was able to get rid of the British, the Moguls, the Persians, the Arabs, and so on, could survive anything. We will not have, in India, a phase of self-destruction like the Chinese Cultural Revolution, but more of a slow practical way of using the incredible commerce ability of the Indians to their advantage without destroying their culture._

Professor Sudhir Kakar, India’s foremost psychoanalyst and social commentator, writing in *The Inner World*, says:

_‘Its aim dramatizes a cultural ideal of the whole society, namely, a receptive absorption rather than an active alteration and opposition’._

He also talks of the Elastic Indian – the eclectic Hindu who absorbs all manner of new religious practices such as reiki, pranic healing, Buddhist meditation, alongside traditional Hindu practices. These expert views point to the ‘and-ness’ of the Indian world-view, where the aim of the cultural unconscious is to find the ‘and’ answer to potentially conflicting values and ideas. Indians employ a variety of strategies to achieve ‘and-ness’: blend, balance, manipulate, conceal or negotiate and, when all other options fail, co-exist.

Initial secondary data analyses

Secondary data collection and analysis will be addressed in detail in Chapters 4 and 5. Here it can be seen in a broad context to include data generated within organisations, externally generated data and business intelligence. A brief introduction here will demonstrate the worth of secondary data at the stage of problem diagnosis. Secondary data are data collected for some
purpose other than the problem at hand. Primary data, on the other hand, are originated by the researcher for the specific purpose of addressing the research problem. Secondary data include data generated within an organisation, including customer databases, information made available by business and government sources, commercial marketing research firms and the vast resources available online. Secondary data are an economical and quick source of background information. Analysis of available secondary data is an essential step in the problem-definition process: primary data should not be collected until the available secondary data have been fully analysed. Past information, forecasts and commentary on trends with respect to sales, market share, profitability, technology, population, demographics and lifestyle can help the researcher to understand the underlying marketing research problem. Where appropriate, this kind of analysis should be carried out at the industry and organisation levels. For example, if an organisation’s sales have decreased but industry sales have increased, the problems will be very different than if the industry sales have also decreased. In the former case, the problems are likely to be specific to the firm. Past information and forecasts can be vital in uncovering potential opportunities and problems.

**Marketing decision problem and marketing research problem**

The marketing decision problem asks what the decision maker needs to do, whereas the marketing research problem asks what information is needed and how it can best be obtained. The marketing decision problem is action oriented. It is concerned with the possible actions the decision maker can take. How should the loss of market share be arrested? Should the market be segmented differently? Should a new product be introduced? Should the promotional budget be increased?

In contrast, the marketing research problem is information oriented. It involves determining what information is needed and how that information can be obtained effectively and efficiently. Consider, for example, the loss of market share for a particular product line. The decision maker’s problem is how to recover this loss. Alternative courses of action can include modifying existing products, introducing new products, changing other elements in the marketing mix and segmenting the market. Suppose that the decision maker and the researcher believe that the problem is caused by inappropriate segmentation of the market and want research to provide information on this issue; the research problem would then become the identification and evaluation of an alternative basis for segmenting the market. Note that this process requires much interaction, in the sense that both parties critically evaluate, develop and defend each other’s ideas to clarify the nature of decision and research problems, and to ensure there is a clear and logical connection between them. The following example further illustrates the distinction between the marketing decision problem and the marketing research problem. It also illustrates the interactive nature of identifying the marketing decision problem and the research problem, each one unfolding and informing the understanding of the other.

The following example, and Table 2.1, further distinguish between the marketing decision problem and the marketing research problem.

### Real research

**Defining the problem**

**Bank X:** We are experiencing a loss of market share in France in corporate banking.

**Researcher:** Is it just France?

**Bank X:** No, but as we conduct the majority of our business there, the loss is causing us the greatest amount of concern.
While distinct, the marketing decision problem has to be closely linked to the marketing research problem. A good way to link the broad statement of the marketing decision problem with the marketing research problem is through the use of a conceptual map (Figures 2.4 and 2.5). A conceptual map involves the following three components:
Marketing decision maker wants to *(take an action)*
Therefore we should study *(topic)*
So that we can explain *(question)*.

The first line states the rationale for the question and the project; this is the marketing decision problem. The second line of the conceptual map sets out the nature of the broader topic being investigated. The third line implies the question being investigated – the who/how/why that needs to be explained. Thus, the second and third lines define the broad marketing research problem. An example follows of the conceptual map for the study of high-net-worth individuals, assuming that the French luxury brand Hermès was developing marketing strategies to develop its brand in India:

Marketing decision maker wants to *(develop differentiated in-store customer experiences for particular types of high-net-worth individuals)*
Therefore we should study *(ways to segment different types of high-net-worth individuals in India)*
So that we can explain *(the essential demographic, geographic, psychographic, behavioural and psychological factors that could shape differentiated in-store consumer experiences for luxury goods and services)*.

As can be seen, the preceding example provides valuable definitions of the marketing decision problem and the broad marketing research problems that are closely linked. The problem is now focused upon a research approach and research design that will generate understanding and measurements of different types of high-net-worth individuals in India.
The distinction and linkage between the marketing decision problem and the marketing research problem helps us in understanding how the marketing research problem should be defined.

The general rule to be followed in defining the research problem is that the definition should:

- allow the researcher to obtain all the information needed to address the marketing decision problem;
- guide the researcher in maintaining focus and proceeding with the project in a consistent manner.

Researchers make two common errors in problem definition. The first arises when the research problem is defined too broadly. A broad definition does not provide clear guidelines for the subsequent steps involved in the project. Some examples of excessively broad marketing research problem definitions are: developing a marketing strategy for a brand, improving the competitive position of the firm, or improving the company’s image. These are not specific enough to suggest an approach to the problem or a research design.

The second type of error is just the opposite: the marketing research problem is defined too narrowly. A narrow focus may preclude consideration of some courses of action, particularly those that are innovative and not obvious. It may also prevent the researcher from...
addressing important components of the marketing decision problem. For example, in a project conducted for a consumer products firm, the marketing problem was how to respond to a price cut initiated by a competitor. The alternative courses of action initially identified by the firm’s research staff were to:

- decrease the price of the firm’s brand to match the competitor’s price cut;
- maintain price but increase advertising heavily; or
- decrease the price somewhat, without matching the competitor’s price, and moderately increase advertising.

None of these alternatives seemed promising. When outside marketing research experts were brought in, the problem was redefined as improving the market share and profitability of the product line. Qualitative research indicated that in blind tests consumers could not differentiate products offered under different brand names. Furthermore, consumers relied on price as an indicator of product quality. These findings led to a creative alternative: increase the price of the existing brand and introduce two new brands – one priced to match the competitor and the other priced to undercut it. This strategy was implemented, leading to an increase in market share and profitability.

The likelihood of committing either error of problem definition can be reduced by stating the marketing research problem in broad, general terms and identifying its specific components (see Figure 2.6). The broad statement of the problem provides perspective and acts as a safeguard against committing the second type of error. The specific components of the problem focus on the key aspects and provide clear guidelines on how to proceed further.

Once the marketing decision maker and researcher have clarified the decision problem and established the research problem they face, it has to be decided how to approach the research problem. The research problem may be very clear in the sense that there are strong established theories of what should be measured and how to conduct the measurements. Conversely, the research problem may lack theoretical foundation, with the researcher trying to cope with a broad set of issues that have not been sufficiently researched beforehand and unable to trust existing theories. How the researcher perceives the research problem affects the paradigm they will adopt in either an implicit or explicit manner. The researcher’s adopted paradigm is built upon a set of assumptions. These assumptions consist of ‘agreed-upon’ knowledge, criteria of judgement, problem fields and ways to consider them (these factors will be developed further in Chapter 6). What is ‘agreed-upon’ refers to how strong the theories are in defining and encapsulating the issues that make up a research problem.
ways to consider them can be undertaken by considering the objective/theoretical framework, analytical models, research questions and hypotheses. Each of these components is discussed in the following sections. Collectively they may be considered to be the ‘approach’ that a researcher will take.

**Objective/theoretical framework**

In general, researchers should aim to base their investigations upon objective evidence, supported by theory. A theory is a conceptual scheme based on foundational statements called axioms that are assumed to be true. **Objective evidence** is gathered by compiling relevant findings from secondary sources. Likewise, an appropriate theory to guide the research might be identified by reviewing academic literature contained in books, journals and monographs. The researchers should rely on theory to help them to measure or understand the variables they are investigating. Academic sources of new developments to measure, understand and analyse consumers should be constantly evaluated; the following example illustrates why.

**Real research**

The research company BrainJuicer (www.brainjuicer.com) tested a number of adverts that had won awards from the Institute of Practitioners in Advertising, and had therefore been shown to deliver against their business objectives. Alongside these, BrainJuicer tested a set of adverts from each of the same categories, with what might commonly be termed as having the same kind of advertising objective (i.e. direct message, relaunch, brand building). An experiment was conducted online, and each advert was tested with 150 participants. The emotional scale BrainJuicer developed stated how many viewers felt each emotion, having viewed the adverts, and also the intensity with which they felt any emotion. A review of methods used to measure emotion led the company to the conclusion that it needed to develop a self-report technique (it needed to be easy to administer and user-friendly) that overcame some of the criticisms of self-report, one that identified the emotion felt without the need for a great deal of cognitive processing on the part of the participant.

The company turned to the work of Paul Ekman, a respected psychologist, who puts a case for a set of seven basic emotions, happiness, surprise, sadness, fear, anger, contempt and disgust, all of which are universally conveyed by and recognisable in the face. Ekman’s research on reading emotion in people’s faces had two important implications:

1. It gave BrainJuicer a framework for understanding which emotions they should be looking to capture.
2. It provided a means of accessing what participants feel, with minimal cognitive processing on their part.
3. Ekman’s research findings served as BrainJuicer’s theoretical framework for measuring emotional response. They were fundamental in helping to set out important new findings for the measurement of emotion in advertising.
Researchers should also rely on theory to determine which variables should be investigated. Past research on theory development and testing can provide important guidelines on determining dependent variables (variables that depend on the values of other variables) and independent variables (variables whose values affect the values of other variables). Furthermore, theoretical considerations provide information on how the variables should be operationalised and measured, as well as how the research design and sample should be selected. A theory also serves as a foundation on which the researcher can organise and interpret the findings: ‘nothing is so practical as a good theory’. Conversely, by neglecting theory researchers increase the likelihood that they will fail to understand the data obtained or be unable to interpret and integrate the findings of the project with findings obtained by others. The role of theory in the various phases of an applied marketing research project is summarised in Table 2.2.

Applying a theory to a marketing research problem requires creativity on the part of the researcher. A theory may not specify adequately how its abstract constructs (variables) can be embodied in a real-world phenomenon. Researchers must therefore take the best of what they believe to be the most novel theories to represent and encapsulate consumer thinking and behaviour. It is also vital for researchers to recognise that theories are incomplete; they deal with only a subset of variables that exist in the real world. Hence, the researcher must also identify and examine other variables that have yet to be published as theories. This may involve the researcher developing ‘grounded theory’, which will be explained and developed in Chapter 6.

### Table 2.2 The role of theory in applied marketing research

<table>
<thead>
<tr>
<th>Research task</th>
<th>Role of theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conceptualising and identifying key variables</td>
<td>Provides a conceptual foundation and understanding of the basic processes underlying the problem situation; these processes will suggest key dependent and independent variables</td>
</tr>
<tr>
<td>Operationalising key variables</td>
<td>Provides guidance for the practical means to measure or encapsulate the concepts or key variables identified</td>
</tr>
<tr>
<td>Selecting a research design</td>
<td>Causal or associative relationships suggested by the theory may indicate whether a causal, descriptive or exploratory research design should be adopted (see Chapter 3)</td>
</tr>
<tr>
<td>Selecting a sample</td>
<td>Helps in defining the nature of a population, characteristics that may be used to stratify populations or to validate samples (see Chapter 14)</td>
</tr>
<tr>
<td>Analysing and interpreting data</td>
<td>The theoretical framework and the models, research questions and hypotheses based on it guide the selection of a data analysis strategy and the interpretation of results (see Chapter 19)</td>
</tr>
<tr>
<td>Integrating findings</td>
<td>The findings obtained in the research project can be interpreted in the light of previous research and integrated with the existing body of knowledge</td>
</tr>
</tbody>
</table>

---

**Analytical model**

An analytical model is a set of variables and their interrelationships, designed to represent, in whole or in part, some real system or process. Models can have many different forms. The most common are verbal, graphical and mathematical structures. In verbal models, the variables and their relationships are stated in prose form. Such models may be mere restatements of the main tenets of a theory. Graphical models are visual. They are used to isolate variables...
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and to suggest directions of relationships but are not designed to provide numerical results. They are logical, preliminary steps to developing mathematical models. Mathematical models explicitly specify the relationships among variables, usually in equation form. These models can be used as guides for formulating the research design and have the advantage of being amenable to manipulation.

As can be seen from this example, the verbal, graphical and mathematical models depict the same phenomenon or theoretical framework in different ways. The phenomenon of ‘sponsorship impact’, stated verbally, is represented for clarity through a figure (graphical model) and is put in equation form (mathematical model) for ease of statistical estimation and testing. Graphical models are particularly helpful in clarifying the concept or approach to the problem.

The verbal, graphical and mathematical models complement each other and help the researcher identify relevant research questions and hypotheses.

### Real research

**Model building with ESP Properties**

The three approaches to model building can be understood through an example. ESP Properties (www.espglobal.com), part of WPP, is a leading sports and entertainment rights management company. Firms working with ESP Properties are seeking to use sponsorship as a marketing tool. However, for sponsorship to be effective it is vital to ensure that the most appropriate sponsorship is selected. This requires a high level of planning before any sponsorship is agreed, as outlined in the following.

**Verbal model**

The marketing department wish to include an investment in sponsorship as part of an integrated marketing communications strategy. They need to understand the potential impact of their sponsorship investment. They start by deciding what key objectives should be fulfilled through a sponsorship relationship. They then select a sector (sports, arts, culture, environment, broadcast) and the type of property (event, team, performance, individual, programme). Once the sector and property have been selected, they set specific objectives that can be developed to help to set realistic targets and a set of metrics as a means to measure success.

**Mathematical model**

\[
  y = a_0 + \sum_{i=1}^{n} a_i x_i
\]

where

- \( y \) = sponsorship impact
- \( a_0, a_i \) = model parameters to be estimated statistically
- \( x_i \) = sponsorship requirement factors.

### Research questions

Research questions are refined statements of the components of the problem. Although the components of the problem define the problem in specific terms, further detail may be needed to develop an approach. Each component of the problem may have to be broken down into subcomponents or research questions. Research questions ask what specific information is required with respect to the problem components. If the research questions are answered by the research, then the information obtained should aid the decision maker. The
formulation of the research questions should be guided not only by the problem definition, but also by the theoretical framework and the analytical model adopted. For a given problem component, there are likely to be several research questions.

**Hypothesis**

A hypothesis is an unproven statement or proposition about a factor or phenomenon that is of interest to the researcher. For example, it may be a tentative statement about relationships between two or more variables, as stipulated by the theoretical framework or the analytical model. Often, a hypothesis is a possible answer to the research question. Hypotheses go beyond research questions because they are statements of relationships or propositions rather than merely questions to which answers are sought. Research questions are interrogative; hypotheses are declarative and can be tested empirically (see Chapter 20). An important role of a hypothesis is to suggest variables to be included in the research design. The relationship between the marketing research problem, research questions and hypotheses, along with the influence of the objective/theoretical framework and analytical models, are described in Figure 2.7.

Hypotheses are an important part of the approach to a research problem. When stated in operational terms, such as $H_1$ and $H_2$, they provide guidelines on what, and how, data are to be collected and analysed. When operational hypotheses are stated using symbolic notation, they are commonly referred to as statistical hypotheses.

It is important to note that not all research questions can be developed into hypotheses that can be tested. Certain research questions may be exploratory in nature, with the researcher having no preconceived notions of possible answers to the research questions, nor the ability to produce statements of relationships or propositions. If the researcher is faced with such a situation, it does not mean that the investigation will not be as valid as one where hypotheses are clearly established. It means that the researcher may have to adopt a different approach or paradigm to establish its validity.

**Figure 2.7**

Development of research questions and hypotheses

<table>
<thead>
<tr>
<th>Objective/theoretical framework</th>
<th>Components of the marketing research problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research questions</td>
<td></td>
</tr>
<tr>
<td>Analytical model</td>
<td></td>
</tr>
<tr>
<td>Hypotheses</td>
<td></td>
</tr>
</tbody>
</table>

**Summary**

Defining the marketing research problem is the most important step in a research project. Problem definition is a difficult step, because, frequently, decision makers have not determined the actual problem or only have a vague notion about it. The researcher’s role is to help decision makers identify and define their marketing research problem.
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The formal ways in which decision makers and researchers communicate their perspectives on a research problem and how to solve it are through the development of a research brief and a research proposal. To develop these documents fully, researchers should be proactive in arranging discussions with key decision makers, which should include a problem audit whenever possible. They should also conduct, where necessary, interviews with relevant experts, and secondary data collection and analyses. These tasks should lead to an understanding of the environmental context of the problem.

Analysis of the environmental context should assist in the identification of the marketing decision problem, which should then be translated into a marketing research problem. The marketing decision asks what the decision maker needs to do, whereas the marketing research problem asks what information is needed and how it can be obtained effectively and efficiently. The researcher should avoid defining the marketing research problem either too broadly or too narrowly. An appropriate way of defining the marketing research problem is to make a broad statement of the problem and then identify its specific components.

Developing an approach to the problem is the second step in the marketing research process. The components of an approach may consist of an objective/theoretical framework, analytical models, research questions and hypotheses. It is necessary that the approach developed be based upon objective evidence or empirical evidence and be grounded in theory as far as it is appropriate. The relevant variables and their interrelationships may be neatly summarised in an analytical model. The most common kinds of model structures are verbal, graphical and mathematical. The research questions are refined statements of the specific components of the problem that ask what specific information is required with respect to the problem components. Research questions may be further refined into hypotheses. Finally, given the problem definition, research questions and hypotheses should be used to create a method either to measure or elicit an understanding of target participants.

Questions

1. What is the nature of the first step in conducting a marketing research project?
2. Why is it vital to define the marketing research problem correctly?
3. What is the role of the researcher in the problem definition process?
4. What are the components of a marketing research brief?
5. What are the components of a marketing research proposal?
6. How may a researcher be creative in interpreting a research brief and developing a research proposal?
7. What is the significance of the ‘background’ section of a research brief and research proposal?
8. Describe some of the reasons why management are often not clear about the ‘real’ research problem that needs to be addressed.
9. What interrelated events occur in the environmental context of a research problem?
10. What are some differences between a marketing decision problem and a marketing research problem?
11. Describe the factors that may affect the approach to a research problem.
12. What is the role of theory in the development of a research approach?

13. What are the most common forms of analytical models?

14. What are the differences between research questions and hypotheses?

15. Is it necessary for every research project to have a set of hypotheses? Why or why not?

**Exercises**

1. Imagine that you are the Marketing Director of Lufthansa.
   
   a. Make a list of potential marketing objectives whose fulfilment could improve the performance of Lufthansa.
   
   b. Select what you feel would be the most important marketing objective. Develop a set of marketing research objectives that you consider would support the decisions needed to fulfil that marketing objective.

2. You are a consultant to Audi AG, working on a project for their Lamborghini subsidiary.
   
   a. Use online databases to compile a list of articles related to the Lamborghini and the global high-performance luxury car market in the past year.
   
   b. Visit the Lamborghini and Ferrari websites and evaluate the extent of competitive information available at each.
   
   c. Based upon the information collected from 2a and 2b, write a report on the environmental context surrounding Lamborghini.

3. In a small group discuss the following issues: ‘Is it feasible that marketing decision makers may not conceive of or be able to express the nature of decision support they need? What are the implications of such a possibility in the development of research proposals?’ And ‘From where may theory emerge to ground applied marketing research and what may be the relative worth of the source of theories used by researchers?’

4. Visit www.innocentdrinks.co.uk and other relevant sources of business news and gather relevant information about the marketing challenges of Innocent Smoothies. As a brand manager for Innocent Smoothies you are concerned about improving the performance of your brand. Identify possible factors that you feel may shape the future performance of the brand. Write a brief report of 1,000 words that sets out Innocent’s marketing challenges and concludes with your views of factors that could shape its future performance.

5. Visit www.fabindia.com. In particular, look at the sections that describe the vision and philosophy behind this business. Gather online secondary data and business intelligence from online sources, especially your library’s online databases. If Fabindia were to develop its brand further in selected European countries, what would the key challenges be? Write a brief report of 1,000 words that sets out Fabindia’s challenges, identify five experts who may have a view of capitalising upon these challenges, and give brief details of why these individuals may be seen as experts.
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32. For an example of model development and hypothesis formulation, see Heath, R.G., Nairn, A.C. and Bottomley, P.A., ‘How effective is creativity? Emotive content in TV advertising does not increase attention’, *Journal of Advertising Research* 49 (4) (December 2009), 450–63.

There is a wide choice of alternative research designs that can meet research objectives. The key is to create a design that enhances the value of the information obtained, while reducing the cost of obtaining it.
Objectives

After reading this chapter, you should be able to:

1. define research design, classify various research designs and explain the differences between exploratory and conclusive research designs;
2. compare the basic research designs: exploratory, descriptive and causal;
3. understand how participants or the subjects of research design affect research design choices;
4. understand the strengths and weaknesses of key research designs;
5. describe the major sources of errors in a research design, including random sampling error and the various sources of non-sampling error.

Overview

Chapter 2 discussed how to define a marketing research problem and develop a suitable approach. These first two steps are critical to the success of the whole marketing research project. Once they have been completed, attention should be devoted to designing the formal research project by formulating a detailed research design (as a reminder, see Figure 2.3).

This chapter defines and classifies research designs. We examine the nature of research design from the perspectives of decision makers and participants. Two major types of research design are then discussed: exploratory and conclusive. We further classify conclusive research designs as descriptive or causal and discuss both types in detail. The differences between the two types of descriptive designs are then considered (cross-sectional and longitudinal) and sources of errors are identified. The special considerations involved in formulating research designs in international marketing research are discussed. A better appreciation of the concepts presented in this chapter can be gained by first considering the following example, which illustrates the use of a number of interrelated techniques to build a research design.

Real research Getting to know you

Building a relationship with consumers is a challenge facing all organisations, but particularly so in the case of ‘emergent drinkers’, those of legal drinking age up to 25. Allied Domecq Spirits and Wines (www.allieddomecq.com) recognised the danger of being distanced from this crucial group, particularly across geographical markets. Allied Domecq worked with Pegram Walters International (www.aegisplc.com) on a project that went far beyond an exploration of the current usage and attitudes towards spirits. The objectives of the project encompassed an exploration of the target groups’ personal values, their feelings about their lives, their universe, their hopes and dreams. There were three stages to the research design. In the first stage the researchers conducted one-hour in-depth interviews. There were three clear objectives for this stage: to understand personal viewpoints on marketing and lifestyle issues; to clarify and/or narrow down topics for subsequent exploration; and to recruit appropriate ‘information gatherers’. From this stage, hypotheses were formulated on issues such as how participants saw themselves and their future, their relationships, self-discovery and opting in or out of the
system. In the second stage, from 20 in-depth interviews, 10 participants were retained as ‘information gatherers’. ‘Leading-edge’ bars were rented out and 50 adult emergent drinkers were invited to participate in workshops. Given a task guideline, the information gatherers led discussions. As an additional record, the workshops were video recorded. The participants felt comfortable within their peer group and, in the more natural bar environment, fed back real, relevant and honest information. The third stage occurred on the night following the workshops. Focus groups were used, made up of the ‘information gatherers’. They discussed what happened in the workshops and their interpretation of what it actually meant. In order to ensure that the information remained topical, useful and easily accessible, it was felt important to create a vehicle for an ongoing communication and dialogue with the target market. To achieve this, a high-impact ‘magazine’ was created to bring the research to life after the presentation of findings. This was referred to as a magazine and not a research report to reflect the lifestyle of the consumer group in question: it contained images, layouts and fonts typically associated with the generation.

The above example illustrates a very creative and useful exploratory research design. As a research design it worked well in that it achieved a balance of the needs and expectations of marketing decision makers and participants. Decision makers helped to set clear research objectives based upon the gaps in their knowledge of the target market. Participants related well to the questions and issues posed to them, in a context and environment in which they felt comfortable. An understanding of the fundamentals of research design, its components and the trade-offs between the parties involved in crafting an effective research design enabled the researchers to formulate the most appropriate design for the problem at hand.

**Research design definition**

A **research design** is a framework or plan for conducting a marketing research project. It specifies the details of the procedures necessary for obtaining the information needed to structure or solve marketing research problems. Although a broad approach to the problem has already been developed, the research design specifies the details, the practical aspects of implementing that approach. A research design lays the foundation for conducting the project. A good research design will ensure that the marketing research project is conducted effectively and efficiently. Typically, a research design involves the following components or tasks, is discussed in detail in various chapters:

1. Define the information needed (Chapter 2).
2. Decide whether the overall design is to be exploratory, descriptive or causal (Chapter 3).
3. Design the sequence of techniques of understanding and/or measurement (Chapters 4 to 12).
4. Construct and pre-test an appropriate form for data collection or questionnaire (Chapters 7, 8 and 13).
5. Specify the qualitative and/or quantitative sampling process and sample size (Chapters 6, 14 and 15).
6. Develop a plan of qualitative and/or quantitative data analysis (Chapters 9 and 19).
In formulating a research design, the researcher has to balance the perspectives of marketing decision makers and target participants. From their education and experience, marketing decision makers may have certain techniques that they believe to be the most effective and in which they subsequently have more confidence. There is no problem with this, providing the technique is the best means to measure or understand the issue under investigation, from the perspective of participants. In the example at the start of this chapter, decision makers had confidence in the qualitative techniques and the data generated. The techniques worked well with the participants, drawing out a rich picture of participant behaviour, lifestyle and aspirations. However, should the decision makers feel that survey techniques were the most effective, giving them the most confidence to support their decisions, the researchers may face a dilemma. If they use survey techniques they might find that participants may have a different relationship with interviewers, do not reflect in the same manner and ultimately do not reveal so much. Thus, research design involves the researchers developing an understanding of the type of data decision makers have confidence in, plus an understanding of how participants may respond to different techniques. The first part of this balancing act involves understanding research design from the decision makers’ perspective; the second part involves understanding the participants’ perspective.

**Research design from the decision makers’ perspective**

Marketing decision makers seek support from researchers that is of practical relevance to the decisions they face. To give practical support, decision makers expect information that is:

- **Accurate**, i.e. the most valid representation of the phenomena under investigation, that has come from the most reliable or consistent form of measurement or understanding, that is sufficiently sensitive to the important differences in individuals being measured or understood. Combining these three criteria refers to the degree to which information may be deemed as ‘accurate’.

- **Current**, i.e. as up to date as possible. This is particularly important where consumer attitudes, lifestyle or behaviour change quickly, perhaps due to rapid technological changes or new product offerings in a highly competitive market.

- **Sufficient**, i.e. the completeness or clarity of a ‘picture’ that reflects the characteristics of the marketing problem the decision makers face.

- **Available**, i.e. that access to the relevant information can be made when a decision is imminent. This is particularly important where competitive activity forces the decision makers into making a rapid response.

- **Relevant**, i.e. that the support given ‘makes sense’ to decision makers. In a very general sense, decision makers may criticise qualitative research approaches and techniques for being biased and unrepresentative and, conversely, quantitative approaches and techniques for lacking depth and a contextual perspective. Whichever approach or techniques are adopted, decision makers should be aware of their benefits, limitations and even alternatives. With this awareness they can use the findings with confidence to build upon their existing experiences and knowledge.

Generating information that fulfils all the above characteristics is extremely difficult, if not impossible, to achieve in marketing research. The evaluation of sources of error, presented later in this chapter, and the restrictions of budget and timescales mean that this list represents ‘ideals’. Realistically, trade-offs must be made among the above characteristics. Within the first characteristic of accuracy there are further trade-offs, which are primarily caused by what the researcher is attempting to measure or understand:
The subject of investigation is usually human.

The process of measuring or observing humans may cause them to change.

It is difficult to assess the effect of extraneous variables in marketing experiments and thus their applications are limited.

Given the complexity of the subjects under study, the context or environment in which measurements are taken and the skills required to perform and interpret measurements, it is difficult (if not impossible) to gain completely objective and accurate measurements. Of all the potential trade-offs, if one were to remove relevance, then the whole rationale of supporting the marketing decision maker would be removed. Therefore this characteristic can never be compromised.

Relevance embraces, among other things, the ability to plan and forecast from research findings, to be able to distinguish real differences in consumer traits and to know that characteristics are representative of groups of individuals. With relevant information such as this, the decision maker can build up a stronger understanding or awareness of markets and the forces that shape them. In building up this understanding, the decision maker cannot turn to a single technique or even body of techniques that may be deemed ‘ideal’ in ensuring that information is relevant. In different types of decision-making scenarios, different techniques will offer the best support for that decision maker. Establishing the best form of support is the essence of research design.

A fundamental starting point in deciding an appropriate design is viewing the process from the point of view of the potential subject or participant of a marketing research study.

Research design from the participants’ perspective

The potential participants in any marketing research investigation play a vital role in deciding which research design will actually work in practice. A subject of study may be complex and need time for participants to reflect upon and put words to the questions posed. Certain methods are more likely to build up a rapport and trust – in these circumstances putting the participants in the right frame of mind and getting them to respond in a full and honest manner. Figure 3.1 is a framework that serves to remind how participants may be accessed, and what kinds of response may be generated.

In Figure 3.1 the box under the heading ‘Layers of response from participants’ represents how participants may react to questions posed to them. In the first layer of ‘Spontaneous, Reasoned, Conventional’ are questions that participants can express a view about quickly, and that are simple for them to reflect upon, relating to common, everyday occurrences that are at the forefront of their minds. In such circumstances, simple structured questioning (or self-reporting) in a standardised manner is possible. Further, the same procedure can be conducted in a consistent manner to a whole array of ‘types’ of participant, such as age groups, social class and intellectual levels. For example, if questions were posed on which newspapers someone reads, it is a reasonable assumption that participants would be aware of the newspaper title(s), these title(s) can be communicated and the topic of newspaper readership is not a sensitive issue. In these circumstances, where answers to questions on reading habits are relatively easy to access and respond to, highly structured questionnaires are appropriate. Clearly, in such situations, quantitative techniques are applicable that allow very detailed descriptions or experiments to be conducted. The following example illustrates the use of a structured online survey that allowed detailed descriptions and attitudinal measurements of visitors to an exclusive event.
### Figure 3.1

**Responses to interviewing**

<table>
<thead>
<tr>
<th>Access to participant</th>
<th>Layers of response from participants</th>
<th>Examples of techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public</td>
<td>Spontaneous • Reasoned • Conventional</td>
<td>Highly structured questionnaires e.g. telephone surveys</td>
</tr>
<tr>
<td>Communicable</td>
<td>Concealed • Personal</td>
<td>Questionnaires with a proportion of open-ended questions to allow probing e.g. face-to-face surveys</td>
</tr>
<tr>
<td>Aware</td>
<td>Intuitive • Imaginative</td>
<td>Semi-structured to unstructured interviews on an individual or group basis e.g. focus group discussions</td>
</tr>
<tr>
<td>Private</td>
<td>Unconscious • Repressed</td>
<td>Unstructured interviews and observations e.g. naturalistic approaches on a one-to-one basis</td>
</tr>
<tr>
<td>Non-communicable</td>
<td></td>
<td>Tends to be exploratory</td>
</tr>
<tr>
<td>Unaware</td>
<td></td>
<td>Tends to be conclusive</td>
</tr>
</tbody>
</table>

### Real research

**The Moving Motor Show at Goodwood**

Held within the spectacular grounds of Goodwood Park, the exclusive Moving Motor Show (https://www.goodwood.com/grrc/event-coverage/festival-of-speed/) was an important addition to the Festival of Speed. The show enabled a limited number of motoring enthusiasts and new-car buyers to see the very latest models up close for the first time in the UK, and, in some cases, also to climb aboard and experience the vehicles firsthand, strictly at the invitation of the attending vehicle manufacturers. Following the show, IFM Sports Marketing
Surveys (now part of Repucom: http://repucom.net) contacted visitors using its ticketing database as a sampling frame. Event attendees were invited to complete an online questionnaire. The nature of questions posed in this survey addressed attitudinal, behavioural and demographic questions. These questions did not demand in-depth reflection on the part of participants; their responses could be articulated with ease in a concise survey that took five minutes to complete. As most attendees to the event were passionate about Goodwood and cars, their engagement with the subject was high, resulting in 777 completed questionnaires. The show succeeded in attracting new visitors to Goodwood: 26% of visitors had never been to any event prior to this visit. Encouragingly, 37% of visitors had nothing negative to say about their visit to Goodwood; however, 27% disliked the walk from the car park to the event.

Progressing down Figure 3.1, at the second level are questions that are more personal and more sensitive. There are two characteristics that can turn otherwise mundane topics into sensitive ones. The first involves any private, sacred or stressful aspect of a participant’s life. The second is the real or perceived stigma associated with specific thoughts or actions. A great amount of business-to-business research can be added to these in terms of commercially sensitive information. Again, structured questionnaires can measure the relevant issues, but an amount of rapport may be needed to induce participants to trust the interviewer and reveal their ‘more personal’ attitudes and behaviour. Where the presence of the interviewer causes discomfort or bias, the method of audio/computer-assisted self-interviewing may be used or, far more frequently, the anonymity of online research methods can facilitate more honest and open responses. Such techniques combine the higher response rates of personal interviews with the privacy of self-administered questionnaires. The following example illustrates how the condom manufacturer Durex managed to research a sensitive topic.

Real research

Minimising unease, embarrassment or reluctance in disclosing intimate personal information

Durex (www.durex.com) wishes to support each individual’s right to enjoy a healthy and rewarding sex life. The challenge for Durex, in this vision, is to develop a brand platform that encompasses sexual well-being (and, through this, the promise of an enhanced and better sex experience), without eroding its safe sex and barrier protection. To fulfil its overall business objective of providing insights to support the commercial vision for the brand, marketing research was needed to address a number of discrete research objectives. These ranged from understanding sexual well-being and how it fits into people’s lives, through exploring the sexual activities they take part in, to future trends. It was also critical to ensure that within the overarching aim, the needs of individual stakeholder audiences were met through a robust and reliable research design. The stakeholder audiences included internal business teams and divisions, sexual well-being and health experts, clinicians, politicians, opinion formers and teachers. Openness to talking about sex can vary greatly, not only from individual to individual, but from one culture to another. So a key challenge for the research was to ensure that unease, embarrassment or reluctance in disclosing intimate personal information was minimised. For those who would choose to participate in the survey, their concerns were in participant willingness.
to answer more specific, detailed and sensitive questions (e.g. on sexual activities or dysfunctions). In designing the survey, these issues needed to be front of mind, and every effort made to minimise their potential impact on response rates, data quality and, ultimately, on costs and feasibility. The duty of care to participants in the survey was at the centre of the thinking throughout questionnaire design, and the respective codes of conduct in each of the 26 countries covered in the research were rigorously followed. The focus of the approach was the idea of ‘treating others as we expect to be treated’. So, it was extremely important to be open and honest about the nature of the survey from the very beginning. The introduction advised participants of the sensitive nature of the questions and it also stressed that researchers were not in any way intending to cause any offence. Participants were consequently able to make an informed choice as to their participation. A funnel approach to questionnaire design was adopted, with the less sensitive questions placed at the beginning of the questionnaire to build trust, so that participants felt comfortable being asked the more sensitive questions later on. Throughout the survey, participants were given the option to decline to answer, or suspend, to ensure they did not feel pressured into answering questions they did not feel comfortable with. After careful consideration of the strengths and limitations associated with each mode of data collection available in a researcher’s toolkit, an online approach was singled out as the best one for this survey. This approach presented a number of key advantages over other methods for the following reasons:

- The sensitive topic area required an approach that allowed for honesty and openness.
- Removing any interviewer influence or bias was also considered key to data quality.
- The need for global coverage.
- Reach/cost ratio: an online approach was the most cost-effective way of obtaining global reach.

However, an online approach was not feasible in Nigeria, principally due to low penetration levels of the telephone and internet. Instead, a face-to-face self-completion approach was adopted in this country.

At the third level are questions that require participants to be creative. For example, if participants were to be asked about their attitudes and behaviour towards eating yogurt, this could be done in a very structured manner. Questions could be set to determine when it was eaten, favourite flavours and brands, where it was bought, how much was spent, etc. The same can be said of alcohol consumption, though this could well be a sensitive issue for many participants. Now imagine a new product idea that mixes yogurt and alcohol. What combinations of alcohol and yogurt would work, and what types of consumer would be attracted to them? Would it be a dessert liqueur such as Baileys Irish Cream, or frozen yogurt to compete with the Häagen-Dazs luxury ice creams? Would champagne, advocaat, whisky or beer be the best alcoholic ingredient? Should any fruits be added? Individually? Forest fruits? Tropical fruits? How would the product be packaged? What name would best suit it? What price level would it sell at? On what occasions would it be consumed?

Answering these questions demands a great amount of creativity and imagination. It demands that participants reflect upon ideas, play with ideas and words and dig deep to draw out ideas in a relaxed manner. Structured questionnaires cannot do this; such a scenario would work best with the use of focus groups. One of the major participant-access challenges faced at this level relates to how participants articulate their views and feelings,
especially their emotional states related to brands. The following example illustrates how research participants can be helped to articulate what they may feel about sensations and brands.

**Real research**

**What the nose knows**

Thomas Inglesant works in the Global Consumer Insights team of the fragrances and flavours company Givaudan (www.givaudan.com). The task of his team is to help brands match household products, such as floor cleaners, with scents that appeal to consumers. One of the main activities of his team is the broad pursuit of an understanding of consumers, covering their attitudes and usage habits as they relate to different products. This work is growing, with group discussions, one-to-one interviews and in-home ethnography as commonly used tools. Inglesant notes: ‘the negative side is there are no numbers so you cannot do statistics with the results, but the positive is that it is more to do with the “why”, rather than the “what” and the “how much”’. One of the problems with asking consumers about different scents is that they tend not to have many words to be able to describe either a smell or why they do or don’t like it. Words such as ‘clean’ and ‘fresh’ are used almost universally by people describing a whole range of scents they like. In case words fail them, consumers can be shown pictures to help them associate scents with certain moods, colours or scenes. Researchers draw on a bank of about 100 pictures – everything from food and flowers to mountain views and people pulling different facial expressions – to help discussions along. In some instances, consumers are given a bank of descriptive words and asked to choose which best describe the fragrance they are given.

At the fourth level may be questions that participants may not be able to conceptualise, never mind be able and willing to express what they feel about particular views and feelings. Consumers may absorb masses of marketing-related stimuli, react to them and ‘intend’ to behave without really knowing why or even being aware of the true drivers of their intentions or behaviour. An example may be trying to understand the childhood influences of family and friends on an individual’s perception and loyalty to brands that the individual may purchase, perhaps on a habitual basis – an example being washing-up liquid. Another example may be understanding the image consumers have of themselves and an image they wish to portray by spending €20,000 on a Rolex wristwatch. Participants do not normally have to think through such issues or articulate reasons for buying expensive luxury or fashion brands, until a researcher comes along!

*There is an implicit assumption in research that people carry attitudes around in their head that determine their buying behaviour. Most of the time, we don’t give much thought to the burger we’ve eaten or even the flight we’ve made. Our natural inclination is to be polite and cooperative. If a researcher asks us to give an opinion we will do our best to formulate one on the spot.*

In circumstances where the researcher is digging deep into topics that participants do not normally think about or articulate, polite responses to questions may be very misleading. The characteristics of the individual participant may determine what is the best way to probe and elicit appropriate responses. Nothing is standardised or consistent in these circumstances, the researchers having to shape the questions, probes and observations as they see fit in each interview or observation situation. The following example illustrates the challenges faced by researchers and research participants in thinking and articulating their emotional relationships to brands.
As well as understanding how participants may react to particular issues, researchers should also understand how the context or environment may affect participants. The following examples illustrate why ‘context’ is so important when thinking about where participants are questioned and/or observed. The first example sets out ideas of how to experiment with different contexts in which to conduct qualitative interviews. The second example questions the context in which focus groups are conducted and the possible impact of context upon participant engagement, reflection and honesty.

### Real research

**Winning people’s hearts**

There are plenty of brands that give consumers satisfaction, and then there are brands such as Apple (www.apple.com) and Netflix (www.netflix.com) that have something extra. This intangible something is what Marc Gobé, CEO of Desgrippes Gobé Group (www.dga.com), calls ‘emotional branding’, and he says it is what makes consumers fall in love with a brand:

*This magnetism can be manufactured and there’s a big role for research in coming up with the right chemistry to create it. Nike is a good example of an emotional brand. It made sportswear accessible to non-sports people with a brand story that inspired not just success but energy and determination.*

Marc says that it is important to evaluate visual codes and emotional stimuli associated with brands and their competitors, to determine how consumers experience brands on a sensory level. What he does not do is ask consumers to describe their own feelings about brands and visual stimuli, recalling famous brands like Absolut and Red Bull that have flopped in focus groups:

*It is very difficult to ask consumers, particularly in that kind of environment that is not conducive to imagination, about what they feel. I think consumers are not honest all the time and we are limited by the words that we use to express the emotions we have. It is very difficult to truly understand what it is that consumers really will accept in their lives, particularly when it comes to innovation.*

As well as understanding how participants may react to particular issues, researchers should also understand how the context or environment may affect participants. The following examples illustrate why ‘context’ is so important when thinking about where participants are questioned and/or observed. The first example sets out ideas of how to experiment with different contexts in which to conduct qualitative interviews. The second example questions the context in which focus groups are conducted and the possible impact of context upon participant engagement, reflection and honesty.

### Real research

**Taxis, vans and subways: capturing insights while commuting**

The Mexican research company Insitum (www.insitum.com) has been experimenting with new ways to conduct qualitative research by reaching consumers in their own context instead of making them move to a local facility and participate in a study. The company tried three approaches:

1. Designing and implementing a research taxi in which participants are taken to their destination while they participate in an interview conducted by the researcher–driver.

2. Moderating focus group sessions inside a private van in which passengers participate while they travel from a suburb to the city centre.

3. Conducting shadowings (observations and interviews) with subway passengers during their home–work commute.

The three approaches had mixed results and opportunities for improvement, with clear logistical challenges. However, they all successfully developed new insights of consumers who were happy to discuss issues and be observed in contexts that they felt ‘comfortable’ in.
As a further example, return to the first level of Figure 3.1, where participants may be more relaxed and feel in control if they can answer the set questions about their newspaper-reading habits online rather than on the street. In the example at the start of this chapter, which explored the hopes and dreams of ‘emergent drinkers’, techniques were used at the third and fourth levels of Figure 3.1. The context of the interviews was in ‘leading-edge bars’. This context could have helped the target participants to relax, to develop a better rapport with interviewers and other participants and to think more about the issues and express their feelings more clearly. If the interviews were conducted online, the same levels of relaxation and rapport might not work so well. If the interviews were targeted at older participants, they would have felt very self-conscious in ‘leading-edge bars’, which might restrict their responses. Researchers therefore must understand the characteristics of participants, how they react to particular issues and how they react in different contexts or environments. These factors are illustrated in Figure 3.2, which acts as a reminder of the understanding of participants that researchers must develop in order to choose and apply the best research technique.

Figure 3.2

Understanding participants – to help choose optimum research techniques

Context or environment where participant is questioned

Nature of issue under investigation, as perceived by participant

Nature of participant

Research design classification

Research designs may be broadly classified as exploratory or conclusive (see Figure 3.3). The differences between exploratory research and conclusive research are summarised in Table 3.1.

The primary objective of exploratory research is to provide insights into and an understanding of marketing phenomena.15 It is used in instances where the subject of the study cannot be measured in a quantitative manner, or where the process of measurement cannot realistically represent particular qualities. For example, if a researcher was trying to understand what ‘atmosphere’ meant in a restaurant, exploratory research may help to establish all the appropriate variables and how they connect together. What role did music play? What type of music? How loud? What types of furniture? What colours and textures? What types of lighting? What architectural features? This list could go on to consider what ‘atmosphere’ may mean in the context of a restaurant experience for particular types of consumer. ‘Atmosphere’ may not be measurable from the participant’s perspective. From the perspective of the creative director in an advertising agency, quantitative measurements of the individual components of ‘atmosphere’ may not create the holistic feel of a restaurant in a manner the creative director can relate to.

Exploratory research may also be used in cases where the problem must be defined more precisely, relevant courses of action identified, or additional insights gained before going on to confirm findings using a conclusive design. The following example of researching the psychology of voting illustrates how the different approaches to research can be combined within a single study.
Figure 3.3
A classification of marketing research designs

Table 3.1
Differences between exploratory and conclusive research

<table>
<thead>
<tr>
<th></th>
<th>Exploratory</th>
<th>Conclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objectives</strong></td>
<td>To provide insights and understanding of the nature of marketing phenomena</td>
<td>To test specific hypotheses and examine relationships</td>
</tr>
<tr>
<td></td>
<td>To understand</td>
<td>To measure</td>
</tr>
<tr>
<td><strong>Characteristics</strong></td>
<td>Information needed may be loosely defined</td>
<td>Information needed is clearly defined</td>
</tr>
<tr>
<td></td>
<td>Research process is flexible, unstructured and may evolve</td>
<td>Research process is formal and structured</td>
</tr>
<tr>
<td></td>
<td>Samples are small</td>
<td>Sample is large and aims to be representative</td>
</tr>
<tr>
<td></td>
<td>Data analysis can be qualitative or quantitative</td>
<td>Data analysis is quantitative</td>
</tr>
<tr>
<td><strong>Findings/results</strong></td>
<td>Can be used in their own right</td>
<td>Can be used in their own right</td>
</tr>
<tr>
<td></td>
<td>May feed into conclusive research</td>
<td>May feed into exploratory research</td>
</tr>
<tr>
<td></td>
<td>May illuminate specific conclusive findings</td>
<td>May set a context to exploratory findings</td>
</tr>
<tr>
<td><strong>Methods</strong></td>
<td>Expert surveys</td>
<td>Surveys</td>
</tr>
<tr>
<td></td>
<td>Pilot surveys</td>
<td>Secondary data</td>
</tr>
<tr>
<td></td>
<td>Secondary data</td>
<td>Databases</td>
</tr>
<tr>
<td></td>
<td>Qualitative interviews</td>
<td>Panels</td>
</tr>
<tr>
<td></td>
<td>Unstructured observations</td>
<td>Structured observations</td>
</tr>
<tr>
<td></td>
<td>Quantitative exploratory multivariate methods</td>
<td>Experiments</td>
</tr>
</tbody>
</table>
In an example of a flexible, loosely structured and evolutionary approach, consider conducting personal interviews with industry experts. The sample, selected to generate maximum insight, is small and non-representative. However, the emphasis in the sampling procedure is focused upon ‘quality’ individuals who are willing to open up, use their imagination, be creative and reveal perhaps sensitive thoughts and behaviour. ‘Quality’ may also emerge from their level of expertise; for example, there may only be a small population of chief executives of airline companies in Europe. If a small sample of, say, six chief executives from the largest and fastest-developing airlines allowed access to a researcher and revealed their attitudes and behaviour, insights might be gained that no conclusive study could achieve. By being flexible in the issues to discuss, loosely structured in how probes and additional issues emerge and evolutionary in the nature of who to talk to and the best context in which to gain their confidence and get them to express what they really feel, an exploratory design can be very beneficial.
There is an exception to exploratory designs being built around qualitative techniques. There are examples of quantitative findings being used for exploratory purposes. For example, within a survey that examines specific research questions and hypotheses lies the opportunity to examine additional connections between questions that had not been initially considered. Simple correlations through to multivariate techniques that explore potential connections between questions may be conducted; this process is known as data mining. In essence, data mining searches for significant connections or patterns in a dataset that a researcher or decision maker may be unaware of.

To summarise, exploratory research is meaningful in any situation where the researcher does not have enough understanding to proceed with the research project. Exploratory research is characterised by flexibility and versatility with respect to the methods, because formal research protocols and procedures are not employed. It rarely involves structured questionnaires, large samples and probability sampling plans. Rather, researchers are alert to new ideas and insights as they proceed. Once a new idea or insight is discovered, they may redirect their exploration in that direction. That new direction is pursued until its possibilities are exhausted or another direction is found. For this reason, the focus of the investigation may shift constantly as new insights are discovered. Thus, the creativity and ingenuity of the researcher play a major role in exploratory research. Exploratory research can be used for any of the purposes listed in Table 3.2.

<table>
<thead>
<tr>
<th>Table 3.2</th>
<th>A summary of the uses of exploratory research designsa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong></td>
<td>To obtain some background information where absolutely nothing is known about the problem area</td>
</tr>
<tr>
<td><strong>2</strong></td>
<td>To define problem areas fully and to formulate hypotheses for further investigation and/or quantification</td>
</tr>
<tr>
<td><strong>3</strong></td>
<td>To identify and explore concepts in the development of new products or forms of marketing communications</td>
</tr>
<tr>
<td><strong>4</strong></td>
<td>During a preliminary screening process, such as in new-product development, in order to reduce a large number of possible projects to a smaller number of probable ones</td>
</tr>
<tr>
<td><strong>5</strong></td>
<td>To identify relevant or salient behaviour patterns, beliefs, opinions, attitudes, motivations, etc., and to develop structures of these constructs</td>
</tr>
<tr>
<td><strong>6</strong></td>
<td>To develop an understanding of the structure of beliefs and attitudes in order to aid the interpretation of data structures in multivariate data analyses</td>
</tr>
<tr>
<td><strong>7</strong></td>
<td>To explore the reasons that lie behind the statistical differences between groups that may emerge from secondary data or surveys</td>
</tr>
<tr>
<td><strong>8</strong></td>
<td>To explore sensitive or personally embarrassing issues from the participants’ and/or the interviewer’s perspective</td>
</tr>
<tr>
<td><strong>9</strong></td>
<td>To explore issues that participants may feel deeply about, that are difficult for them to rationalise and that they may find difficult to articulate</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td>To ‘data-mine’ or explore quantitative data to reveal hitherto unknown connections between different measured variables</td>
</tr>
</tbody>
</table>

The objective of conclusive research is to describe specific phenomena, to test specific hypotheses and to examine specific relationships. This requires that the information needed is clearly specified. Conclusive research is typically more formal and structured than exploratory research. It is based on large, representative samples, and the data obtained are subjected to quantitative analysis. Conclusive research can be used for any of the purposes listed in Table 3.3.
As shown in Figure 3.3, conclusive research designs may be either descriptive or causal, and descriptive research designs may be either cross-sectional or longitudinal. Each of these classifications is discussed further, beginning with descriptive research.

<table>
<thead>
<tr>
<th>Table 3.3</th>
<th>A summary of the uses of conclusive research designs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>To describe the characteristics of relevant groups, such as consumers, salespeople, organisations, or target market</td>
</tr>
<tr>
<td>2</td>
<td>To estimate the percentage in a specified population exhibiting a certain form of behaviour</td>
</tr>
<tr>
<td>3</td>
<td>To count the frequency of events, especially in the patterns of consumer behaviour</td>
</tr>
<tr>
<td>4</td>
<td>To measure marketing phenomena to represent larger populations or target markets</td>
</tr>
<tr>
<td>5</td>
<td>To be able to integrate findings from different sources in a consistent manner, especially in the use of marketing information systems and decision support systems</td>
</tr>
<tr>
<td>6</td>
<td>To determine the perceptions of product or service characteristics</td>
</tr>
<tr>
<td>7</td>
<td>To compare findings over time that allow changes in the phenomena to be measured</td>
</tr>
<tr>
<td>8</td>
<td>To measure marketing phenomena in a consistent and universal manner</td>
</tr>
<tr>
<td>9</td>
<td>To determine the degree to which marketing variables are associated</td>
</tr>
<tr>
<td>10</td>
<td>To make specific predictions</td>
</tr>
</tbody>
</table>

**Descriptive research**

As the name implies, the major objective of descriptive research is to describe something – usually market characteristics or functions. A major difference between exploratory and descriptive research is that descriptive research is characterised by the prior formulation of specific research questions and hypotheses. Thus, the information needed is clearly defined. As a result, descriptive research is preplanned and structured. It is typically based on large representative samples.

Examples of descriptive studies in marketing research are as follows:

- Market studies describing the size of the market, buying power of the consumers, availability of distributors and consumer profiles.
- Market-share studies determining the proportion of total sales received by a company and its competitors.
- Sales analysis studies describing sales by geographic region, product line, type of account and size of account.
- Image studies determining consumer perceptions of the firm and its products.
- Product usage studies describing consumption patterns.
- Distribution studies determining traffic-flow patterns and the number and location of distributors.
- Pricing studies describing the range and frequency of price changes and probable consumer response to proposed price changes.
- Advertising studies describing media consumption habits and audience profiles for specific TV programmes and magazines.
These examples demonstrate the range and diversity of descriptive research studies. Descriptive research can be further classified into cross-sectional and longitudinal research (Figure 3.3).

**Cross-sectional designs**

The cross-sectional study is the most frequently used descriptive design in marketing research. Cross-sectional designs involve the collection of information only once from any given sample of population elements. They may be either single cross-sectional or multiple cross-sectional (Figure 3.3). In single cross-sectional designs, only one sample of participants is drawn from the target population, and information is obtained from this sample only once. These designs are also called sample survey research designs. In multiple cross-sectional designs, there are two or more samples of participants, and information from each sample is obtained only once. Often, information from different samples is obtained at different times. The following examples illustrate single and multiple cross-sectional designs respectively.

### Real research

**Television motivations**

Much marketing research is directed at understanding the ‘drivers’ of consumer behaviour. Corning is a leading specialist manufacturer of glass products, perhaps best known for its role in providing screens for the iPhone, iPad and other mobile devices. In a study commissioned by Corning Display Technologies (www.corning.com), the motivations for choosing a new TV were measured. An online survey of 2,500 respondents in China, France, Germany, Japan, the UK and USA was administered. Qualitative research grounded in motivational theory underpinned the survey. The qualitative research suggested a number of consumer concerns and interests that might have an impact on TV preferences, especially across the countries being studied. This knowledge was used to develop a list of concerns and interests that could encompass selection and use of a TV set. The survey included a discrete choice exercise to measure preferences for different types of TV sets. The survey also contained a list of TV viewing occasions and activities, and participants were asked to indicate the frequency of each occasion for their households. Participants selected three viewing activities or occasions that would be most important to their choice of a TV set. To be part of the survey, participants had to indicate a likelihood of purchasing an LCD TV in the next four years.

### Real research

**Life cycle, objective and subjective living standards and life satisfaction – multiple cross-sectional design**

Centrum Badania Opinii Spotecznej (CBOS) (www.cbos.pl) is a major Polish polling centre, a non-governmental foundation, whose main goal is to conduct a monthly survey of public opinion on all important current problems and events. The centre wished to build a composite measure of living conditions, based upon household material wealth and life satisfaction. In order to do this it conducted seven surveys in Poland between 1992 and 2004. Through 2003 the surveys were conducted on stratified probability random samples of Polish addresses. The data from all surveys were weighted to assure their representativeness in respect of the main socio-demographic characteristics of the
The survey devoted to measuring motivations of TV purchases, a single cross-sectional
design, involved only one group of participants who provided information only once. On the
other hand, the Polish study involved eight different samples, each measured only once, with the
measures generally obtained two years apart. Hence, the latter study illustrates a multiple cross-
sectional design. A type of multiple cross-sectional design of special interest is cohort analysis.

**Cohort analysis** consists of a series of surveys conducted at appropriate time intervals,
where the cohort serves as the basic unit of analysis. A cohort is a group of participants who
experience the same event within the same time interval.\(^ \text{21} \) For example, a birth (or age)
cohort is a group of people who were born during the same time interval, such as 1951–1960.
The term ‘cohort analysis’ refers to any study in which there are measures of some characteristics of one or more cohorts at two or more points in time.

It is unlikely that any of the individuals studied at time 1 will also be in the sample at time
2. For example, the age cohort of people between 8 and 19 years was selected, and their soft-
drink consumption was examined every 10 years for 30 years. In other words, every 10 years a
different sample of participants was drawn from the population of those who were then
between 8 and 19 years old. This sample was drawn independently of any previous sample
drawn in this study from the population of people aged 8 to 19 years. Obviously, people who
were selected once were unlikely to be included again in the same age cohort (8 to 19 years),
as these people would be much older at the time of subsequent sampling. This study showed
that this cohort had increased consumption of soft drinks over time. Similar findings were
obtained for other age cohorts (20–29, 30–39, 40–49 and 50+). Further, the consumption of
each cohort did not decrease as the cohort aged. These results are presented in Table 3.4, in
which the consumption of the various age cohorts over time can be determined by reading
down the diagonal. These findings contradict the common belief that the consumption of soft
drinks will decline with the greying of Western economies. This common but erroneous
belief has been based on single cross-sectional studies. Note that if any column of Table 3.4
is viewed in isolation (as a single cross-sectional study) the consumption of soft drinks
declines with age, thus fostering the erroneous belief.\(^ \text{22} \)

### Table 3.4

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8–19</td>
<td>53</td>
<td>63</td>
<td>73</td>
<td>81</td>
</tr>
<tr>
<td>20–29</td>
<td>45</td>
<td>61</td>
<td>76</td>
<td>76</td>
</tr>
<tr>
<td>30–39</td>
<td>34</td>
<td>47</td>
<td>68</td>
<td>71</td>
</tr>
<tr>
<td>40–49</td>
<td>23</td>
<td>41</td>
<td>59</td>
<td>68</td>
</tr>
<tr>
<td>50+</td>
<td>18</td>
<td>29</td>
<td>50</td>
<td>52</td>
</tr>
</tbody>
</table>

C1: cohort born prior to 1900  
C2: cohort born 1901–1910  
C3: cohort born 1911–1920  
C4: cohort born 1921–1930  
C5: cohort born 1931–1940  
C6: cohort born 1941–1950  
C7: cohort born 1951–1960  
C8: cohort born 1961–1970
Cohort analysis can also be used to predict changes in voter opinions during a political campaign. Well-known researchers such as YouGov (www.yougov.com) or Ipsos MORI (www.ipsos-mori.com), who specialise in political opinion research, periodically question cohorts of voters (people with similar voting patterns during a given interval) about their voting preferences in order to predict election results. Thus, cohort analysis is an important cross-sectional design, as illustrated in the following example, which builds on the previous example of the Polish polling centre CBOS.

**Real research**

**Life cycle, objective and subjective living standards and life satisfaction – cohort analysis**

Cohort analysis of the household material wealth and life satisfaction in Poland allowed joint examination of the impacts of age, time and period of being born. It can be said that, though age-related differences were similar in each survey, between-survey differences suggested that material wealth was rapidly growing in time. This growth was evidently faster in young groups than in older ones, so the youth benefited the most from the changes. In addition, accumulated wealth was evidently much smaller in older age groups. That may bring an inexperienced researcher to a completely false conclusion that after a short period of acquiring wealth, people get rid of it rather than accumulate it in time. Thus, cohort analysis can be indispensable in properly examining the changes in wealth during the span of life.

**Longitudinal design**

A type of research design involving a fixed sample of population elements measured repeatedly. The sample remains the same over time, thus providing a series of pictures that, when viewed together, vividly illustrate the situation and the changes that are taking place.

**Longitudinal designs**

The other type of descriptive design is longitudinal design. In a longitudinal design, a fixed sample (or samples) of population elements is measured repeatedly, as in the following example at Philips.

**Real research**

**True Loyalty**

True Loyalty is a large-scale joint research project developed by Philips (www.philips.com) and Interview NSS (www.interview-nss.com). The project aims to measure the actual sales effect of consumers’ experiences with Philips Consumer Lifestyle. The project was influenced by the work of Frederick Reichheld, who developed the concept of ‘Net Promotor Score’ (NPS), which has become a widely used loyalty metric in many leading companies. Unlike most studies using the NPS, True Loyalty decided to set up a single-source longitudinal survey. Customers from whom it had obtained satisfaction and recommendation scores via ongoing research projects were recontacted 9 to 18 months later and both their purchases and those of friends and colleagues were assessed. The database consisted of over 25,000 recontacted customers.

A longitudinal design differs from a cross-sectional design in that the sample or samples remain the same over time. In other words, the same people are studied over time. In contrast to the typical cross-sectional design, which gives a snapshot of the variables of interest at a single point in time, a longitudinal study provides a series of ‘pictures’. These ‘pictures’ give an in-depth view of the situation and the changes that take place over time. For example, the
The question ‘How did the German people rate the performance of German Chancellor Angela Merkel in 2016?’ would be addressed using a cross-sectional design. A longitudinal design, however, would be used to address the question ‘How did the German people change their view of Merkel’s performance during her term of office?’.

Often, the term ‘panel’ is used in conjunction with the term ‘longitudinal design’. A panel consists of a sample of participants, generally households, who have agreed to provide general or specific information at set intervals over an extended period. The emphasis of the panel is on measuring facts, e.g. who in the household bought what, where they bought it, when, and other aspects of their behaviour. Panels are really only established when observations or measurements over an extended period are meaningful. The observations are usually gathered through questionnaires, such as purchase diaries, or increasingly through social media methods. Panels are maintained by syndicated firms, such as TNS (www.tnsglobal.com) and panel members are compensated for their participation with gifts, coupons, information or cash.26

Access panels are made up of a ‘pool’ of individuals or households who have agreed to be available for surveys of widely varying types and topics.27 They are used to provide information for ad hoc decisions rather than for longitudinal studies – a typical use being for new-product testing. A pre-recruited panel that is willing to participate makes it easier to set up the test and conduct interviews after the test. Access panels are also used to test concepts, advertising and pricing decisions.

Online consumer access panels are becoming increasingly prevalent in marketing research.28 The growth in use of access panels has partly been in response to the challenges of rising rates of non-response or refusal to take part in surveys. The growth of online surveys and the need for electronic addresses of willing participants have also favoured the use of access panels. (Given this growth and prevalence, we will further address access panels in Chapters 4, 10 and 14.)

The industry moves forward at such a fast pace that samples can easily be left behind. Frequency of internet usage is a classic example; what people were doing 12 or even 6 months ago will be different to what they are doing now. In a fast-moving research sector it is important to keep up to date with the latest gadgets, technologies and service offerings, and to keep the panel updated with these.

### Relative advantages and disadvantages of longitudinal and cross-sectional designs

The relative advantages and disadvantages of longitudinal versus cross-sectional designs are summarised in Table 3.5. A major advantage of longitudinal design over cross-sectional design is the ability to detect change as a result of repeated measurement of the same variables on the same sample.

Tables 3.6 and 3.7 demonstrate how cross-sectional data can mislead researchers about changes over time. The cross-sectional data reported in Table 3.6 reveal that the purchases of Brands A, B and C remained the same in periods 1 and 2. In each survey, 20% of the participants purchased Brand A, 30% Brand B and 50% Brand C. The longitudinal data presented in Table 3.7 show that substantial change, in the form of brand switching, occurred in the study period. For example, only 50% (100/200) of the participants who purchased Brand A in period 1 also purchased it in period 2. The corresponding repeat-purchase figures for Brands B and C are, respectively, 33.3% (100/300) and 55% (275/500). Hence, during this interval Brand C experienced the greatest loyalty and Brand B the least. Table 3.7 provides valuable information on brand loyalty and brand switching (such a table is called a turnover table or a brand-switching matrix).29

Longitudinal data enable researchers to examine changes in the behaviour of individual units and to link behavioural changes to marketing variables, such as changes in advertising, packaging, pricing and distribution. Since the same units are measured repeatedly, variations caused by changes in the sample are eliminated, and even small variations become apparent.
Another advantage of panels is that relatively large amounts of data can be collected. Because panel members are usually compensated for their participation, they are willing to participate in lengthy and demanding interviews. Yet another advantage is that panel data can be more accurate than cross-sectional data. A typical cross-sectional survey requires the participant to recall past purchases and behaviour; these data can be inaccurate because of memory lapses. Panel data, which might involve continuous recording of purchases in a diary, place less reliance on the participant’s memory. A comparison of panel and cross-sectional survey estimates of retail sales indicates that panel data give more accurate estimates.\(^\text{30}\)

### Table 3.5
Relative advantages and disadvantages of longitudinal and cross-sectional designs

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Cross-sectional design</th>
<th>Longitudinal design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detecting change</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Large amount of data collection</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Accuracy</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Representative sampling</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Response bias</td>
<td>+</td>
<td>–</td>
</tr>
</tbody>
</table>

**Note:** + indicates a relative advantage over the other design, whereas – indicates a relative disadvantage.

### Table 3.6
Cross-sectional data may not show change

<table>
<thead>
<tr>
<th>Brand purchased</th>
<th>Time period</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Period 1 survey</td>
<td>Period 2 survey</td>
<td></td>
</tr>
<tr>
<td>Total surveyed</td>
<td>1,000</td>
<td>1,000</td>
<td></td>
</tr>
<tr>
<td>Brand A</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Brand B</td>
<td>300</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>Brand C</td>
<td>500</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.7
Longitudinal data may show substantial change

<table>
<thead>
<tr>
<th>Brand purchased in period 1</th>
<th>Brand A</th>
<th>Brand B</th>
<th>Brand C</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total surveyed</td>
<td>200</td>
<td>300</td>
<td>500</td>
<td>1,000</td>
</tr>
<tr>
<td>Brand A</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Brand B</td>
<td>25</td>
<td>100</td>
<td>175</td>
<td>300</td>
</tr>
<tr>
<td>Brand C</td>
<td>75</td>
<td>150</td>
<td>275</td>
<td>500</td>
</tr>
</tbody>
</table>
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The main disadvantage of panels is that they may not be representative. Non-representativeness may arise because of the following:

1 *Refusal to cooperate.* Many individuals or households do not wish to be bothered with the panel operation and refuse to participate. Consumer panels requiring members to keep a record of purchases have a cooperation rate of 60% or less.

2 *Dropout.* Panel members who agree to participate may subsequently drop out because they move away or lose interest. Dropout rates can be as high as 20% per year.31

3 *Payment.* Payment may cause certain types of people to be attracted, making the group unrepresentative of the population.

4 *Professional participants.* Most concerns about representativeness arise from the claim that research panels generate ‘professional’ participants. ‘Panel conditioning’ is the term used to describe the effect of participants who engage with a number of surveys over time and on a regular basis. Their self-reported attitudes and behaviours can be shaped by what they feel is the type of response expected of them.32

Another disadvantage of panels is response bias. New panel members are often biased in their initial responses. They tend to increase the behaviour being measured, such as food purchasing. This bias decreases as the participant overcomes the novelty of being on the panel, so it can be reduced by initially excluding the data of new members. Bias also results from boredom, fatigue and incomplete diary entries.33 The following example from the marketing research agency Taylor Nelson Sofres (TNS) illustrates how it copes with potential panel bias.

**Real research**

**Rubbish in, rubbish out**34

Research firms such as TNS (www.tnsglobal.com) spend a lot of money on recruiting participants to online panels – if the quality of participants is rubbish so will be the research! As part of the ESOMAR Project Team on online panels, TNS has been looking at how to define a well-recruited panel. For TNS, a panel is recruited from multiple sources with the panellist's details verified. Care must be taken to account for the differences between the type of people who take part in online panels and those who do not, to ensure that the panel is truly representative. TNS deals with this issue by running parallel studies to make sure that online panellists are responding in the same way online as they would offline. If a bias is found, the results are calibrated to account for it. In this respect, online is no different from any other form of research.

**Causal research**

*Causal research* is used to obtain evidence of cause-and-effect (causal) relationships. Marketing managers continually make decisions based on assumed causal relationships. These assumptions may not be justifiable, and the validity of the causal relationships should be examined via formal research.35 For example, the common assumption that a decrease in price will lead to increased sales and market share does not hold in certain competitive environments. Causal research is appropriate for the following purposes:
To understand which variables are the cause (independent variables) and which variables are the effect (dependent variables) of marketing phenomena.

2. To determine the nature of the relationship between the causal variables and the effect to be predicted.

3. To test hypotheses.

Like descriptive research, causal research requires a planned and structured design. Although descriptive research can determine the degree of association between variables, it is not appropriate for examining causal relationships. Such an examination requires a causal design, in which the causal or independent variables are manipulated in a relatively controlled environment. Such an environment is one in which the other variables that may affect the dependent variable are controlled or checked as much as possible. The effect of this manipulation on one or more dependent variables is then measured to infer causality. The main method of causal research is experimentation.

(Due to the complexity and importance of this subject, Chapter 11 has been devoted to causal research designs.)

Relationships between exploratory, descriptive and causal research

We have described exploratory, descriptive and causal research as major classifications of research designs, but the distinctions among these classifications are not absolute. A given marketing research project may involve more than one type of research design and thus serve several purposes as illustrated in the following example.

Real research

Italians and Americans face each other at dinner

The ways in which we select, prepare and consume foods are tied to the habits and customs that define a people in their place and time. The foods that are valued and enjoyed are linked to circumstances of availability, tradition, self-image and cultural transference. In research commissioned by Barilla Alimentare (www.barillagroup.com), Hy Mariamпольский and Sharon Wolf (www.qualidataresearch.com) studied ideas about the ‘Italian-ness’ influence on foods eaten in the USA, alongside a contrasting study of attitudes toward American foods eaten in Italy conducted by Luigi Toiati (www.focusresearch.it). Italian food in the USA, while being seen as an essential part of American cuisine, has been losing its previous cachet. Competing against other cuisines, particularly Asian and Mexican meals, Italian foods have been riddled with unhelpful ideas emanating from popular cultural stereotypes: that Italian meals consist of enormous quantities of pasta heavily sauced with cheese and meaty red tomato purée. These myths tend to reduce Italian foods as downscale and inappropriate for low-carbohydrate diets. Italy, too, has its own complex mythology regarding the USA and its cuisine: that it consists of heaping portions of food that are mediocre at best, over processed, lacking tradition, fattening and eaten too hastily. The general conclusion is that ‘America is a country worth visiting, but where it’s not worth eating’. In the Italian mind, overweight Americans stuff themselves with anonymous, monotonous food, simply eating for eating’s sake with no regard for taste! The researchers wanted to help reverse these disparaging stereotypes. Digging deeply into the meaning of ‘authenticity’ and seeking positive and constructive aspects of the national mythologies helped to secure consumer insights that promoted
Which combination of research designs to employ depends on the nature of the problem. We offer the following general guidelines for choosing research designs:

1. When little is known about the problem situation, it is desirable to begin with exploratory research. Exploratory research is appropriate for the following:
   a. When the nature of the topic under study cannot be measured in a structured, quantifiable manner.
   b. When the problem needs to be defined more precisely.
   c. When alternative courses of action need to be identified.
   d. When research questions or hypotheses need to be developed.
   e. When key variables need to be isolated and classified as dependent or independent.

2. Exploratory research may be an initial step in a research design. It may be followed by descriptive or causal research. For example, hypotheses developed via exploratory research can be statistically tested using descriptive or causal research.

3. It is not necessary to begin every research design with exploratory research. It depends on the precision with which the problem has been defined and the researcher’s degree of certainty about the approach to the problem. A research design could well begin with descriptive or causal research. To illustrate, a consumer satisfaction survey that is conducted annually need not begin with or include an exploratory phase.

4. Although exploratory research is generally the initial step, it need not be. Exploratory research may follow descriptive or causal research. For example, descriptive or causal research can result in findings that are hard for managers to interpret. Exploratory research may provide more insights to help understand these findings.

The relationships between exploratory, descriptive and causal research are further illustrated by the following example.

**Real research**

**Using insight to improve telephone banking customer satisfaction at Natwest**

Financial services firms face increasing challenges to retain their customers. With many customers shifting their banking to digital channels, and pressure to manage costs, it is not surprising that telephone banking services could be seen as a declining channel. As a result, leading UK bank Natwest, like many other banks, developed processes to try and stop customers calling their online phone service and ensure any calls there were made kept short. For example, Natwest had a target that 90% of calls should be completed within 60 seconds.
Working with leading research firm KPMG Nunwood, Natwest ran a continuous tracking programme that interviewed 4,000 customers, alongside 2,000 customers of Natwest’s competitors each month. Researchers made use of a research method known as ‘critical incident technique’ (CIT), which involves research participants telling stories about specific experiences (‘incidents’) related to use of a product or service.

This research generated insights in two important areas. Firstly, Natwest found it had some of the lowest customer satisfaction ratings for any bank telephone service. Secondly, far from being unimportant, telephone banking was often the point of contact where customers were most in need of help.

To address these issues qualitative research was augmented with quantitative analysis of customer verbatim comments using textual analysis software. The output resulted in a new call model for delivering a high-quality customer experience over the telephone, and a dramatic increase in customer satisfaction.

Examples of multi-method research designs can be criticised for taking too long to undertake, being too expensive and perhaps applying too many techniques that do not offer sufficient additional understanding. Such criticism cannot really be addressed without knowing the value that decision makers may get from this decision support (not just at the end, but at the many stages of research as it unfolds), compared with how much they would have to pay for it. Decision makers can receive interim reports and feed back their ideas to give more focus to the issues and types of participant in subsequent stages. The example also illustrates that researchers can be very creative in their choice of techniques that combine to make up a research design.

**Potential sources of error in research designs**

**Total error**
The variation between the true mean value in the population of the variable of interest and the observed mean value obtained in the marketing research project.

**Random sampling error**
The error arising because the particular sample selected is an imperfect representation of the population of interest. It may be defined as the variation between the true mean value for the sample and the true mean value of the population.

**Non-sampling error**
An error that can be attributed to sources other than sampling and that can be random or non-random.

Several potential sources of error can affect a research design. A good research design attempts to control the various sources of error. Although these errors are discussed in detail in subsequent chapters, it is pertinent at this stage to give brief descriptions.

Where the focus of a study is a quantitative measurement, the total error is the variation between the true mean value in the population of the variable of interest and the observed mean value obtained in the marketing research project. For example, the annual average income of a target population may be 85,650, as determined from census information via tax returns, but a marketing research project estimates it at 62,580 based upon a sample survey. As shown in Figure 3.4, the total error (in the above case 23,070) is composed of random sampling error and non-sampling error.

**Random sampling error**
Random sampling error occurs because the particular sample selected is an imperfect representation of the population of interest. Random sampling error is the variation between the true mean value for the population and the true mean value for the original sample. (Random sampling error is discussed further in Chapters 14 and 15.)

**Non-sampling error**
Non-sampling errors can be attributed to sources other than sampling, and may be random or non-random. They result from a variety of reasons, including errors in problem definition, approach, scales, questionnaire design, interviewing methods and data preparation and analysis. Non-sampling errors consist of non-response errors and response errors.
A **non-response error** arises when some of the participants included in the sample simply do not respond. The primary causes of non-response are refusals and not-at-homes (see Chapter 15). Non-response will cause the net or resulting sample to be different in size or composition from the original sample. Non-response error is defined as the variation between the true mean value of the variable in the original sample and the true mean value in the net sample.

**Response error** arises when participants give inaccurate answers, or their answers are mis-recorded or mis-analysed. Response error is defined as the variation between the true mean value of the variable in the net sample and the observed mean value obtained in the marketing research project. Response error is determined not only by the non-response percentage, but also by the difference between participants and those who failed to cooperate, for whatever reason, as response errors can be made by researchers, interviewers or participants. A central question in evaluating response error is whether those who participated in a survey differ from those who did not take part, in characteristics relevant to the content of the survey.

Response errors made by the researcher include surrogate information, measurement, population definition, sampling frame and data analysis errors:

- **Surrogate information error** may be defined as the variation between the information needed for the marketing research problem and the information sought by the researcher. For example, instead of obtaining information on consumer choice of a new brand (needed for the marketing research problem), the researcher obtains information on consumer preferences because the choice process cannot be easily observed.

- **Measurement error** may be defined as the variation between the information sought and information generated by the measurement process employed by the researcher. While seeking to measure consumer preferences, the researcher employs a scale that measures perceptions rather than preferences.
**Population definition error** may be defined as the variation between the actual population relevant to the problem at hand and the population as defined by the researcher. The problem of appropriately defining the population may be far from trivial, as illustrated by the following example of affluent households. Their number and characteristics varied depending on the definition, underscoring the need to avoid population definition error. Depending upon the way the population of affluent households was defined, the results of this study would have varied markedly.

---

**Real research**

**How affluent is affluent?**

The population of the affluent households was defined in four different ways in a study:

1. Households with an income of €80,000 or more.
2. The top 20% of households, as measured by income.
3. Households with net worth over €450,000.
4. Households with discretionary income to spend being 30% higher than that of comparable households.

---

**Sampling frame error** may be defined as the variation between the population defined by the researcher and the population as implied by the sampling frame (list) used. For example, the telephone directory used to generate a list of telephone numbers does not accurately represent the population of potential landline consumers due to unlisted, disconnected and new numbers in service. It also misses out the great number of consumers who choose not to have landlines, exclusively using mobile phones.

**Data analysis error** encompasses errors that occur while raw data from questionnaires are transformed into research findings. For example, an inappropriate statistical procedure is used, resulting in incorrect interpretation and findings.

Response errors made by the interviewer include participant selection, questioning, recording and cheating errors:

- **Participant selection error** occurs when interviewers select participants other than those specified by the sampling design, or in a manner inconsistent with the sampling design.
- **Questioning errors** denotes errors made when asking questions of the participants, or in not probing when more information is needed. For example, while asking questions an interviewer does not use the exact wording or prompts as set out in the questionnaire.
- **Recording error** arises due to errors in hearing, interpreting and recording the answers given by the participants. For example, a participant indicates a neutral response (undecided) but the interviewer misinterprets that to mean a positive response (would buy the new brand).
- **Cheating error** arises when the interviewer fabricates answers to a part or the whole of the interview. For example, an interviewer does not ask the sensitive questions related to a participant’s debt but later fills in the answers based on personal assessment.

Response errors made by the participant comprise errors of inability and unwillingness:

- **Inability error** results from the participant’s inability to provide accurate answers. Participants may provide inaccurate answers because of unfamiliarity, fatigue, boredom, question format, question content or because the topic is buried deep in the participant’s mind. An example of inability error is where a participant cannot recall the brand of toothpaste he or she purchased four weeks ago.
• Unwillingness error arises from the participant’s unwillingness to provide accurate information. Participants may intentionally misreport their answers because of a desire to provide socially acceptable answers, because they cannot see the relevance of the survey and/or a question posed, to avoid embarrassment or to please the interviewer. For example, to impress the interviewer a participant intentionally says that he or she reads The Economist magazine.

These sources of error are discussed in more detail in subsequent chapters; what is important here is that there are many sources of error. In formulating a research design, the researcher should attempt to minimise the total error, not just a particular source. This admonition is warranted by the general tendency among naïve researchers to control sampling error by using large samples. Increasing the sample size does decrease sampling error, but it may also increase non-sampling error, e.g. by increasing interviewer errors. Non-sampling error is likely to be more problematic than sampling error. Sampling error can be calculated, whereas many forms of non-sampling error defy estimation. Moreover, non-sampling error has been found to be the major contributor to total error, whereas random sampling error is relatively small in magnitude. The point is that researchers must not lose sight of the impact of total error upon the integrity of their research design and the findings they present. A particular type of error is important only in that it contributes to total error.

Sometimes, researchers deliberately increase a particular type of error to decrease the total error by reducing other errors. For example, suppose that a mail survey is being conducted to determine consumer preferences in purchasing shoes from a chain of specialist shoe shops. A large sample size has been selected to reduce sampling error. A response rate of 30% may be expected. Given the limited budget for the project, the selection of a large sample size does not allow for follow-up mailings. Past experience, however, indicates that the response rate could be increased to 45% with one follow-up mailing and to 55% with two follow-up mailings. Given the subject of the survey, non-participants are likely to differ from participants in many features. Therefore it may be wise to reduce the sample size to make money available for follow-up mailings. While decreasing the sample size will increase random sampling error, the two follow-up mailings will more than offset this loss by decreasing non-response error.

### Summary

A research design is a framework or plan for conducting a marketing research project. It specifies the details of how a project should be conducted in order to fulfil set research objectives. The challenge faced by researchers in developing a research design is that they need to balance an understanding of research design from the decision makers’ perspective with an understanding of potential participants’ reactions to issues researched using different techniques, applied in differing contexts. Research designs may be broadly classified as exploratory or conclusive. The primary purpose of exploratory research is to develop understanding and provide insights. Conclusive research is conducted to measure and describe phenomena, test specific hypotheses and examine specific relationships. Conclusive research may be either descriptive or causal. The findings from both exploratory and conclusive research can be used as input into marketing decision making.

The major objective of descriptive research is to describe market characteristics or functions. Descriptive research can be classified into cross-sectional and longitudinal research. Cross-sectional designs involve the collection of information from a sample of population elements at a single point in time. These designs can be further classified as single cross-sectional or multiple cross-sectional designs. In contrast, in longitudinal designs repeated measurements are taken on a fixed sample. Causal research is designed for the primary purpose of obtaining evidence about cause-and-effect (causal) relationships. Many research designs combine techniques that can be classified as exploratory,
descriptive and causal. In cases where there is an array of interrelating techniques, the researcher should examine the ultimate aim of an investigation, and decide what encapsulates the overall research design – i.e. a desire to explore, describe or experiment.

A research design consists of six components, and errors can be associated with any of these components. The total error is composed of random sampling error and non-sampling error. Non-sampling error consists of non-response and response errors. Response error encompasses errors made by researchers, interviewers and participants. In formulating a research design when conducting international marketing research, considerable effort is required to ensure the equivalence and comparability of secondary and primary data obtained from different countries.

Questions

1 Define research design in your own words.
2 What expectations do marketing decision makers have of research designs?
3 How does the subject of a study, as seen by potential research participants, affect research design?
4 How does formulating a research design differ from developing an approach to a problem?
5 Differentiate between exploratory and conclusive research.
6 What are the major purposes for which exploratory research is conducted?
7 Describe how quantitative techniques may be used in exploratory research.
8 What are the major purposes for which descriptive research is conducted?
9 Discuss the advantages and disadvantages of access panels.
10 Compare and contrast cross-sectional and longitudinal designs.
11 Describe cohort analysis. Why is it of special interest?
12 What is a causal research design? What is its purpose?
13 What is the relationship between exploratory, descriptive and causal research?
14 What potential sources of error can affect a research design?
15 Why is it important to minimise total error rather than any particular source of error?

Exercises

1 Imagine that you are the researcher appointed by BMW and that you have been hired to conduct a study of its corporate image.
   a Discuss the potential issues that may affect your choice of context in which to interview female executives who buy the 7-series cars.
   b Discuss the potential issues that may affect your choice of context in which to interview teenagers whose parent(s) own a BMW.
2 Visit the website of the MRS. Browse through its Research Buyer’s Guide (www.theresearchbuyersguide.com) to get a feel for the nature of industries and marketing issues that may be supported by exploratory studies. Find the agency Brainjuicer and examine the work of this research company (www.brainjuicer.com). In what manner(s) does this agency link exploratory designs to conclusive designs?
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3 Visit www.netflix.com (look for the site in your home country) and search online using your library’s online databases to gather information of consumers’ attitudes towards TV and movie streaming services. Netflix would like to determine consumers’ attitudes towards entertainment streaming services and hope to repeat this project annually. What type of research design would you recommend and why? As the marketing director of Netflix in your country, how would you use information about consumers’ attitudes towards streaming services to increase consumer sign-ups and retention?

4 Visit the website of the research organisation JD Power and Associates (www.jdpower.com). Work through its corporate site and choose a study that it has conducted. What research design was used for this study and what potential error issues could emerge given the nature of what it was investigating?

5 In a small group, discuss the following issues: ‘There are many potential sources of error in a research project. It is impossible to control all of them. Hence, all marketing research contains errors and we cannot be confident of the findings.’ And ‘If a research budget is limited, small sample sizes through exploratory studies are the best solution.’

Notes
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Secondary data collection and analysis

The act of sourcing, evaluating and analysing secondary data can realise great insights for decision makers. It is also vital to successful problem diagnosis, sample planning and collection of primary data.
Objectives

After reading this chapter, you should be able to:

1. define the nature and scope of secondary data and distinguish secondary data from marketing intelligence and primary data;
2. analyse the advantages and disadvantages of secondary data and their uses in the various steps of the marketing research process;
3. evaluate secondary data using the criteria of specifications, error, currency, objectives, nature and dependability;
4. describe in detail the different sources of secondary data, focusing upon external sources in the form of published materials and syndicated services;
5. discuss in detail the syndicated sources of secondary data, including household and consumer data obtained via surveys, purchase and media panels and scanner services, as well as institutional data related to retailers and industrial or service firms;
6. explain the need to use multiple sources of secondary data and describe single-source data;
7. understand the researchers’ challenges in coping with the burgeoning amount of externally generated secondary data;
8. appreciate how social media research techniques are integrating with traditional forms of research, and the impact upon what may be defined as secondary data.

Overview

The collection and analysis of secondary data helps to define the marketing research problem and develop an approach. In addition, before collecting primary data, the researcher should locate and analyse relevant secondary data. Thus, secondary data should be an essential component of a successful research design. Secondary data can help in sample designs and in the details of primary research methods. In some projects, research may be largely confined to the analysis of secondary data because some marketing problems may be resolved using only secondary data.

This chapter discusses the distinction between primary data, secondary data and marketing intelligence. The advantages and disadvantages of secondary data are considered, and criteria for evaluating secondary data are presented, along with a classification of secondary data. Internal secondary data are described and major sources of external secondary data, such as published materials, online and offline databases and syndicated services, are also discussed. Using secondary data in international marketing research is covered. Several ethical issues that arise in the use of secondary data are identified. The impact of the growth and development of secondary data sources on the web will also be evaluated.

To begin with, we present an example that illustrates how secondary data were used in a research design for the Virgin brand.

Real research

A 21st-century approach to brand development

As a leading global brand, Virgin has created more than 200 companies in 29 different countries. Virgin brands are independent businesses, empowered to run themselves but united by Virgin’s brand values of being fun, innovative, challenging and offering great service and value for the customer. The lack of management layers and bureaucracy creates an optimum ‘start-up’ atmosphere, backed up by the support of a wider ‘family’ of
brands operating as a community to support and challenge each other. As such, the Virgin brand can mean many things to many different people. Virgin had an intuitive feel for what this was but lacked any firm evidence of the Virgin brands supporting each other. Measuring the equity of the Virgin brand required a customised approach to assess the impact of the brand at both industry and Virgin-group level. Virgin needed a research solution that would move beyond a ‘recap’ of the brand health and provide a roadmap to increase consumer engagement, support new category entry and, ultimately, generate a tangible return for the business. With the opportunity of a new phase of research, Virgin wanted to throw away the rule book, creating a programme of brand evaluation that would help Virgin ‘join the dots’ across its family of brands and harness the voice of the consumer in a more intuitive way. The research had to balance the need for ongoing tracking and global benchmarking research, while delivering an increased understanding of the consumer. A new phase of research always generates debate, and in an organisation such as Virgin there was no shortage of ideas for moving things forward, shaking things up and challenging the status quo. A balance was required to ensure the great ideas and insights from previous work were not ignored. It was extremely important to move this phase of research forward without throwing away the ideas and insights that the brand team and wider research users had been using effectively. There were three key phases: (1) reviewing historical research (both in terms of past reports and in an engagement in the ‘stories’ that surround past research); (2) evaluating internal and external secondary data sources; and (3) in-depth interviews with Virgin executives and executives from supporting agencies. Searching for past research and secondary data beyond the Virgin brand team to agency partners presented further resources to explore. They worked through Mullen’s (a full-service integrated advertising agency, www.mullen.com) internal resources, which in turn provided access to Simmons’ (www.simmonssurvey.com) psychographic profiling and media databases. Utilising secondary data was a critical step in creating not simply a brand research review, but a dynamic brand research resource that could provide more versatile elements of brand research, which could be used directly to target Virgin customers.

### Defining primary data, secondary data and marketing intelligence

**Primary data** are data originated by a researcher for the specific purpose of addressing the problem at hand. They are individually tailored for the decision makers of organisations that pay for well-focused and exclusive support. Compared with readily available data from a variety of sources, this exclusivity can mean higher costs and a longer time frame in collecting and analysing the data.

**Secondary data** are data that have already been collected for purposes other than the problem at hand. At face value, this definition seems straightforward, especially when contrasted to the definition of primary data. However, many researchers confuse the term, or quite rightly see some overlap, with marketing intelligence.

**Marketing intelligence** can be defined as ‘qualified observations of events and developments in the marketing environment’. The use of the word ‘observations’ is presented in a wide sense to include a variety of types of data, broadly concerned with ‘environmental scanning’. In essence, though, marketing intelligence is based upon data that in many instances have been collected for purposes other than the problem at hand. To clarify this overlap in definitions, Table 4.1 compares secondary data with marketing intelligence through a variety of characteristics.
Table 4.1  A comparison of secondary data and marketing intelligence

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Secondary data</th>
<th>Marketing intelligence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Specifications and research design tend to be apparent</td>
<td>Can be poorly structured; no universal conventions of reporting</td>
</tr>
<tr>
<td>Availability</td>
<td>Tend to have regular updates</td>
<td>Irregular availability</td>
</tr>
<tr>
<td>Sources</td>
<td>Generated in-house and from organisations with research prowess</td>
<td>Generated in-house and from unofficial sources, especially through social media</td>
</tr>
<tr>
<td>Data type</td>
<td>Tend to be quantitative; many issues need qualitative interpretation</td>
<td>Tends to be qualitative; many issues difficult to validate and quantify</td>
</tr>
<tr>
<td>Source credibility</td>
<td>Tend to be from reputable and trustworthy research sources</td>
<td>Questionable credibility; can be generated from a broad spectrum of researchers and authors</td>
</tr>
<tr>
<td>Terms of reference</td>
<td>Tend to have clear definitions of what is being measured</td>
<td>Ambiguous definitions; difficult to compare over different studies</td>
</tr>
<tr>
<td>Analysis</td>
<td>Mostly conventional quantitative techniques</td>
<td>Opinion based, interpretative</td>
</tr>
<tr>
<td>Ethics</td>
<td>In-company data gathering may be covered by Data Protection Acts; externally generated data may be covered by research codes of conduct, e.g. ESOMAR</td>
<td>Some techniques may be seen as industrial espionage - though there is an ethical code produced by the Society of Competitive Intelligence Professionals</td>
</tr>
</tbody>
</table>

Note in these comparisons the repeated use of the word ‘tend’. The boundaries between the two are not absolutely rigid. As will become apparent in this chapter, there are clear criteria for evaluating the accuracy of secondary data, which tend to be of a quantitative nature. Marketing intelligence is more difficult to evaluate but this does not mean that it has less value to decision makers or researchers. Certain marketing phenomena cannot be formally measured: researchers may not be able to gain access to conduct research, or the rapid unfolding of events means that it is impracticable to conduct timely research.

Real research

Gathering marketing intelligence in China

The very nature of marketing intelligence gathering means that much of what researchers discover is often new and surprising. This is particularly true of intelligence gathering in China, where the rapid changes in the commercial landscape mean changes to commercial structures and processes, and projections, happen very quickly; an industry report can be out of date within six months. Some of the challenges that are faced in gathering marketing intelligence in China include the following:

- Access to Western internet services within China, including Facebook and Google, is restricted or blocked by China’s Golden Shield Project (often referred to by the media as the ‘Great Firewall’), which controls access to internet traffic in and out of China. Because of the scale and size of the Chinese marketplaces, China has now developed its own social media ecosystem and marketing researchers should be careful to understand the effective local sources of data (see Chapter 17 for more details).

- Protecting information is part of the culture, as is a reluctance to be the one blamed for losing information. There is little incentive for a typical purchasing or operations manager or government employee to provide information to an
Many major organisations invest huge amounts in the hardware and software needed for a systematic approach to gathering intelligence, some even engaging in the use of ‘shadow teams’. A shadow team is a small, cross-functional, boundary-spanning group that learns everything about a competitive unit. A competitive unit can be a competitor, product line, supply chain or prospective partner in a strategic alliance. The objective of a shadow team is to learn everything possible about its target through published data, personnel and network connection and organisation knowledge or hearsay. It brings together knowledge from across an organisation, so that it can think, reason and react like the competitive unit. Competitive intelligence will be discussed in more detail in the context of business-to-business marketing research in Chapter 29.

Such widespread use of intelligence in major organisations means it has a role to play in supporting decision makers, but it has many limitations, which are apparent in Table 4.1. In the development of better-founded information support, credible support can come from the creative collection and evaluation of secondary data. This requires researchers to connect and validate different data sources, ultimately leading to decision-maker support in its own right, and support of more focused primary data collection. As this chapter and Chapter 5 unfold, examples of different types of secondary data will emerge and the applications of secondary data will become apparent.

Advantages and uses of secondary data

Secondary data offer several advantages over primary data. Secondary data are easily accessible, relatively inexpensive and quickly obtained. Some secondary data sources can be accessed free of charge, but many sources do charge fees to reflect the investment made to gather, analyse and present accurate information. Nonetheless, with the availability of freely available data (of variable quality and integrity), there are suggestions that government-sourced secondary data should be freely available, as argued in the following example.
Marketers make extensive use of information that is collected by governments. In recent years the pressure has mounted for public data to be more freely available in order to stimulate innovation. Many businesses rely on accurate secondary data to make better business decisions, especially in targeting new markets. In doing this, they can draw on an array of government datasets and surveys. These data have the particular advantage of having a consistent national coverage, being relatively unbiased and created to high research standards. Examples of a number of UK-based government suppliers include:

- Office for National Statistics – especially for the Census and large-sample surveys
- Post Office – the Postcode Address File
- Ordnance Survey – grid references, map background and boundaries
- Land Registry – house prices
- Companies House – details of businesses.

Other countries have also developed an interest in the wide use of open data including France (www.data.gouv.fr), Germany (www.govdata.de) and many more, which are available via the EU Open Data portal (www.publicdata.eu). It has been argued that as public information is often collected at taxpayers’ expense, the barriers to its widespread use should be removed wherever possible. Users will have better information – a step towards the ‘perfect knowledge’ assumed in economists’ views of perfect markets.

Some secondary data, such as those provided by the National Censuses, are available on topics where it would not be feasible for a firm to collect primary data. Although it is rare for secondary data to provide all the answers to a non-routine research problem, such data can be useful in a variety of ways. Secondary data can help to:

1. Diagnose the research problem.
2. Develop an approach to the problem.
3. Develop a sampling plan.
4. Formulate an appropriate research design (e.g. by identifying the key variables to measure or understand).
5. Answer certain research questions and test some hypotheses.
6. Interpret primary data with more insight.
7. Validate qualitative research findings.

Given these advantages and uses of secondary data, we state the following general rule:

Examination of available secondary data is a prerequisite to the collection of primary data. Start with secondary data. Proceed to primary data only when the secondary data sources have been exhausted or yield marginal returns.

The rich dividends obtained by following this rule are illustrated in the example at the start of this chapter. It shows that the collection and analysis of even one relevant secondary data source can provide valuable insights. The decision maker and researcher can use the ideas generated in secondary data as a very strong foundation to primary data design and collection. However, the researcher should be cautious in using secondary data, because they have some limitations and disadvantages.
Disadvantages of secondary data

Because secondary data have been collected for purposes other than the problem at hand, their usefulness to the current problem may be limited in several important ways, including relevance and accuracy. The objectives, nature and methods used to collect the secondary data may not be appropriate to the present situation. Also, secondary data may be lacking in accuracy or may not be completely current or dependable. Before using secondary data, it is important to evaluate them according to a series of factors. These factors are discussed in more detail in the following section.

Criteria for evaluating secondary data

The quality of secondary data should be routinely evaluated, using the criteria presented in Table 4.2 and the discussion in the following sections.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Issues</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specifications and research design</td>
<td>• Data collection method</td>
<td>Data should be reliable, valid and generalisable to the problem at hand</td>
</tr>
<tr>
<td></td>
<td>• Response rate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Population definition</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Sampling method</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Sample size</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Questionnaire design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Fieldwork</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Data analysis</td>
<td></td>
</tr>
<tr>
<td>Error and accuracy</td>
<td>Examine errors in:</td>
<td>Assess accuracy by comparing data from different sources</td>
</tr>
<tr>
<td></td>
<td>• Approach</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Research design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Sampling</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Data collection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Data analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Reporting</td>
<td></td>
</tr>
<tr>
<td>Currency</td>
<td>Time lag between collection and publication; frequency of updates</td>
<td>Census data are periodically updated by syndicated firms</td>
</tr>
<tr>
<td>Objective</td>
<td>Why the data were collected</td>
<td>The objective will determine the relevance of data</td>
</tr>
<tr>
<td>Nature</td>
<td>• Definition of key variables</td>
<td>Reconfigure the data to increase their usefulness, if possible</td>
</tr>
<tr>
<td></td>
<td>• Units of measurement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Categories used</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Relationships examined</td>
<td></td>
</tr>
<tr>
<td>Dependability</td>
<td>Source:</td>
<td>Preference should be afforded to an original rather than an acquired source</td>
</tr>
<tr>
<td></td>
<td>• Expertise</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Credibility</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Reputation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Trustworthiness</td>
<td></td>
</tr>
</tbody>
</table>
Specifications: research design and how the data were collected

The specifications of the research design used to collect the data should be critically examined to identify possible sources of bias. Such design considerations include size and nature of the sample, response rate and quality, questionnaire design and administration, procedures used for fieldwork and data analysis and reporting procedures. These checks provide information on the reliability and validity (concepts developed in Chapter 13) of the data and help determine whether they can be generalised to the problem at hand. The reliability and validity can be further ascertained by an examination of the error, currency, objectives, nature and dependability associated with the secondary data.

Error: accuracy of the data

The researcher must determine whether the data are accurate enough for the purposes of the present study. Secondary data can have a number of sources of error or inaccuracy, including errors in the approach, research design, sampling, data collection, analysis and reporting stages of the project. Moreover, it is difficult to evaluate the accuracy of secondary data because the researcher did not participate in the research. One approach is to find multiple sources of data, if possible, and compare them using standard statistical procedures.

Real research

Measuring media on the internet

Gone are the days of the internet being a collection of static web pages. Now it extends across almost every platform and is intertwined with nearly every medium. TV, radio and mobile are now directly connected with the internet. Such is the change that the terms ‘TV’ and ‘radio’ are fast becoming redundant, in exchange for the terms ‘video’ and ‘audio’, as the English language evolves to keep up. The fragmentation of media has created more niche audiences than ever before; they are constantly dividing, subdividing and regrouping in many different forms at different levels on a national, even global scale. Publishers and broadcasters are now media companies with a mixed-content offering. The effects of the fragmentation of media have made it increasingly challenging for sample-based research to measure these fragmented audiences accurately. For instance, there might be 1,000 people a month who are regularly visiting a blog on gardening. These people have distinct interests and needs, and may well be a very valuable audience; however, in countries with populations of millions, these people are simply not being picked up. Publishers report their online traffic through ABCe (www.abc.org.uk; ABC is owned by the media industry and ABCe independently verifies and reports on media performance, providing trusted traffic and related data across a broad range of digital platforms). These industry-agreed standards are a step forward, as greater transparency will better inform advertisers and media agencies in their decisions when allocating advertising budgets. However, the development of the internet has brought a host of new opportunities and challenges for measuring the internet in the shape of blogs, video, audio, RSS feeds, podcasts, and so the list goes on. The TV, radio and mobile industry sectors are making positive steps to establish industry-backed measurement standards to help quantify online audiences. Broadcasters have been swift to make moves to measure video delivered over the internet. Major broadcasters have come together to form the
As the above example indicates, the accuracy of secondary data can vary. What is being measured? What rules apply to those measurements? What happens if there are rapid changes in what is being measured? With different researchers potentially measuring the ‘same’ phenomena, data obtained from different sources may not agree. In these cases, the researcher should verify the accuracy of secondary data by conducting pilot studies, or by other exploratory work that verifies the analytical framework used to arrive at certain figures. Often, by judicious questioning of those involved in compiling the figures, this can be done without much expense or effort.

**Currency: when the data were collected**

Secondary data may not be current, and the time lag between data collection and publication may be long, as is the case with many census data, which may take up to two years from collection to publication. Moreover, the data may not be updated frequently enough for the purpose of the problem at hand. Decision makers require current data; therefore, the value of secondary data is diminished as they become older. For instance, although the Census of Population data are comprehensive, they may not be applicable to major cities in which the population has changed rapidly during the last two years.

**Objective: the purpose for which the data were collected**

Data are invariably collected with some objective in mind, and a fundamental question to ask is why the data were collected in the first place. The objective for collecting data will ultimately determine the purpose for which that information is relevant and useful. Data collected with a specific objective in mind may not be appropriate in another situation. Working with our opening example, suppose that the magazine *Inside Flyer* (www.insideflyer.com) conducted a survey where the sample was made up of ‘frequent flyers’. The objective of the study could be ‘to uncover the airline characteristics consumers consider most important’. Virgin, however, may wish to target ‘business-class’ flyers and ‘to uncover perceptions related to trade-offs made in customer service–price–safety’. Even though there may be identical questions used in both surveys, the target participants may be different, the rationale for the study presented to participants will be different and, ultimately, the ‘state of mind’ that participants may be in when they come to comparable questions will be different. The *Inside Flyer* survey would be conducted for entirely different objectives from those Virgin has for its study. The findings from the *Inside Flyer* survey may not directly support decision making at Virgin, though they may help to define who Virgin should talk to and what questions it should put to them.

**Nature: the content of the data**

The nature, or content, of the data should be examined with special attention to the definition of key variables, the units of measurement, the categories used and the relationships...
examined. If the key variables have not been defined, or are defined in a manner inconsistent with the researcher’s definition, then the usefulness of the data is limited. Consider, for example, secondary data on consumer preferences for TV programmes. To use this information, it is important to know how preference for programmes was defined. Was it defined in terms of the programme watched most often, the one considered most needed, most enjoyable, most informative, or the programme of greatest service to the community?

Likewise, secondary data may be measured in units that may not be appropriate for the current problem. For example, income may be measured by individual, family, household or spending unit and could be gross or net after taxes and deductions. Income may be classified into categories that are different from research needs. If the researcher is interested in high-income consumers with gross annual household incomes of over €120,000, secondary data about those with income categories of less than €20,000, €20,001–50,000, €50,001–75,000 and more than €75,000 will not be of much use. Determining the measurement of variables such as income may be a complex task, requiring the wording of the definition of ‘income’ to be precise. Finally, the relationships examined should be taken into account in evaluating the nature of data. If, for example, actual behaviour is of interest, then data inferring behaviour from self-reported attitudinal information may have limited usefulness. Sometimes it is possible to reconfigure the available data – for example, to convert the units of measurement – so that the resulting data are more useful to the problem at hand.

**Dependability: how dependable are the data?**

An overall indication of the dependability of data may be obtained by examining the expertise, credibility, reputation and trustworthiness of the source. This information can be obtained by checking with others who have used the information provided by the source. Data published to promote sales, to advance specific interests, or to carry on propaganda should be viewed with suspicion. The same may be said of data published anonymously or in a form that attempts to hide the details of the data collection research design and process. It is also pertinent to examine whether the secondary data came from an original source (one that generated the data), or an acquired source (one that procured the data from an original source and published them in a different context). Generally, secondary data should be secured from an original rather than an acquired source. There are at least two reasons for this rule: first, an original source is the one that specifies the details of the data collection research design; and, second, an original source is likely to be more accurate and complete than a surrogate source.

**Classification of secondary data**

Figure 4.1 presents a classification of secondary data. Secondary data may be classified as either internal or external. **Internal data** are those generated within the organisation for which the research is being conducted. An example of this source of data for any marketing decision maker and researcher is the corporate revenue ledger at individual transaction level. Analyses of who is buying and the different ways that these customers may be classified or segmented, what they bought, how frequently and the monetary value of their purchases, can give a basic level of understanding customer buying behaviour. With a number of years of transaction data, the life-stages of customer segments can be better understood and how customers have reacted to an array of marketing activities. One of the main problems that researchers face with accessing and analysing transaction data is ‘corporate territorialism’, i.e. the attitude that each department should only be concerned with the operational data it needs for the business to run on a day-to-day basis.9 (Given the growth and significance of this element of marketing decision support, secondary data generated from internal sources will be examined in more detail in Chapter 5.)
External data, on the other hand, are those generated by sources outside the organisation. These data may exist in the form of published material, online databases, or information made available by syndicated services. Externally generated secondary data may be more difficult to access, more expensive and more difficult to evaluate for accuracy, in comparison with internal secondary data. These factors mean that, before collecting external secondary data, it is vital to gather, analyse and interpret any readily available internal secondary data and intelligence.

### Published external secondary sources

Sources of published external secondary data include local authorities, regional and national governments, the EU, non-profit organisations (e.g. Chambers of Commerce), trade associations and professional organisations, commercial publishers, investment brokerage firms and professional marketing research firms. In fact, such a quantity of data is available that the researcher can be overwhelmed. Therefore, it is important to classify published sources (see Figure 4.2). Published external sources may be broadly classified as general business data or government data. General business sources comprise guides, directories, indexes and statistical data. Government sources may be broadly categorised as census data and other publications. These data types are discussed further, with specific sources used as examples.

### General business sources

Businesses publish a lot of information in the form of books, periodicals, journals, newspapers, magazines, reports and trade literature. Although some information may be in hard copy, an increasingly large volume of information is now available through databases that can be easily accessed online. Sources are also available to identify statistical data.

1 Guides. Guides are an excellent source of standard or recurring information. A guide may help identify other important sources of directories, trade associations and trade publications,
so guides are one of the first sources a researcher should consult when commencing research. Libraries, whether these be public, at universities or within businesses, will have a guide to classify the resources they hold. Within library holdings will be databases such as WARC (www.warc.com), which compiles industry-based data and commentary to support marketers, communications and research professionals. Commercial guides can be used to assist decision makers or researchers to uncover current issues and sources regarding individual industries or countries. An example of one of these would be the Datamonitor guides (search for ‘guides’ on www.datamonitor.com). Another example is the @BRINT guide to business technology management and knowledge management sites with editorial comments (www.brint.com).

2 Directories. Directories are helpful for identifying individuals or organisations that collect specific data. Examples of directories used by researchers are the Hollis directories that support the industries of sponsorship and public relations (www.hollis-sponsorship.com; www.hollis-pr.com).

**Hollis-PR.com**

For more than 40 years Hollis has been the public relations world’s major information provider, publishing the market-leading directories, such as *Hollis UK PR Annual, Hollis Europe* and *Hollis-PR*.

Hollis-PR.com is a gateway to PR information requirements. It has a search engine that enables researchers to:

- Find a PR consultancy – to find the ideal agency partner.
- Source an in-house PR contact – through subscription – with access to 7,788 in-house PR contacts.
- Locate a specialist service – a free supplier search to locate specialist support.
- Search for a UK media contact – through subscription – with access to a UK media database for newspapers, magazines and broadcast media.
Another example is Europages, a reference business directory in Europe, which classifies 23 million companies in 35 European countries, in 26 languages (www.europages.com). Other directories worth exploring include www.bizeurope.com and ESOMAR’s Directory of Research Organisations (http://directory.esomar.org).

3 Non-governmental statistical data. Business research often involves compiling statistical data reflecting market or industry factors. A historic perspective of industry participation and growth rates can provide a context for market-share analysis. Market statistics related to population demographics, purchasing levels, TV viewership and product usage are some of the types of non-governmental statistics available from secondary sources. As well as any published commentary presented in these resources, further statistical analyses and graphical manipulations can be performed on these data to draw important insights. Examples of non-governmental statistical data include trade associations such as the Swedish Tourism Trade Association (www.sverigeturism.se). The Swedish Information ‘Smorgasbord’ is a large single source of information in English on Sweden, Swedish provinces, nature, culture, lifestyle, society and industry. Other examples include Euromonitor (www.euromonitor.com), which publishes monthly market research journals covering a great breadth of industries and countries across the world. Keynote (www.keynote.co.uk) produces reports focusing on European markets, built upon a combination of primary data collection and other secondary data sources.

The United Nations provides an example of an organisation with a Statistics Division that provides a wide range of statistical outputs on a global basis (http://unstats.un.org). The Statistics Division produces printed publications of statistics and statistical methods in the fields of international merchandise trade, national accounts, demography and population, social indicators, gender, industry, energy, environment, human settlements and disability. The Statistics Division also produces general statistical compendiums, including the Statistical Yearbook and World Statistics Pocketbook.

Government sources

European governments and the EU also produce large amounts of secondary data. Each European country has its own statistical office, which produces lists of the publications available (and the costs involved). Examples of national statistical offices include the Centraal Bureau voor de Statistiek Nederlands (www.cbs.nl), Danmarks Statistik (www.dst.dk), the Federal Statistical Office of Germany (www.destatis.de), the French Institut National de la Statistique et des Études Economiques (www.insee.fr) and the British Office for National Statistics (www.statistics.gov.uk). All of these links allow you to examine quickly the array of publications that they produce. Their publications may be divided into census data and other publications.

1 Census data. Most European countries produce either catalogues or newsletters that describe the array of census publications available and the plans for any forthcoming census. In the UK, for example, www.ons.gov.uk/ons/guide-method/census/2011/index.html contains the latest information about the 2011 Census in England and Wales. Census Marketing in Britain can supply unpublished data from the 1961, 1971, 1981, 1991 and 2001 Censuses in the form of Small Area Statistics (SAS). SAS are available for standard census areas within England and Wales, such as counties, local government districts, London boroughs, wards, civil parishes and enumeration districts. Maps can also be purchased to complement the data.

Census data can be kept in electronic format, allowing them to be analysed and presented in a variety of formats at a detailed geographical level. Given the long periods between the national censuses and the amount of change that can occur in these periods, other data sources are used to maintain an up-to-date picture of specific regions.

2 Other government publications. In addition to the censuses, national statistical offices collect and publish a great deal of statistical data. As well as general population censuses, national statistical offices produce an array of nationally relevant statistics. The value of
these may lie in evaluating and describing markets and operating environments and the challenges and opportunities these hold. The British Office for National Statistics covers areas that include: agriculture and environment; children, education and skills; crime and justice; the economy; government; health and social care; the labour market; people and places; the population; and travel and transport. Business and energy statistics may be viewed at www.statistics.gov.uk/hub/business-energy/.

Examples of reports from the British Office for National Statistics include Social Trends, drawing together social and economic data from a wide range of government departments and other organisations. This report provides a comprehensive guide to British society today, and how it has been changing.

**Real research**

*UK citizens rate health care relatively highly compared with the rest of the EU*

An established reference source, Social Trends, draws together social and economic data from a wide range of government departments and other organisations; it paints a broad picture of British society today, and how it has been changing. There are 13 chapters, each focusing on a different social policy area, described in tables, figures and text: population; households and families; education and training; labour market; income and wealth; expenditure; health; social protection; crime and justice; housing; environment; transport; and lifestyles and social participation. The zip file provides links to Excel spreadsheets that contain the data for each table, figure and map. An example of the output is encapsulated in the following extract from Social Trends News Release:

**Date:** 11 November 2010  **Coverage:** United Kingdom  **Theme:** Social and Welfare

UK men born in 2007 could expect to live 1.6 years longer than the ‘average man’ in the EU-27, according to a report published today by the Office for National Statistics. However, women could expect to live 0.3 years less than the EU-27 average for females. The International comparisons chapter of Social Trends also shows that in 2007 life expectancy for UK women stood at 81.9 years at birth (82.2 for EU-27) compared with 77.7 years for men (76.1 for EU-27).

In the EU, statistics and opinion polls are published by the Statistical Office of the European Community in a series called Eurostat (http://europa.eu; http://europa.eu/documentation/statistics-polls). Tables normally contain figures for individual member states of the EU, plus totals for all countries. Eurostat divides its publications into themes, which are:

- General and regional statistics
- Economy and finance
- Population and social conditions
- Industry trade and services
- Agriculture and fisheries
- External trade
- Transport
- Environment and energy
- Science and technology.

It also produces general titles, which include the Eurostat Regional Yearbook, The EU in the World – A Statistical Portrait, Europe in Figures – Eurostat Yearbook and Key Figures on European Business.
To examine any of the national statistics offices in Europe and Global Regions, visit the United Nations Economic Commission for Europe website (www.unece.org/stats/links.html) and follow the country links. There are also links to many other important organisations with relevant statistics, such as the European Central Bank (www.ecb.int) and the International Monetary Fund (www.imf.org).

**Classification of online databases**

A major category of secondary data is available in the form of browsable online databases. From the 1980s to date, the number of databases, as well as the vendors providing these services, has grown enormously. Browsable online databases offer a number of advantages over printed data, including:

1. The data can be current, up to date and even ‘live’.
2. The search process is more comprehensive, quicker and simpler. Online vendors can provide ready access to hundreds of databases. Moreover, this information can be accessed instantaneously, and the search process is simplified as the vendors provide uniform search protocols and commands for accessing the database.
3. The cost of accessing these is relatively low, because of the accuracy of searching for the right data, and the speed of location and transfer of data.
4. It is convenient to access these data using many forms of working online, including mobile devices.

Although online database information can be helpful, it is not necessarily free. It is vital to consider what costs are incurred in generating, presenting and updating quality and dependable information databases. The number of database vendors and the breadth of subjects covered can be vast and confusing, especially at the commencement of a project. Thus a classification of online databases is helpful.

**Classification of online databases**

Online databases may be classified as bibliographic, numeric, full text, directory or special-purpose databases, as shown in Figure 4.3.
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Bibliographic databases are composed of citations to articles in journals, magazines, newspapers, marketing research studies, technical reports, government documents and the like. They often provide summaries or abstracts of the material cited. The IMRI database is a good example of this. It includes over 50,000 abstracts of market research reports and sources (including journals, databases, audits, published surveys, etc.). This is a comprehensive directory of marketing research agencies, publishers and associations in over 100 countries. Besides country listings, agencies appear in regions (e.g. Asia), specialist fields (e.g. quantitative) and market sectors (e.g. healthcare and pharmaceutical). The IMRI database is hosted on Datastar, Thompson/Dialog’s collection of information databases (www.dialog.com).

Numeric databases contain numerical and statistical information. For example, some numeric databases provide time-series data about the economy and specific industries. The earlier examples of census-based numeric databases using data over a series of censuses provide an example of a numeric database. The Experian MOSAIC database is a good example of a numeric database (www.experian.co.uk/marketing-services/). Experian data include business and consumer demographics and classifications, mapping, economic forecasts and statistics, local area data and retail and business information. This numeric database is delivered in a range of formats, including databases, reports and products, such as Experian’s Mosaic consumer classification.

Full-text databases contain the complete text of the source documents held in the database. They usually have the ability to conduct advanced searches for topics, authors, phrases, words and interconnections between these. Examples include Emerald Insight (www.emeraldinsight.com) and the Gale Newspaper Database (www.gale.cengage.com). Emerald is an independent publisher of global research with an impact in business, society, public policy and education. Its database provides access to more than 68,000 articles, some dating back as far as 1898. It has backfiles of over 120 business and management titles in one unified platform and access to 217 business and management e-journals. The Gale Newspaper Database indexes and provides full-text articles – for example, in the UK from the Financial Times, The Guardian, the Independent, the Independent on Sunday, The Observer, The Times and The Sunday Times. The Gale database is a global resource so is worth accessing for any specific country or region. The Gale Directory of Databases is published every six months. Volume 1 covers online databases and Volume 2 covers CD-ROMs and other offline databases.

Directory databases provide information on individuals, organisations and services. EuropeanDirectories (www.europeandirectories.com) is an example of a directory database. European Directories is a pan-European local search-and-lead generation company. It provides local search services to help customers find, evaluate and connect with local businesses across multiple media, including print, online and mobile. It can help advertisers ensure they have a strong presence wherever consumers might be searching for local businesses. Another example is the Directory of Open Access Journals (www.doaj.org). This online directory covers free, full-text, quality-controlled scientific and scholarly journals.

Finally, there are special-purpose databases. A good example of a special-purpose database is the fashion-trend forecasting service WGSN (www.wgsn.com). WGSN is a leading online trend-analysis and research service, providing creative and marketing intelligence for the apparel, style, design and retail industries. Its data support all business functions, including design, production, manufacturing, purchasing, merchandising, marketing, product development and general management. WGSN has a 12-year archive, with more than 5 million images and 650,000 pages of information.

In addition, virtually all libraries of major universities maintain special-purpose databases of research activities that reflect the distinct specialisms of that university. Beyond the internally generated, special-purpose databases, university libraries and reference libraries maintain online databases with instructions relating to what may be accessed and how it may be accessed. Another library source worth examining for online sources is the European Commission’s ‘Libraries’ site (http://europa.eu). The site, which is multilingual, is distributed by the EUROPA server, the portal site of the EU. It provides up-to-date coverage of European affairs and essential information on European integration. Users can access the websites of each of the EU institutions.
In addition to published data, or data available in the form of online databases, syndicated sources constitute the other major source of external secondary data. Syndicated sources, also referred to as syndicated services, are companies that collect and sell common pools of data designed to serve information needs shared by a number of clients. These data are not collected with a focus on a specific marketing problem, but the data and reports supplied to client companies can be personalised to fit specific needs. For example, reports could be organised based on the clients’ sales territories or product lines. Using syndicated services is frequently less expensive than commissioning tailored primary data collection. Figure 4.4 presents a classification of syndicated sources. Syndicated sources can be classified based on the unit of measurement (households and consumers or institutions). Household and consumer data may be obtained from surveys, purchase and media panels, or electronic scanner services. Information obtained through surveys consists of values and lifestyles, advertising evaluation, or general information related to preferences, purchase, consumption and other aspects of behaviour. Diary panels can focus upon information on purchases or media consumption, as illustrated in the following example.

Electronic scanner services might provide scanner data only, scanner data linked to panels, or scanner data linked to panels and (cable) TV. When institutions are the unit of measurement, the data may be obtained from retailers, wholesalers or industrial firms. An overview of the various syndicated sources is given in Table 4.3. Each of these sources will be discussed.
In a technology-enabled world, where online news aggregation is common, mobile internet is a reality and social networking is mainstream, how do people consume news? A Taylor Nelson Sofres (TNS) (www.tnsglobal.com) syndicated study researched news consumption by addressing the intersections between the platforms (conventional platforms, from newspapers and TV to radio and news websites, as well as word-of-mouth channels), news brands, content and news consumers that constitute the news world. The study delivered to multiple clients a detailed understanding of the role and place of news in the lives of consumers. It provided evidence of the complex nature of news gathering, revealing how a news story first sparks interest, to where further information is sourced, both online and offline, to flesh out a story, through to the impact each platform and brand has on conveying facts, forming opinion and encouraging the sharing of opinion with others – thus extending the life cycle of the story and starting the news cycle afresh. The study relied on an innovative qualitative methodology, inspired by ethnography and made possible by technology, which allowed the observation and probing of research participants in any product category. Over the course of 10 days, participants recorded all their contact with news, noting what they consumed, what stories attracted them and why, the platforms and brands they used and how they followed up and passed on the news. They were able to post links, photos, videos and comments throughout the day. TNS monitored their journeys, observing the participants’ routines and their thoughts and feelings as the news unfolded. This intensive process produced a rich record of news consumption and a valuable multimedia repository of information to review. In a follow-up stage, TNS met the participants in person in small groups, to talk through their diaries and explore themes thrown up by the online journeys; what caught their attention and why; the role of news in their lives, patterns of consumption and the relationship between platforms. Using mapping exercises, personification and other projective techniques, participants were asked about their perceptions of media brands and their relative positions, as well as about their expectation for the future of news consumption. Most participants were extremely engaged and committed, were compliant, doing all that was asked of them, and were unconstrained by the method. Some posted very personal contributions and had to be reminded that their contributions would be seen by others. As expected, there were also some poor contributors; some missed their daily updates, failed to upload photos and videos, were short on detail in their diary entries and provided little explanation. Participants could choose to say what they wanted about themselves as no one could check. However, TNS’s research did have a mechanism for accountability, because the participants knew they would meet TNS face to face at the end of the diary period.
<table>
<thead>
<tr>
<th>Type</th>
<th>Characteristics</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Uses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surveys</td>
<td>Surveys conducted at regular intervals</td>
<td>Most flexible way of obtaining data; information on underlying motives</td>
<td>Interviewer errors; participant errors; response-rate challenges</td>
<td>Market segmentation, advertising-theme selection and advertising effectiveness</td>
</tr>
<tr>
<td>Purchase panels</td>
<td>Households provide specific information regularly over an extended period of time; participants asked to record specific behaviour as it occurs</td>
<td>Recorded purchase behaviour can be linked to the demographic/psychographic characteristics</td>
<td>Lack of representativeness; response bias; maturation</td>
<td>Forecasting sales, market share and trends; establishing consumer profiles, brand loyalty and switching; evaluating test markets, advertising and distribution</td>
</tr>
<tr>
<td>Media panels</td>
<td>Electronic devices automatically recording behaviour, supplemented by a diary</td>
<td>Same as purchase panels</td>
<td>Same as purchase panels</td>
<td>Establishing advertising; selecting media programme or air time; establishing viewer profiles</td>
</tr>
<tr>
<td>Scanner volume-tracking data</td>
<td>Household purchases recorded through electronic scanners in supermarkets</td>
<td>Data reflect actual purchases; timely data, less expensive</td>
<td>Data may not be representative; errors in recording purchases; difficult to link purchases to elements of marketing mix other than price</td>
<td>Price tracking, modelling effectiveness of in-store promotions</td>
</tr>
<tr>
<td>Scanner panels with cable TV</td>
<td>Scanner panels of households that subscribe to cable TV</td>
<td>Data reflect actual purchases; sample control; ability to link panel data to household characteristics</td>
<td>Data may not be representative; quality of data limited</td>
<td>Promotional mix analyses, copy testing, new-product testing, positioning</td>
</tr>
<tr>
<td>Audit services</td>
<td>Verification of product movement by examining physical records or performing inventory analysis</td>
<td>Relatively precise information at retail and wholesale levels</td>
<td>Coverage may be incomplete; matching of data on competitive activity may be difficult</td>
<td>Measurement of consumer sales and market share; competitive activity; analysing distribution patterns; tracking of new products</td>
</tr>
<tr>
<td>Industrial product syndicated services</td>
<td>Data banks on industrial establishments created through direct enquiries of companies, clipping services and corporate reports</td>
<td>Important source of information in industrial firms; particularly useful in initial phases of research projects</td>
<td>Data can be lacking in terms of content, quantity and quality, i.e. this equates more with business and competitor intelligence services</td>
<td>Determining market potential by geographical area; defining sales territories; allocating advertising budget</td>
</tr>
</tbody>
</table>
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Syndicated data from households

**Surveys**

Many marketing research companies offer syndicated services by conducting surveys and omnibus surveys. As with any survey, the process involves interviews with a large number of participants using a pre-designed questionnaire. (Survey design and the relative advantages and disadvantages of different survey types will be discussed in detail in Chapter 10.) The distinction made here is that rather than designing a survey for the specific needs of a client company, the syndicated survey is designed for a number of client companies. The needs of sometimes quite a disparate array of client companies can be met by a syndicated survey. The key benefits of the syndicated survey lie in combining the resources of a number of clients to craft a survey of high quality and the economies of scale this may bring to individual clients. The downside may be that not all the information needs of an individual client may be met, and additional primary data may need to be collected. One of the most prolific forms of syndicated survey is the omnibus survey. The distinction of the omnibus survey compared with ad hoc surveys is that they target particular types of participants, such as those in certain geographical locations – e.g. Luxembourg residents, or customers of particular types of product, e.g. business air travellers. With that target group of participants, a core set of questions can be asked, with other questions added as syndicate members wish.

**Clients speak their minds about UK advertising agencies**

Marketers rarely miss an opportunity to tell advertising agencies what they think of them. So there were few refusals to participate in a study of clients' views on the UK communications industry. Conducted on behalf of the Institute of Practitioners in Advertising (www.ipa.co.uk), a section of Ipsos MORI's (www.ipsos-mori.com) ongoing omnibus survey, Captains of Industry, asked a key question: 'Were advertising and communications agencies good at supplying advice on intangible asset creation?' The sample comprised 99 boardroom executives selected from a universe that included (1) the UK's top 500 companies by market capitalisation; (2) the top 500 by turnover; and (3) the top 100 by capital employed. In answer to that key question, 64% replied 'Yes - they did consider advertising and communications agencies as good at supplying advice on intangible asset creation.' Other perceptions of advertising and communications agencies included: '26% indicated that advertising and communications agencies were good at supplying advice on organic growth creation whilst 37% indicated that they were poor at this'. Among those participants that make use of advertising and communications agencies (84), 55% rated the quality of management at the main marketing and communications agency they used as above average. In response to the survey, IPA President Moray Maclellan commented:

> The IPA and its members lead the way in championing effectiveness, which made it doubly appropriate to measure progress in our boardroom agenda. The data threw down a challenge to the industry regarding its reputation for generating organic growth.

With a defined target group of participants, a core set of questions can be asked, with other questions added as syndicate members wish. Other syndicate members can ‘jump on the omnibus’ and buy the answers to all the questionnaire responses, or to specific questions.
of their choice. Surveys and omnibus surveys may be broadly classified, based on their content, as psychographics and lifestyles, advertising evaluation, or general surveys.

1 Psychographics and lifestyles. Psychographics refers to the psychological profiles of individuals and to psychologically based measures of lifestyle. Lifestyles refers to the distinctive modes of living of a society or some of its segments. Together, these measures are generally referred to as activities, interests and opinions. Companies may wish to buy syndicated data that describe the lifestyles of consumers, as this can help them to understand further the characteristics of their existing and, especially, potential customers. A good example of a marketing research agency that works upon the measurement and marketing applications of lifestyles can be found at the Natural Marketing Institute (www.nmisolutions.com).

2 Advertising evaluation. The purpose of using surveys to evaluate advertising is to assess the effectiveness of advertising that may be delivered through print, broadcast, online, outdoors and social media. A good example of a marketing research agency specialising in advertising evaluation is Harvey Research (http://harveyresearch.co.uk). Evaluation of effectiveness is critical to all forms of advertising. Companies that communicate to target consumers wish to understand the impact of their advertisements and thus the return on their advertising investment. Companies that sell advertising space and services wish to demonstrate that their medium will have the best impact on particular consumers. The sums involved in planning, creating and delivering effective advertising mean that research has long played a part in supporting advertising decisions, and surveys continue to play a major role in that evaluation process. The subject of advertising research has a long history and very large literature base, with strong academic and practitioner viewpoints. A few examples may illustrate the complexity and value of advertising research. TV advertisements can be evaluated using either the recruited audience method or the in-home viewing method. In the former method, participants are recruited and brought to a central viewing facility, such as a theatre or mobile viewing laboratory. The participants view the advertisements and provide data regarding their knowledge, attitudes and preferences related to the product being advertised and the advertisement itself. In the in-home viewing method, participants evaluate advertisements at home in their normal viewing environment. New advertisements can be pre-tested at the network level or in local markets distributed via DVDs. A survey of viewers is then conducted to assess the effectiveness of the advertisements.

One of the main contemporary challenges in measuring the impact of advertising is in isolating a specific medium, as illustrated in the following example. This example shows that creative research designs can be used to isolate and measure the impact of a single communications medium.

Real research

It can be measured

Radio Ad Effectiveness Lab (RAEL, www.radioadlab.org) was founded in 2001 and is dedicated to providing research about how radio advertising works. One of its first studies was dedicated to the return on investment (ROI) on radio advertising. With the help of Millward Brown (www.millwardbrown.com) and Information Resources Symphony (IRI www.symphonyiri.com) and four adventurous advertisers, RAEL created a ‘real-world’ test. RAEL used IRI’s BehaviorScan Targetable TV test market capabilities to control the delivery of TV advertisements household by household, while simultaneously using test and control markets to deliver or not deliver radio advertising. This involved a six-month test of actual advertising campaigns for multiple advertisers. RAEL created four matching test cells: one with no local radio or national TV advertising; one with only the national TV ads; one with only an equivalent weight of local radio advertising;
3 General surveys. Syndicated surveys are also conducted for a variety of other purposes, including examination of purchase and consumption behaviour. Because a variety of data can be obtained, survey data have numerous uses. They can be used for market segmentation, as with psychographic and lifestyle data, and for establishing consumer profiles. Surveys are also useful for determining product image, measurement and positioning, and conducting price perception analysis.

Purchase and media panels

About a fifth of all research budgets is spent on panels in their various formats, among the largest investors in this format in Europe being Switzerland at 38%, Germany at 34% and the Netherlands at 31%. Panels were discussed in Chapter 3 in the context of longitudinal research designs. Panels are samples of participants who provide specified information at regular intervals over an extended period of time. These participants may be organisations, households or individuals, although household panels are most common. The distinguishing feature of panels is that the participants record specific behaviours as they occur. Previously, behaviour was recorded in a handwritten diary, and the diary returned to the research organisation every one to four weeks. Panel diaries have been gradually replaced by electronic diaries and blog diaries. Now, most panels are online, and consumption and media behaviour is recorded electronically, either entered online by the participants or recorded automatically by electronic devices.

In media panels, electronic devices automatically record viewing behaviour, thus supplementing a diary. Media panels yield information helpful for establishing advertising rates by radio and TV networks, selecting appropriate programming and profiling viewer or listener subgroups. Advertisers, media planners and buyers find panel information particularly useful. Another media vehicle that competes heavily for advertising budgets is the internet. The following example illustrates how TNS use media panels to understand the likelihood of viewers responding to advertisements.

Real research

Targeting ad responders

The Skyview panel, conceived and developed by BSkyB (www.sky.com) and TNS (www.tnsglobal.com), comprises 33,000 Sky households, from which detailed second-by-second TV viewing data covering all TV channels is collected via a set-top box. Of these homes, 6,000 are also members of Worldpanel, the service operated by TNS, which provides details on each household’s purchasing of grocery products on a continuous basis. Sky Media (www.skymedia.co.uk) is the media sales arm of BSkyB and it wanted to use
Purchase panels

Purchase panels provide information useful for forecasting sales, estimating market shares, assessing brand loyalty and brand-switching behaviour, establishing profiles of specific user groups, measuring promotional effectiveness and conducting controlled store tests.

Compared with sample surveys (see Chapter 10), panels offer certain distinct advantages. Panels can provide longitudinal data (data can be obtained from the same participants repeatedly). They enable specific types of consumer to be targeted for study, relatively quicker than generating a bespoke sample. People who are willing to serve on panels may be more motivated to engage in a particular study and thus provide more and higher-quality data than one-off sample participants. In purchase panels, information is recorded at the time of purchase, eliminating recall errors. If information is recorded by electronic devices, it is generally more accurate as it eliminates recall errors.

The disadvantages of panels include lack of representativeness, maturation and response biases. This problem is further compounded by refusal to respond and attrition of panel members. Over time, maturation sets in, and the panel members should be replaced. Response biases may occur, since simply being on the panel may alter behaviour. There has been much debate on the challenges of creating representative and/or probability-based samples, with some researchers claiming that panels are an unsustainable research method. (Due to the seriousness of this latter claim, the ‘scientific rigour’ of panels is further explored in Chapters 14 and 15.) In spite of these disadvantages, purchase panels are extensively used in marketing research, and the following example illustrates how they can effectively support decision makers.

Real research

SCI INTAGE – A Japanese nationwide retail panel survey

In 1960, a time when Japan was fast developing into a consumer market, Marketing Intelligence Corporation (MiC), the forerunner of INTAGE Inc., was established as Japan’s first true comprehensive marketing research organisation. The fledgling firm’s first businesses were SDI (nationwide drug-store panel research) and custom research. In 1964 the company launched SCI, a nationwide household consumer panel research...
Secondary data collection and analysis

Chapter 4

Electronic scanner services

The following example illustrates the nature and value of electronic scanner services, as undertaken by A.C. Nielsen, Worldwide Consumer Panel Services (http://uk.nielsen.com). A.C. Nielsen’s Panel Services operates in 27 countries, based on consumer purchase information from over 210,000 households. Another major global research company worth examining with expertise in panel services and electronic scanning is Kantar (www.kantarworldpanel.com).

 SCI was based upon a sample of 12,008 two- or more member households. Data from this study were extensively used by Japanese retailers and the following example shows how SCI supported decision makers. One-day-only sales and short-term discount promotions were often run by Japanese retailers. Such price changes entailed costly operational and stock control complexities. Why did they change prices at short intervals despite the drawbacks? The situation had its basis in the unique characteristics of the purchasing behaviour of Japan’s consumers. According to SCI data on housewife purchasing behaviour, even when shopping for perishable foods is excluded, housewives shopped at supermarkets 2.5 times per week. Japanese housewives on average shopped at 4.7 supermarkets and 13.3 stores across all SCI channels during the course of a year. What these data revealed was that Japan’s consumers shopped every few days and at different stores rather than always shopping at the same stores. For this reason, retailers wanted to offer novel experiences to attract customers to their stores on as many shopping occasions as possible. They did not wish to continue discounting of a single product for a full week, but rather to rotate products frequently to be discounted for short periods of time.

Real research

A.C. Nielsen Worldwide Consumer Panel Services

A.C. Nielsen Homescan was launched in 1989, the first continuous consumer panel in Europe to use in-home bar code scanners to collect data. The panel is regionally and demographically balanced to represent the household population and captures consumer package goods purchases brought back into the home, including variable weight and non-bar-coded fresh products. Each household provides daily information on its purchases of consumer goods for in-home use. Collected on a continuous basis, it is possible to measure the ongoing changes and interactions of households’ purchasing behaviour across all grocery and fresh-food products. Homescan incorporates both descriptive and diagnostic information. Consumer panel data provide information on purchaser attributes, purchase behaviour, market penetration, share of category requirements, brand loyalty, brand switching and parallel consumption, plus a wide range of other powerful analytics. The database provides insights into why consumers behave the way they do. Subscribers can get answers to questions specific to their brand, such as: How many households purchased a product on a trial basis? Did they return later to purchase again? What did buyers purchase before a marketing campaign; what did they purchase subsequently? Where did buyers of a brand come from? What else do buyers purchase? Where else do buyers shop? How store-loyal are shoppers? What is the demographic composition of buyers? How do lifestyles and attitudes impact upon purchasing behaviour?
Although information provided by surveys and purchase and media panels is useful, electronic scanner services have continued to deliver great value to decision makers. (The role of scanned data as a foundation to developing sophisticated consumer databases is developed further in Chapter 5.) In this chapter we examine scanned data as a distinct source of syndicated data. **Scanner data** relates to retail data collected by bar codes at electronic checkouts. This code is then linked to the current price held on the computer and used to prepare a sales slip. Information printed on the sales slip includes descriptions as well as prices of all items purchased. Checkout scanners have revolutionised packaged goods marketing research.

Three types of scanner data are available: **volume-tracking data**, **scanner panels** and **scanner panels with cable TV**. Volume-tracking data provide information on purchases by brand, size, price and flavour or formulation. This information is collected nationally from a sample of supermarkets (rather than individual supermarkets tracking their customers’ purchases using loyalty cards) with electronic scanners. In scanner panels, each household member is given an ID card. Panel members present their ID card at the checkout counter each time they shop. The checker scans their ID and each item of that customer’s order. The information is stored by day of week and time of day.

Scanner panels with cable TV combine panels with new technologies growing out of the cable TV industry. Households on these panels subscribe to one of the cable or TV systems in their market. By means of a cable TV ‘split’, the researcher targets different advertisements into the homes of the panel members. For example, half the households may see test advertisement A during the 6 pm newscast while the other half see test advertisement B. These panels allow researchers to conduct fairly controlled experiments in a relatively natural environment. It is possible to combine store-level scanner data with scanner panel data to do integrated analyses of consumer behaviour. This was illustrated with the earlier *Real Research* example of the Skyview panel developed by BSkyB and TNS. The following example illustrates how panel and scanning organisations such as Nielsen are striving to make this work.

---

**Real research**

**From fragmentation to integration**

Paul Donato is Executive Vice President and Chief Research Officer for The Nielsen Company (www.nielsen.com). His responsibilities include integrating all research functions within The Nielsen Company, overseeing the development and evaluation of all research and serving as Nielsen’s research liaison to clients and industry associations. In describing Nielsen’s drive to integrate more of its data he illustrated this through NielsenConnect:

*The concept of Connect is based on the fact that there are limits to how much you can ask any one person within a survey. That makes a strong case for integrating various databases with our people-meter panel (http://www.agbnielsen.net). We do this via a hub, where we take homes from the people-meter panel and for two years collect other media usage data from these homes. To start with, we put a Niesen/NetRatings meter in these panel households, but in the long term we may also measure other media. One of our visions is to measure internet usage in as many TV people-meter homes as we can. We have done some tests and we know that people react to internet measurement differently and we estimate that realistically only 30–40% of people-meter households will sign up for internet measurement as well. Our plan is to grow the number of TV panel households to around 37,000, which should yield approximately 12–13,000 TV plus online panel homes onto which the balance of the 130,000-strong Nielsen/NetRatings panel. Importantly, for internet measurement advertisers they will benefit from the large 130,000 sample, which enables them to evaluate smaller, more specialist sites.*
Scanner data are useful for a variety of purposes. National volume-tracking data can be used for tracking sales, prices and distribution, for modelling and for analysing early warning signals. Scanner panels with cable TV can be used for testing new products, repositioning products, analysing promotional mixes and making advertising decisions, including budget, copy and media and pricing. These panels provide researchers with a unique controlled environment for the manipulation of marketing variables.

Real research

GfK BEHAVIORSCAN

GfK BEHAVIORSCAN tests advertising spots in a random sample of the test households. Because of the capability to split these into test and control groups, a range of different budgets or campaigns can be tested and compared. The comparability of test and control groups is achieved by ‘matching’, a mathematical optimisation program. Comparability is based on socio-demographic factors, purchasing behaviour in the category and, as far as the product is established, on the test product. GfK BEHAVIORSCAN can test the entire marketing mix of a product in a real environment controlled by members of the GfK team to produce results at the level of a complete household panel. It can help answer important questions such as: How many trial buyers do I gain? How satisfied are the customers? Which product variants and which packet size sell best? How do TV advertisements work? How profitable is the invested advertisement budget? How profitable are campaigns, mail shots, vouchers and in-home samples? What market share will I achieve with my new product? Which competitor does it attack and who will lose out?

Scanner data have an obvious advantage over surveys and panels: they reflect purchasing behaviour that is not subject to interviewing, recording, memory or expert biases. The record of purchases obtained by scanners is complete and unbiased by price sensitivity, because the panellist is not required to be particularly conscious of price levels and changes. Another advantage is that in-store variables such as pricing, promotions and displays are part of the dataset. The data are also likely to be current and can be obtained quickly. Finally, scanner panels with cable TV provide a highly controlled testing environment.

A major weakness of scanner data can be a lack of representativeness. National volume-tracking data may not be projectable onto the total population. Not all purchases are scanned in the manner of large supermarkets. Many types of retail and wholesale outlets, which consumers may physically or virtually shop at, may well be excluded. Scanner data provide product and media behavioural and sales information, but they do not provide information on underlying attitudes and preferences and the reasons for specific choices.

Syndicated data from institutions

Retail audits

As Figure 4.4 shows, syndicated data are available from retailers as well as industrial firms. A retail audit is a regular survey that monitors sales of products via a sample of retail outlets. Retail audit data allow decision makers to analyse their product structure, pricing and distribution policy, and their position in relation to their competition.

The most popular means of obtaining data from retailers is an audit. This is a formal examination and verification of product movement carried out by examining physical records or analysing inventory. Retailers who participate in the audit receive basic reports and cash payments from the audit service, but the main beneficiary is the brand owner who wishes to monitor the...
sales of the brand through many retail outlets. Audit data focus on the products or services sold through the outlets or the characteristics of the outlets themselves.

The uses of retail audit data include: (1) determining the size of the total market and the distribution of sales by type of outlet, region or city; (2) assessing brand shares and competitive activity; (3) identifying shelf-space allocation and inventory problems; (4) analysing distribution problems; (5) developing sales potentials and forecasts; and (6) developing and monitoring promotional allocations based on sales volume. Thus, audit data can be particularly helpful in understanding and developing the environmental context, should further stages of research need to be administered.

Audits provide relatively accurate information on the movement of many different products. Furthermore, this information can be broken down by a number of important variables, such as brand, type of outlet and size of market. Audits may have limited coverage; not all categories of particular products or brands are necessarily included. In addition, audit information may not be timely or current, particularly compared with scanner data. At one time, there could be a two-month gap between the completion of the audit cycle and the publication of reports. Another disadvantage is that, unlike scanner data, audit data cannot be linked to consumer characteristics. In fact, there may even be a problem in relating audit data to advertising expenditures and other marketing efforts. Some of these limitations are overcome in online audit panels. GfK (www.gfk.com/solutions/point-of-sales-tracking/point-of-sales-tracking/) performs online tracking in over 80 countries and covers markets such as tourism, optics and fashion. The following example illustrates the nature and value of its work for fashion brands.

**Real research**

**GfK FashionLife**

GfK FashionLife offers market figures and the fast, fact-based delivery of detailed information to allow companies to steer their performance accordingly. The power to benchmark products and markets allows fashion companies to maintain a firm grip on insights by channel. Reporting includes information on sales volume, sales value and average prices, and forms the basis for a continuous service for both retailers and suppliers within the fashion industry. Reports are available from top-level aggregation down to single-product level, and are customisable according to individual client needs. Delivery is on a monthly or weekly basis. Fashion products tracked by GfK FashionLife include: watches, luggage, jewellery, clothing and shoes, leisure and home textiles. GfK pitches the benefits of its online retail audit for fashion businesses as: fast weekly data directly from retailers; high levels of granularity in reporting; a basis for decisions on product assortments and ranges; a platform for understanding performance against competitors and the impact price has on market share; additional information to help target advertising and promotional activities; and help in maximising stock efficiency.

**Industry services**

These provide syndicated data about industrial firms, businesses and other institutions. Examples of these services include Datamonitor, Bureau Van Dijk and Dun and Bradstreet. Datamonitor (www.datamonitor.com) is a provider of global business information delivering data, analysis and opinion across the automotive, consumer packaged-goods,
energy and sustainability, financial services, logistics, pharmaceutical and health care, retail, sourcing, technology and telecoms industries. It supports over 6,000 of the world’s leading companies in strategic and operational decision making. Its market intelligence products and services are delivered online. Bureau Van Dijk (www.bvdinfo.com) provides a range of company information products that are co-published with many renowned information providers. Its product range includes databases of company information and marketing intelligence for individual countries, regions and worldwide. Its global database, Orbis, combines information from around 100 sources and covers nearly 65 million companies. It also provides e-publishing solutions, based on open and flexible platforms, and offers features such as search, secure delivery, e-commerce, rendering systems and hosting. Clients include publishers of books, scientific, technical and medical journals, news, directories and reference guides. Dun and Bradstreet (www.dnb.com, but also look for specific countries, e.g. Netherlands, http://dbnetherlands.dnb.com) has a global commercial database that contains more than 151 million business records. Through the D&B Worldwide Network clients gain access to perhaps the world’s largest global commercial business information database. D&B has global data coverage on business records in over 190 countries. To help ensure the accuracy and completeness of its information, D&B uses sophisticated data-collection tools and updates the database over 1.5 million times a day.

Information provided by industrial services is useful for sales management decisions, including identifying potential target markets, defining territories and measuring market potential by geographical areas. It can also support communications decisions such as targeting prospects, allocating communications budgets, selecting media and measuring communications effectiveness. Given the rich competitive intelligence available, these sources of information are also useful for segmentation and positioning decisions. Industry services represent an important contextual source of support in defining the environmental context for management decisions and any subsequent bespoke marketing research. They are particularly valuable for researchers who aim to measure and understand the networks and relationships of industrial firms (to be addressed in more detail in Chapter 28).

Summary

In contrast to primary data, which originate with the researcher for the specific purpose of the problem at hand, secondary data and marketing intelligence are data originally collected for other purposes. Secondary data can be obtained quickly and are relatively inexpensive, though not free, especially for accurate, high-quality data. Secondary data have limitations, and should be carefully evaluated to determine their appropriateness for the problem at hand. The evaluation criteria consist of specifications, error, currency, objectivity, nature and dependability.

A wealth of information exists in the organisation for which the research is being conducted. This information constitutes internal secondary data. External data are generated by sources outside the organisation. These data exist in the form of published (printed) material, online and offline databases, or information made available by syndicated services. Published external sources may be broadly classified as general business data or government data. General business sources comprise guides, directories, indexes and statistical data. Government sources may be broadly categorised as census data and other data. Online databases may be online or offline. Both online and offline databases may be further classified as bibliographic, numeric, full-text, directory or specialised databases.
Syndicated sources are companies that collect and sell common pools of data designed to serve a number of clients. Syndicated sources can be classified based on the unit of measurement (households and consumers or institutions). Household and consumer data may be obtained via surveys, purchase or media panels, or electronic scanner services. When institutions are the unit of measurement, the data may be obtained from retailers or industrial units. It is desirable to combine information obtained from different secondary sources.

Several specialised sources of secondary data are useful for conducting international marketing research. The evaluation of secondary data becomes even more critical, however, because the usefulness and accuracy of these data can vary widely. Ethical dilemmas that can arise include the unnecessary collection of primary data, the use of only secondary data when primary data are needed, the use of secondary data that are not applicable and the use of secondary data that have been gathered through morally questionable means. The growth of online sources of externally generated secondary data has exerted demands upon researchers to be able to access, integrate and interpret these data. The emergence of social media research techniques has generated not only new research techniques, but also new forms of data that could raise questions about what constitutes ‘secondary data’ and ‘marketing intelligence’.

Questions

1. What are the differences between primary data, secondary data and marketing intelligence?
2. What are the relative advantages and disadvantages of secondary data?
3. At what stages of the marketing research process can secondary data be used?
4. Why is it important to locate and analyse secondary data before progressing to primary data?
5. How may secondary data be used to validate qualitative research findings?
6. What is the difference between internal and external secondary data?
7. How can intranets help in the location and dissemination of secondary data?
8. By what criteria may secondary data be evaluated?
9. What criteria would you look for when examining the design and specifications of secondary data? Why is it important to examine these criteria?
10. To what extent should you use a secondary data source if you cannot see any explicit objectives attached to that research?
11. If you had two sources of secondary data for a project, the first being dependable but out of date, the second not dependable but up to date, which would you prefer?
12. Evaluate the desirability of using multiple sources of secondary data and intelligence.
13. List and describe the main types of syndicated sources of secondary data.
14. Explain what an online panel is, giving examples of different types of panel. What are the advantages and disadvantages of online panels?
15. What is an audit? Describe the uses, advantages and disadvantages of audits.
Exercises

1. Select an industry of your choice. Using secondary sources, obtain industry sales figures and the sales of the major firms in that industry for the past year. Estimate the market shares of each major firm. From another source where this work may have already been completed, e.g. Mintel, compare and contrast the estimates:
   a. To what extent do they agree?
   b. If there are differences in the estimates, what may account for these differences?

2. Select an industry of your choice. Write a report on the potential growth in that industry and the factors that are driving that growth. Use both secondary data and intelligence sources to build your case.

3. Using your library’s online databases, search through secondary data sources to gather data on the use of celebrities in the promotion of fashion brands. You are conducting a marketing research project to determine the effectiveness of celebrity endorsements in Louis Vuitton Moet Hennessy (www.lvmh.com). What secondary data sources have you found to be the most useful? As a marketing director at LVMH, how would you use secondary data that describe celebrity endorsement investments to determine whether you should continue to use celebrities in LVMH advertising campaigns?

4. Visit the Eurostat website (ec.europa.eu/eurostat/web/links/) and follow a link to the national statistics office in a country of your choice. Write a report about the secondary data available from this office that would be useful to a national housing developer for the purpose of formulating its marketing strategy.

5. In a small group, discuss the following issues: ‘What are the significance and limitations of government census data for researchers?’ and ‘Given the growing array of alternative data sources that describe characteristics of individuals and households in a country, would it be a disaster for researchers if formal government censuses were scrapped?’

Notes


research’, *Journal of the Academy of Marketing Science* 30 (2) (Spring 2002), 172.


The research industry needs to evolve in order to weather the digital storm of change that threatens to engulf it.¹
Objectives

After reading this chapter, you should be able to:

1. describe the nature and purpose of researchers utilising internal sources of secondary data;
2. appreciate how different types of company databases have developed into powerful means to understand customer behaviour;
3. understand how geodemographic information systems can help in integrating and displaying customer data;
4. understand how customer relationship systems can capture and model customer data and thus support marketing research;
5. understand how web analytics can capture and model customer data and thus support marketing research;
6. appreciate how different sources of customer data and marketing research can build up behavioural and attitudinal profiles of target markets;
7. appreciate the challenges of international data capture issues;
8. understand the ethical problems of having individual consumer data held on databases;
9. appreciate how different technological developments have increased the breadth of internally generated secondary data.

Overview

This chapter covers a topic that would have only merited a few paragraphs as recently as 20 years ago, when internal secondary data searches would have been part of primary data collection. The cost and difficulty of collecting internal secondary data, compared to primary data, would have mitigated the potential advantages of these data sources. What has changed? In one word – technology. The growth in the use of internet-enabled services in managing customers, together with the widespread adoption of mobile internet-enabled devices such as smartphones and tablets, has led to an exponential increase in the volume of data available. This increase, combined with the corresponding reduction in the cost of data analysis, has been labelled ‘big data’. These changes have shaped the expectations of decision makers in terms of the information they can rely on to help them make timely and effective decisions. Due to the perceived cost-effectiveness of these new internal data-collection techniques, the pressure has been increased for primary data-collection techniques to justify a return on investment. The growth in secondary data is not without problems. Management expectations are often misplaced, as the growth in data collection far exceeds the ability to successfully analyse the data. There are also issues over access, as internal data, particularly in the case of analytics, may still end up being controlled by a third party.

This chapter describes how use of internal secondary data, including analytics and databases, has grown to make major impacts upon how decision makers are supported. We start the chapter with examples of the use of databases, how they can directly support decision making, but also support the implementation of marketing research. We then move onto internal data-collection techniques that make use of unstructured data, particularly those based around the collection of analytics, and discuss the growing popularity of the concept of ‘big data’.

Databases generated within companies or bought in from specialist sources are often viewed as a tool to generate direct sales and target promotion activities. However, internally generated customer databases are also a secondary data source of immense value to researchers. The first example illustrates how a customer database in the form of a customer relationship system (CRM) was used to support the development of online surveys. The second example illustrates how a customer database was interrogated and enhanced with the use of geodemographic data in order to develop more refined descriptions of customer segments and to model behaviour.
Real research

Creation of a pan-European online customer panel for Nintendo

Nintendo wished to develop a platform to integrate online customer surveys with data stored in its CRM system. Globalpark (www.globalpark.com) worked in close cooperation with Nintendo to develop a workflow that networked its existing CRM system with Globalpark survey software. As a result, almost 1 million registered Nintendo customers could be managed and surveyed with its EFS (Enterprise Feedback System) Panel. An interface in the EFS Panel made it possible to extract samples from the customer database according to specific criteria, such as socio-demographic features. The master data could be used to identify suitable participants for a specific survey. Collected data from the survey were then fed back into the integrated system. The entire survey process, from the development of the survey, the recruitment of participants from the Nintendo CRM system and the invitation via email, to field control and the delivery of rewards at the end of the survey, could be coordinated using the EFS Panel. This process allowed Nintendo to conduct online product tests, customer satisfaction analyses, communications campaigns and ad hoc marketing research projects.

Real research

Geodemographics at Boden

Boden (www.boden.co.uk) is renowned for catalogue-based retailing of high-quality women’s, men’s and children’s clothing. Starting in 1991, Johnnie Boden delivered his first catalogue with only eight menswear pieces. Boden now sends out over 20 million catalogues per annum, and 500 employees jointly share responsibility for shipping more than 4,000 orders per day. Boden identified a requirement to gain better insight into its growing customer base and purchased smartFOCUS (www.smartfocus.com) Intelligent Marketing Analysis solutions. This enabled better customer segmentation, with an increase in specific customer cells for targeting from 20 to 80 individual segments. Boden used the smartFOCUS analysis and visualisation, data mining and campaign-planning solutions to enhance its understanding of the 2.2 million people on its database. ‘Propensity to buy’ information, discovered through smartFOCUS, indicated that the womenswear range was delivering faster growth than other ranges; specifically, menswear buyers had a higher lapse rate and were more likely to buy every other year. This type of customer knowledge helped Boden plan more accurately and to forecast more effectively. Its purchase of MOSAIC geodemographic data (www.experian.co.uk/business-strategies) to enhance the Boden customer view enabled even more sophisticated segmentation analyses. Boden improved response rates by profiling profitable customers and identifying groups of prospects with similar profiles for specifically targeted marketing promotions. In addition, improved product transaction history enabled models to be built, ensuring that customer retention was maximised. The awareness and usage of this technology within Boden was also developing, with even the clothing designers requesting profile information on customers to create a better picture of their target audience. Designers wanted to ensure that more of their products met customer expectations.

There is no doubt that the database analyses in these opening examples acted (or could act) as an excellent foundation for marketing research design in deciding who to research and what issues to focus upon. The growth and impact of these sources mean that an examination of the opportunities and challenges inherent in internally generated secondary data is vital; the
practice of marketing research cannot be independent or ‘siloe’d’. There are arguments that the perceived value of ‘traditional research’ and methods based upon reported attitudes and behaviour are eroding. A key factor in this erosion is that consumer data are now more abundant and automated. For example, web analytics provides masses of behavioural data on what consumers are looking for, what they do on a website, how they got there and, critically, whether they did what was wanted of them (e.g. buying a product). This behavioural data can carry more weight with decision makers, since what someone actually does could be considered more reliable than what they say, think, feel or plan to do. Similarly, online feedback and internally managed customer relationship management surveys are providing customer insight without necessarily involving marketing research in order to gather it. Some of the challenges and opportunities generated by the growth of internally generated data are encapsulated in the views of three leading research practitioners in the following example.

**Real research**

**The enlightened researcher**

Colin Shearer, of SPSS (www.ibm.com/software/analytics/spss):

*I think in the future we will see a reassessment of where marketing research and related disciplines sit within an organisation. Historically, marketing research has been kept separate from things like CRM and marketing. There is a move to use the same techniques used to conduct surveys to collect feedback information from customers and act on it. The term that has been coined for this is ‘Enterprise Feedback Management’. It uses the same tools and techniques as marketing research, but in a different way, so it needs to be reconciled with traditional marketing research as supplied by agencies.*

Jim Spaeth, of the New York agency Sequent Partners (www.sequentpartners.com):

*I think marketing research will continue to evolve. The ‘digitalisation’ of almost everything, and the creation of continuous data streams, not for research but to run the business, will continue to change the nature of data collection from ad hoc to continuous. Analytic techniques will be validated through their empirical relationship with important business outcomes, all measured through the same enterprise data stream. Our emphasis will continue to move from data collection to data analysis and onto business decision support.*

Clare Bruce, CEO of the Consumer Insight Agency Nunwood (www.nunwood.com):

*There has been a stampede to use web technologies to collect data more quickly. We are using it to analyse data and devolve insight into our clients’ organisations. We also collect data online, but all our research and development from the technology point of view has been focused on enabling clients to disseminate insight more quickly and effectively. Our market analytics division takes the data and provides clients with a more in-depth, more strategic view on how the data can help, and more and more they are being asked to undertake implementation programmes so clients don’t just want answers to the questions, and insight, which is another layer on the raw data: they actually want us to tell them how to use it and guide their implementation.*

The views in the above example illustrate not only the impact of new technologies and systems upon marketing research, but also the expectations of decision makers as to what marketing research should do to support them. The phenomenal growth in internally generated secondary data and the means to analyse, interpret and action these data have brought about much reflection and consternation within the marketing research industry (as discussed...
in Chapter 1). The nature, value and challenges of internally generated secondary data have been hotly debated over recent years but this is not a new phenomenon. To reflect upon the roots of such debates it is worth examining what internal secondary data are.

**Internal secondary data**

Data held within an organisation for some purpose other than a research problem at hand.

**Operational data**

Data generated about an organisation's customers, through day-to-day transactions.

Chapter 4 described the nature, purpose and value of secondary data to researchers. A vital source of secondary data comes from within organisations that commission marketing research, namely **internal secondary data**. These data are generally seen as being drawn from **operational data**, i.e. data that represent the daily activities, transactions and enquiries of a business.

Daily transactions may be held in different departments, such as sales, accounts or human resources, and stored in different manners. The use of operational data has presented opportunities to researchers for as long as businesses have been recording their daily transactions. Even in the days of transactions being recorded manually, it has been invaluable for researchers to track down different sources of data and analyse them. The value of such data at all stages of the marketing research process means that locating and analysing internal sources of secondary data should be the starting point in any research project. The main reasons are that they are invaluable in defining the nature of a marketing decision problem and in defining who should be questioned or observed, and the nature of questions and observations to be directed at these individuals. These reasons are fundamental to the quality, action orientation and perceived value of marketing research. In addition, as these data have already been collected, there are no additional data-collection costs, there should be fewer access problems (though individual managers may make access difficult for personal or political reasons) and the quality of the data should be easier to establish (in comparison with externally generated data).

Most organisations have a wealth of in-house information, even if they are not marketing or customer focused, so some data may be readily available. For example, imagine a shoe manufacturer that has traditionally sold shoes to retailers, such as Grenson (www.grenson.com/uk/). It creates invoices for all its sales to these business accounts. Its accounts department handles this process and maintains the data that it generates. Yet, there exists much consumer behaviour data in these invoices. Examples of analysis include:

- What products do customers buy?
- Which customers buy the most products?
- Which customers repeat purchases?
- Which customers are more active when there are special offers?
- Where are these customers located?
- Which customers are the most loyal?
- Which customers are the most profitable?
- Seasonal patterns of purchasing behaviour by product types and customer types.

Grenson has also developed e-business capabilities, with a website that enables it to sell its shoes directly to consumers. In such an instance Grenson would have the ability (perhaps for the first time if it has not previously invested in marketing research) to understand the above characteristics of the final consumers of its products, rather than characteristics of the retailer intermediaries. Beyond transactional data, there may also be data that relate to promotional activities such as spending on advertising, trade fairs, sponsorship deals or personal selling. It is not unusual for large organisations to have a multiplicity of different data sources, e.g. sales orders, customer relationship management, assets, stock, distribution, advertising, marketing and accounting. Each of these operational data systems may have its own databases but there is no guarantee that these systems and databases are linked. Thus the researcher may be faced with many discrete and/or integrated internal data sources from which characteristics of
customers, their past behaviour and potential behaviour may be discerned. The norm for many companies is to integrate formally the data about their customers and invest in developing and maintaining a customer database.

The customer database can be used to design and deliver marketing activities and strategies, and the response from these activities is fed back to improve and update it. Databases support techniques such as segmentation analysis, which at one time was developed from data gathered from relatively small samples collected at considerable expense. With a customer database, insights can be developed from larger samples obtained at almost no marginal cost as the data usually were gathered in the course of normal business operations.8 The increasing use of store or loyalty cards has seen a major growth in the generation of these kinds of data. Such an example of a customer database is illustrated in the following example.

The essence of the Auchan Consumer Zoom example is that the scanned data of products sold in Auchan stores are linked to known customers: the system links customer identification to product usage. Any promotional offers, competitive activity, new-product offerings, discounts or where to locate a new store, to name but a few marketing activities, can be analysed and related to classifications of customer. This example also illustrates one of the most prolific devices designed to capture customer behaviour data, i.e. the storecard or loyalty card.

The loyalty card is the device that supermarkets, pharmacists, department stores, petrol stations and even whole shopping centres and towns have developed in order to link customer characteristics to actual product purchases.

The loyalty card may be offered to customers as they make a purchase in a store. Basic customer data can be gathered as customers normally complete an application form, which may include their name and address, demographic details, household details, media usage...
and even some lifestyle characteristics. Once customers use their loyalty cards, the products they have purchased are scanned and a link can be made through the ‘swiped’ card to their characteristics, which can then be related to the scanned data of their product purchases. In return, the customers earn ‘points’ for their total spend and may earn additional points for buying particular products.

From the researchers’ perspective, many benefits also accrue from the internally generated secondary data from a loyalty card and product scanning system. The following list summarises the benefits to the researcher:

1. **Profiles of customers can be built up.** The types of individual who are being attracted to a store, particular types of products and responses to different types of promotion can be monitored. The returns and contributions made by particular types of customer can be measured. Profiles of the ‘ideal’ customer type can be built up, and plans developed to attract potential customers based upon these profiles.

2. **One big laboratory.** Experimental methods will be described in Chapter 11, but, in essence, the monitoring of customers, markets and interrelated marketing mix activities allows for many causal inferences to be established. For example, what is the effect, and upon whom, of raising the price of Häagen-Dazs ice cream by 10%? What is the effect of placing a coupon code to give a discount on after-sun lotion, placed via a Facebook brand page?

3. **Refining the marketing process.** With a series of responses to planned marketing activities, statistical models of consumer response can be built with associated probabilities of a particular outcome. Likewise, models of the consumers over their lifetimes can be built. Again, statistical models can be built with associated probabilities of particular types of product being bought at different stages of a consumer’s life.

4. **Developing a clear understanding of ‘gaps’ in the knowledge of consumers.** The scanner and loyalty card electronically observe behaviour but do not encapsulate attitudinal data. The nature and levels of satisfaction, what is perceived as good-quality service, or what image is associated with a particular brand, are examples of attitudinal data. The use of the database helps to identify target populations to measure and the attitudinal data that need to be collected. In all, there can be a much greater clarity in the nature of primary marketing research that tackles attitudinal issues.

5. **Linking behavioural and attitudinal data.** If attitudinal data are elicited from consumers, the data gathered can be analysed in their own right. It is possible, however, to link the gathered data back to the behavioural data in the database. The term ‘fusing’ the data from different sources is used. The key to fusing lies in identifying individual participants so that one large dataset is built up. The notion of fusing together databases and survey data from different sources is at the heart of building a strong understanding of both the behaviour and motivation of consumers.

The iterative knowledge gained from consumer interactions means that new targeted offerings can be formulated, and the nature of the customers’ response can be recorded. Researchers and decision makers can model and learn much about customers’ behaviour from transaction data. They should also be able to see the gaps in their knowledge of the current and potential customers. The awareness of these gaps in knowledge can be the foundation of well-designed and actionable marketing research. In the development of good research designs, the customer database can be seen as a vital resource to the researcher when conducting internal secondary data searches. The idea of accessing a customer database represents a clear opportunity for researchers, but such a resource may not be singular and can be integrated with many other databases and systems. There are a whole array of different means to capture electronically customer transaction behaviour and even potential customers through their search for information to buy services and products.
It is beyond the scope of this chapter to describe and evaluate fully the array of technologies, e-business methodologies and touchpoints with consumers that are impacting contemporary business. Many of these systems and technologies can be integrated, and so pulling apart all these touchpoints with consumers represents a major task. We will, therefore, concentrate on four major subject areas where internally generated data can be integrated with marketing research to produce greater consumer and marketing insights. A summary of how these can be integrated with marketing research will then be presented to illustrate the power of measuring and understanding consumers in different and integrated manners. The main areas are geodemographic data analyses, customer relationship management (CRM) systems, big data and web analytics.

**Geodemographic data analyses**

Insight gleaned from databases, as illustrated in the preceding section, can emerge from the linking of different data sources from operational data that relate to customers. The ability to create those links and to display analyses graphically has long been achieved with the use of a geodemographic information system (GIS). At a base level, a GIS is a business tool that matches geographic information with demographic information, allowing analyses to be presented on thematic maps. This base can be built upon with data from customer databases, databases from other sources and survey data. The combined data again can be presented on maps and in conventional statistical tables. Though the creation of geodemographic information systems comes from a variety of externally generated data sources, they have been instrumental in empowering decision makers to make sense of their internally generated secondary data – namely, customer databases. The earliest forms of GISs were developed in the early 1980s and were immediately a great success – not only in their ability to integrate a disparate array of data sources, but also their ability to display analyses in a very clear and engaging manner.

The geographic dimension of where consumers live is vital as a base to the system. Growing up and living in different geographical locations can have an effect upon what consumers buy and the nature of their lifestyles. Look at the huge diversity of consumers around Europe! It is easy to see differences in consumers and their spending habits, between countries and regions within countries, between cities and towns and areas within a town, and even between different sides of a street. Differences can be seen between geographical locations that affect the lifestyle of residents, the array of products and services they buy, their ability to buy different types of products and services and their hopes, fears and aspirations. The founding premise of a GIS is that the type of property a consumer lives in says much about the consumer’s lifestyle and consumption patterns. For example, consumers living in small, one-bedroom flats over shops in a city centre will tend to have very different lifestyles and consumption patterns from those living in large, detached, rural properties. Consumers in different property types have different propensities or probabilities of buying particular goods and services and of undertaking activities that make up their lifestyle. They also have different propensities to use and be exposed to different types of media.

From a marketing decision-making perspective, geography can be pivotal in strategic thinking. Knowing where one’s consumers are located affects the means and costs of distribution. For example, should a new retail outlet be built and, if so, in which city and then in which part of that city? Which customers will have to pass our competitors in order to get to us? What features and facilities should the outlet have? The location of consumers also affects the means to communicate with them. Are consumers dispersed over a wide area or tightly clustered together? Do they read the same type of newspaper or magazine? Do they watch the same TV programmes or films at the cinema? Do they prefer to spend more time on Facebook or YouTube? The following example of the charity Sense Scotland shows how the organisation used geodemographic analyses to generate a greater depth of understanding their donors.
One of the major factors that have seen decision makers engage with geodemographics are the maps and other graphical devices used to present data analyses. Such data analyses can be used to portray a huge variety of consumer characteristics and essential differences between target consumers. A map can identify all properties in a country (or even countries), all roads, shopping centres and major facilities in towns and cities. Data related to where consumers live and shop can be easily portrayed on these maps. The data typically originate from a number of internal and external sources and have the common feature of being able to relate to a specific postcode or zip code. Examples of such a system are those produced by CACI (www.caci.co.uk) and Experian Mosaic (www.experian.co.uk/business-strategies).

The CACI system has been well established in the UK for many years, giving detailed analyses of specific locations and specific industry types, such as telecommunications, retailing and finance. Experian Mosaic is also well established in the UK but has also developed systems specifically tailored for a number of countries throughout the world. The sources and details of data available in each of the above countries differ, as does the legislation that determines what can be stored and analysed on databases. Typically for each country, statistics can be gathered and used to develop individual GISs based upon census data, postal address files, electoral registers, consumer credit data, directories of company directors, mail-order purchase records, car registrations and data on access to retail outlets.

From the data collected, the purpose is to classify consumers on a geodemographic basis. Experian defines a geodemographic classification as follows:

**Geodemographic classification**

This groups consumers together based on the types of neighbourhood in which they live. If sets of neighbourhoods are similar across a wide range of demographic measures, they may also offer similar potential across most products, brands, services and media.

With the variables chosen for a particular country, i.e. the types of data that are available to build a GIS, cluster analyses are performed (Chapter 25 details the nature and purpose of cluster analysis). These analyses help to create consumer classifications, based upon the types of property the consumers live in and the propensity of consumers to have certain lifestyles.

---

**Real research**

**Connecting to the ‘Captains of Industry’ – Sense Scotland**

Sense Scotland (www.sensescotland.org.uk) is a significant service-providing organisation that is engaged in policy development for children and adults with complex support needs because of deafblindness or sensory impairment, learning disability or physical disability. As part of an ongoing process of profiling and analysing its donor database, Sense Scotland commissioned CCR Data (www.ccr.co.uk) to find out about the types of donors who had previously been asked to convert from a home money box to a direct debit payment for donations. CCR analysed Sense Scotland’s donor database using Experian’s Mosaic Scotland consumer classification. This allowed CCR to assess Sense Scotland’s previous performance with individual donor segments and its performance related to Mosaic Scotland groups. For example, Mosaic Scotland Type A01 ‘Captains of Industry’ made up 6.67% of the donors who had been asked to convert. This type of consumer, the wealthiest in Scotland, made up only 1.92% of the population, which revealed that the original method of targeting donors had worked well. Further analysis showed that each person who had converted from the ‘Captains of Industry’ group had given 22% more than the average donor in regular gifts. Using Sense Scotland’s donor database and Mosaic data, CCR was able to refine further the process of analysing donor profiles and behaviour prediction. Following this analysis, Sense Scotland made the decision to develop a completely new form of profiling the donors on its database.
and behave in particular manners. The analyses ensure that each of the descriptions used is reasonably homogeneous in terms of demographic measurements and consumer behaviour. As well as being able to discriminate and describe distinctive groups of consumers, the analyses produce ‘pictures’ of consumers that are meaningful to marketing decision makers.

Experian has also produced ‘Mosaic Global’ (www.experian.co.uk/business-strategies/mosaic-global) as a consistent segmentation system that covers over 380 million of the world’s households. It is based on the proposition that the world’s cities share common patterns of residential segregation. Each country has its ghettos of ‘Metropolitan Strugglers’, suburbs of ‘Career and Family’, and communities of ‘Sophisticated Singles’. In terms of their values and lifestyles, each type of neighbourhood can display strong similarities in whichever country it is found. Using local data from 25 countries and clustering methods, Experian has identified 10 types of residential neighbourhood, each with a distinctive set of values, motivations and consumer preferences, which can be found in each of the countries. Mosaic Global uses the data from the national Mosaic classification systems for the following countries: Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Finland, France, Germany, Greece, Hong Kong, Israel, Ireland, Italy, Japan, The Netherlands, New Zealand, Norway, Romania, Singapore, Spain, Sweden, Switzerland, the UK and the USA.

The resulting analyses have produced a classification of 10 main consumer types. The example below describes characteristics of the Mosaic Global group labelled as ‘Sophisticated Singles’.

With a GIS, it is possible to pinpoint where the ‘Sophisticated Singles’ are in any of the countries analysed, whether they are clustered in particular regions or cities, or whether they are dispersed. If one were to dig deeper within each country, there would be clear differences in the proportions of these groups between cities and regions. From these classifications and the data that can be added from other internal databases, models of behaviour can be developed for consumers in markets across the world. The profile of customers that a company has can be compared with national, regional or city profiles. Data that are captured on customer databases can be mapped out. For example, ING Bank NV can map out which customers have responded to an offer to take out a personal loan at a discounted rate, as well as building up a profile of those who respond. In addition to customer behaviour from an organisation’s customer database being added to the GIS, survey data can also be added. The key that would link the survey to the customer database may be either a named customer or a postcode. The following cases illustrate how geodemographic data from both Experian Mosaic and CACI have been integrated with marketing research techniques. In the first case study, Experian’s Mosaic was used to create more valid and reliable sampling frames for international surveys and more detailed analyses of target markets. In the second study, CACI’s GIS was used after stages of qualitative interviewing and telephone interviewing were conducted.

**Real research**

‘**Sophisticated Singles**’

‘Sophisticated Singles’ contains young people, mostly single and well educated, who positively enjoy the variety and stimulation afforded by life in large cities. Typically international in their outlook and with a rich network of personal contacts, they are quick to explore and adopt new social and political attitudes and are important agents of innovation, in terms of both lifestyles and the adoption of consumer products. Most are at the stage of their lives when the development of ‘human’ capital, i.e. skills, contacts and knowledge, continues to take precedence over the maximisation of their incomes or indeed the accumulation of financial assets. Much of their income is spent on ‘experiences’, such as entertainment, eating out, travel, books and magazines, rather than on equipment. They exhibit a variety of household arrangements and typically marry and have children later in their lives. Such people gravitate towards the smarter downtown areas of major cities, where they spend short periods of time living in small, rented apartments.
Research Now and Mosaic

Research Now (www.researchnow.com) specialise in managing access panels across the globe and international online fieldwork for both business-to-consumer and business-to-business relationships. It has combined the details of its 2 million panel members with Experian’s multi-country analysis (www.experian.co.uk/business-strategies). Mosaic classifies 1 billion consumers across 25 countries, covering Europe, the Americas and Asia-Pacific. The partnership enables international researchers to improve the design of their surveys through detailed sample definitions and selection, being able to monitor and manage sample quotas during fieldwork. With more detailed profiles of consumers available through this link, individual clients can have specific market-segment specifications applied to their study, which can be applied to survey findings in data analyses and tables.

Segmentation of the baby milk market

The formula milk market has an unusual feature in that the vast majority of women will have given negligible thought to the product prior to becoming pregnant, and, because of the intent and encouragement to breastfeed, relatively little even during their pregnancy. When the time comes to buy the product, mothers are confronted with a bewildering choice of brands, milk types, pack and product formats and sizes. Somehow, they have to make a decision on what is best for their baby and for themselves. SMA (www.smanutrition.co.uk) wanted to ensure that they were providing products, formats and communications that were in tune with mothers’ complex needs. SMA established that a segmentation study was needed and thus established a cross-functional team of marketing, marketing research and sales personnel from SMA, researchers from Leapfrog (www.leapfrogresearch.co.uk) and management consultants. The first phase was to conduct qualitative research to deepen the understanding of mothers and their attitudes and behaviour, particularly in respect of feeding patterns and choices. Leapfrog ran 38 paired in-depth interviews across the UK and Ireland that included first-time and subsequent mothers. The qualitative research produced a wealth of data on mothers, their influences and decision processes and also theories on market segmentation, which needed quantitative validation and refinement. The second phase was to conduct telephone interviews of first-time pregnant women, first-time mothers and subsequent mothers. A key factor in the choice of telephone interviewing was the need for a very wide geographical dispersion so as to enable subsequent geodemographic modelling. The sampling frame used to contact participants was built from four sources: a commercial mailing list, the customer base of a leading retailer, callers to the SMA careline and the SMA Mums’ Network. The telephone interviews covered full details of feeding behaviour and the influences on every decision made (e.g. the switch from a first milk to a milk
In this example, the organisation did not previously have a clear means to measure and understand its existing or potential customers. There was a distinct role and integration of qualitative and quantitative research that helped it to characterise its target markets. Geodemographic analyses helped the organisation to refine its profiles of target markets and get a sense of the potential markets and, with its research data, to understand what would be needed to turn prospective customers into actual customers. Having used geodemographics in this study, SMA could subsequently map out and form graphical representations of customers' behaviour, their attitudes and their levels of satisfaction; there is much that could be achieved in representing characteristics of how SMA customers relate to its brand. Of note also in this example is how the data and analyses of customers were used as a foundation for the CRM programme.

We continue by examining the nature and impact of (CRM) tools that have emerged from the database marketing and geodemographics industries. Remember that the customer data generated in the following evaluation of CRM systems can be mapped out using GISs.

In this example, the organisation did not previously have a clear means to measure and understand its existing or potential customers. There was a distinct role and integration of qualitative and quantitative research that helped it to characterise its target markets. Geodemographic analyses helped the organisation to refine its profiles of target markets and get a sense of the potential markets and, with its research data, to understand what would be needed to turn prospective customers into actual customers. Having used geodemographics in this study, SMA could subsequently map out and form graphical representations of customers' behaviour, their attitudes and their levels of satisfaction; there is much that could be achieved in representing characteristics of how SMA customers relate to its brand. Of note also in this example is how the data and analyses of customers were used as a foundation for the CRM programme. The whole project also helped management consultants design a model for SMA, allowing the business to understand the core dynamics of the feeding experience by key stages in babies’ development. This was the first time that SMA’s market share data was based upon the number of customers (penetration figures) using infant formula, rather than volume and value sales. SMA experienced record levels of women joining their CRM programme and has seen more first-time bottle-feeding mothers than ever using the SMA brand, as measured by TNS (www.tnsglobal.com).

Customer relationship management

The foundation of customer relationship management (CRM) is to analyse and target the ‘right people’ with the ‘right offers’, aiming to understand profitability trends at the individual customer level, to know who to target, why and with what. Marketing decision makers continue to realise the benefits of analysing customer data held within operational databases within their organisations. This realisation and the technological developments in collecting, analysing and presenting insight in customer-generated data have developed into the concept and practice of CRM. CRM definitions can vary, but in essence the concept can be seen as:

The processes involved in the identification of profitable customers and/or customer groups and the cultivation of relationships with these customers. The aim of such processes is to build customer loyalty, raise retention rates and therefore increase profitability.
The growth of CRM has emerged from the use and subsequent integration of various direct marketing channels (direct mail, telemarketing) and the rise of e-business, e-communication and the increasing use of the internet as a conduit for customer care and sales. In the same manner that consumer insights generated from social media sources have impacted upon the practice of traditional marketing research, CRM practitioners are integrating social media data with internally generated customer data. The main challenge of implementing CRM is to integrate customer data from the post, telephone, personal visits, e-business and social media into a central database, so that it holds all transactions and contacts with each customer (and indeed browsing, potential customers) allied with the ability to update the data constantly and to access them immediately, whenever necessary. The principles of CRM are straightforward: organisations gather accurate data about their customers and prospects from all the sources that contact or engage with them. They analyse and sometimes model these data to generate insight into the behaviour of different customers. They can then formulate marketing strategies and offerings that differentiate between customer segments, sometimes differentiating down to the individual customer level. Greater resources can be focused on higher-value or higher-prospect customers. Every opportunity is used to amass additional data about each customer to personalise offerings and build a closer relationship, and indeed to build stronger models of customer behaviour. The following example illustrates how the fashion retailer Debenhams has used customer data, generated through its storecard and CRM system, to help model and predict customer behaviour.

**Real research**

**Customer analytics are in style at Debenhams**

As a key player in the UK fashion retail market, Debenhams (www.debenhams.com) has to create the best possible customer experience and needs to understand what its customers want from its 139 stores. Understanding customer shopping habits can be seen as crucial for any retailer, and identifying trends early can be critical to success. Debenhams’s team of analysts was responsible for researching and evaluating all aspects of the customer relationships, including analysing customer buying habits as well as marketing campaigns and activity around new store openings. Debenhams used SPSS’s Predictive Analytics (www-01.ibm.com/software/analytics/spss) to support three areas of the analytics team’s work: (1) supporting planning and decision making within buying and merchandising; (2) supporting marketing and CRM activity; and (3) analysing potential new stores. Using the software, the analytics team could look at which special offers were generating the most sales, as well as identify ‘cross-sell’ opportunities; for example, if a customer bought a new shirt, which tie was the customer most likely to buy to go with it? The team also applied analytics to understand why some lines were selling better than others. The SPSS tool has also played a crucial role in the life cycle of new store openings, from strategy to actual openings. This included preparing the initial business case and evaluating the optimum mix of product lines to carry, through to evaluating marketing campaigns for the new store.

The use of the term ‘CRM’ has grown rapidly over past years and now encompasses many functions associated with superior customer service and management, relationship building and electronic shopping. CRM often includes sales force and front office applications that assist in customer interaction, the addition of customer and product information, and sometimes have the ability to integrate with other operational systems, including finance, inventory and ERP (Enterprise Resource Planning) to develop a full e-business or Web-based system. There is no doubting the value and impact of CRM systems in generating
customer insight, but for researchers the means by which data are generated on individual customers can generate conflicts with the fundamentals of their code of practice. The ESOMAR International Code on Market and Social Research states in its ‘Basic Principles’: 19

*Market research shall be clearly distinguished and separated from non-research activities including any commercial activity directed at individual participants (e.g. advertising, sales promotion, direct marketing, direct selling etc.).*

Participant anonymity has been a hallmark of bone fide marketing research for as long as it has been professionally practised. However, ESOMAR has recognised that one of the biggest threats to the industry lies in the alternative data sources that decision makers use, which includes customer insight generated from CRM data:

*As CRM databases improve, a growing amount of data collection needs to be non-anonymous and linked to customer databases – at the moment marketing research is not well placed to contribute to that process.* 20

These concerns over the use of research data for wider purposes, together with the ethical issues around the use of anonymisation, are covered in more detail in Chapter 29. However, both the opportunities and the challenges generated by the collection and use of CRM data can be seen as a microcosm of those presented by the emergence of big data, which is discussed next.

### Big data

Big data is a term that has reached widespread use within business as well as among the media, academics and politicians. As might be expected from such a broad range of groups, the meaning of the term ‘big data’ varies depending on the needs of the group who are discussing it. In general terms, big data describes a range of technological and commercial trends enabling the storage and analysis of huge amounts of customer data. 21 Much of the commercial promise of big data is in the ability to generate valuable insights from collecting new types and volumes of data in ways that were not previously economically viable.

### Real research

**What is ‘big data’ anyway?**

Although the term big data has been widely discussed, many of the definitions can be vague and driven by hype rather than reality. One of the firms closely associated with the push behind big data is IBM, which has attempted to provide some clarity with the following definition: 22

> Every day, we create 2.5 quintillion bytes of data – so much that 90% of the data in the world today has been created in the last two years alone. This data comes from everywhere: sensors used to gather climate information, posts to social media sites, digital pictures and videos, purchase transaction records, and cell phone GPS signals to name a few. This data is big data.
One of the more confusing aspects of big data is that it is not solely, or even mainly, about the ‘bigness’ or volume of data. Data volume is one of four dimensions of big data that have been identified by IBM:

1. **Volume.** This relates to the ‘bigness’ in big data – in other words, the amount of data that are being collected. As the definition of big data given by IBM illustrates, the increase in data being collected is nearly exponential. However, the volume is not simply about data being created but also the amount of data that are being stored.

2. **Velocity.** Beyond volume of data, velocity is a lesser aspect of the technological side of big data that is less obvious. Data are collected in real time when they come from sensors on cars, on mobile devices or from websites. They can also be accessed and analysed in real time. One practical example of this can be seen when searching for a name on Facebook: despite more than a billion users of the service, data can be returned almost instantly for a search.

3. **Variety.** Until as recently as the mid-2000s, most of the data collected through the internet were in text form. This had a number of advantages in that they were relatively easy to store and access. However, data now exist in a wide variety of formats and the majority of data that are stored are now in text or video formats.

4. **Veracity.** While originally there were only three dimensions, a fourth dimensions was added by IBM – veracity. This refers to the non-technical issues that surround big data. Although these factors have often frustrated technologists, they will be familiar to marketing researchers as they reflect many of the existing challenges with carrying out research. These include the extent to which business leaders trust the information they use to make decisions, as well as issues around data quality when working with big data.

On top of these technical dimensions lies a number of economic factors, in that technology has not only enabled the expansion of data collection but dramatically reduced the costs of doing so. As the marginal cost of data collection reduces, often close to zero, organisations collect almost any amount of data without necessarily regarding the cost. This creates a number of opportunities in terms of marketing research but also a number of ethical issues (which are discussed in detail in Chapter 29).

**Problems with big data**

- **Data quality.** As the saying goes: rubbish in rubbish out. Just because large volumes of data are being collected doesn’t mean that the data will be useful. For example, if geolocation data from a mobile device are collected every 30 seconds as opposed to once a day, nearly 3,000 times more data are being collected. However, there are likely to be relatively few commercial uses where it is necessary to know a location every 30 seconds (not to mention a number of ethical issues from collecting such data). Just because more data are being collected it doesn’t mean that more types of data are being collected. As with traditional market research techniques, the most sought after customer insights can remain the most difficult to source.

- **Skills in analysing data.** While collecting data might be the (comparatively) easy part, successful analysis of very large secondary data sets requires a different skillset from those typically possessed by marketing researchers. The required skills are technical and are built around the techniques needed to deal with large volumes of unstructured data. The shortage of individuals with such ‘data science’ skills has been identified as a major barrier to achieving the potential of big data.

- **Organisations and culture.** Just because there are new technologies and increasing sources of data does not mean that the age-old issues around data sharing within firms have been solved. Much of the value around big data is centered on the combination and
analysis of multiple data sets. However, to achieve this requires a high level of cooperation within organisations. One of the criticisms of big data is that the perception that collecting data has value led to the hoarding of data within existing organisational silos, without recognising that value can only be found through sharing the data across organisations.

### Web analytics

The process of measuring and understanding the interaction with, and impact of, a website can be broadly termed as **web analytics**. This refers to the collection, measurement and analysis of user activity on a website to better understand and help achieve the intended objectives of that website. As well as focusing upon their own customers, organisations may include activities such as competitor web analysis, which is the practice of assessing and analysing the strengths and weaknesses of competing websites. With internally generated secondary data, web analytics can enable researchers and decision makers to build upon existing customer data. Handled correctly, researchers can undertake behavioural analyses of customers that can enhance known demographic, geographic and other behavioural characteristics. As well as developing profiles of customers, analyses can be performed to gauge how existing and potential customers respond to different stimuli (advertising, marketing and customer service).

Web analytics can make it possible to track every page viewed, every element ‘moused over’, every menu dropped down, every key pressed, every video watched. Tracking techniques can collect the most complete picture of what a visitor does on a site, even capturing data entered into a form that the visitor chooses not to submit. In the tracking and analysis of web interactions, knowledge of customers can be created. Figure 5.1 summarises this process, starting from individual website clicks being captured, through to an understanding of how visitors (which includes potential customers who turn into customers – or not) are browsing a website. Once actual shopping takes place via the website, further customer details and their behaviour can be recorded and modelled. This figure highlights the important distinction between ‘browsing’ and ‘shopping’ behaviour and what insight can be developed as a potential customer moves to become an actual customer.

![Building consumer profiles from website events](image)

The value of measuring and understanding browsing and actual purchasing behaviour is illustrated in the following example. Holiday and travel industries have seen major competitive changes and pressures through consumers being able to organise and buy products and services directly from websites. This example shows how Thomson Holidays has realised the benefits of these changes through capturing customer behaviour from its website.
A large range of different web analytics products exist, although the dominant player in the market is Google Analytics (www.google.com/analytics), which provides both paid and free versions of its software. In addition to its pricepoint – free is an attractive proposition for any business – Google Analytics also integrates demographic information gathered from Google’s own databases including, for example, data gathered from users of Android smartphones. This provides data on age profile, gender, interests and current purchase intentions for website visitors, among other thing. This information is highly valuable and provides access to data that would not normally be available through secondary data analysis. It also provides a reminder of why provision of secondary data by Google is seen as a threat to the business of many established research firms.

As might be expected, free software comes with a catch. If Google Analytics is used as an analytics service, then the data on visitors are held by Google and only anonymised data will be made available to website owners, and researchers. In other words, individual visitors cannot be tracked. This is often less of a practical issue than might be thought in terms of addressing research questions, and can help to ensure compliance with the need to maintain anonymised data. However, if websites have a need to track individual visitors (for example, if they are collecting purchase data via an ecommerce site), then paid services may be more appropriate. Lower-cost examples include Crazy Egg (www.crazyegg.com) or Kissmetrics (www.kissmetrics.com).

Beyond this are full enterprise-level implementation services, such as Adobe Analytics (www.adobe.com/marketing-cloud/web-analytics.html), which allow customisation of analytics options while maintaining control of the underlying data – at a cost. In a full-enterprise system, the integration of web-user data is included with other customer data sources. This is illustrated in Figure 5.2, where potential sources of customer touchpoints with an organisation are brought together to create enhanced customer profiles and models of their behaviour. This figure illustrates how a ‘visitor’ can connect with an organisation in a range of ways.

**Real research**

**Thomson Holidays: behavioural conversion programme**

The holiday industry is hugely competitive, with tough challenges facing major operators in an industry where customer loyalty is hard won. Using enquirer tracking, email and web analytics, Thomson Holidays (www.tuitravelplc.com) developed its Engagement Warehouse, which captured the on- and offline pre-purchase behaviour of millions of customers and prospects. It combined historical transactions, live web and email click, search and select behaviour, retail store visits and enquirer touchpoints to help it understand how customers and prospects acted before making a purchase. This was a strategic investment in a technical capability that allowed Thomson to know when its prospects were actively thinking about and planning holidays, what products they were considering and when they wanted to go. Thomson could identify individuals who were currently in the market, seek out those who want to go away at different times, to different places, with or without children, to 5-star hotels or budget products. It was a sophisticated data structure, with proprietary software, triggered web services, email and web content integration, delivering strategic and competitive advantage through eCRM services in a highly commoditised and price-sensitive market. The Engagement Warehouse extended Thomson’s understanding of customers’ pre-purchase journey and was at the heart of a well-defined data strategy engaging all Thomson contacts, historical transactions, email engagement and web analytics. It revealed previously untapped analytical trends and tactical and strategic opportunities.
Certain customers may choose to connect to and shop with an organisation in one way; others may use a range of methods to browse, plan, experience and finally make a purchase. Each of these connections may be deemed a visit. The use of a visitor profile database is illustrated in the following example of Europe’s largest retailer, Tesco. The example shows how Tesco has used data from the loyalty card, plus web analytics data, to build customer profiles and targeted offerings. It also shows how Tesco builds and integrates marketing research.

**Figure 5.2**

**Visitor profile database**

- Demographic data
- Call centre activity
- Transaction data
- Campaign data (email, search engine, etc.)
- Offline shopping (loyalty card data)
- Online behaviour (browsing and shopping)

**Real research**

**Tesco: integrating research and analytics**

The UK supermarket giant Tesco (www.tesco.com) first introduced its Clubcard in 1995, and now has an estimated 16 million members equating to around three-quarters of the total number of people who shop at Tesco in the UK each week. Every purchase made in its stores delivers 45 separate pieces of information to the company, based around factors ranging from price to whether a customer has opted for an own-label or branded product, and a ‘basic’ or more unusual item. Tesco customers are sorted into a variety of different demographic profiles, such as whether they have children or pets, or whether they appear to make complex or simple meals. Dunnhumby (www.dunnhumby.com), the marketing firm that pioneered the Clubcard platform, and which is now owned by Tesco, assesses 100 transactions a second, or around 6 million shopping trips a day. Tesco also has a major online shopping facility, allowing it to identify and profile consumers who shop online and/or in-store. The information that is generated through its databases helps Tesco decide which goods to stock, where promotional activity could boost sales and even when it could expand its store-brand range. Tesco has integrated its market research and analytics capability. In order to understand ‘why’ consumers are behaving in the way it has identified, Tesco can target specific customers, pre-populate the survey with known customer data, tailor questions that are specific to the behaviour of that customer and offer a reward that is meaningful to the customer. Tesco estimates that 16% of its margin is attributable to the knowledge it gets from its customer database. That makes the database a $3.2 billion asset. Alongside offering Tesco an insight into the behaviour of its customers, major FMCG firms, such as Coca-Cola, Nestlé and Unilever, pay to access these data.
Web analytics can reveal what consumers do online and how they respond to different pieces of digital communications. What consumers do online and what it physically means to be ‘online’ are changing dramatically. The growth of social media interactions is adding richness and complexity to web analytics, providing decision makers with not only masses of behavioural data on consumers, but also some attitudinal and emotional data. The wealth of data can carry more weight with decision makers, as the capturing of what consumers actually do could be considered more reliable than what consumers say they think, feel or will do in response to survey questions. In a world where customer touchpoints and brand engagement are being constantly captured, the marketing research industry must take full advantage of these digital tools rather than seeing them as a distinct and alien form of encapsulating consumer behaviour. If seen as a source of internal secondary data upon which much richer consumer insights can be built, web analytics provides additional and immense opportunities for the researcher. As in the Tesco example above, neither web analytics nor loyalty card data can totally reveal the underlying reasons for consumer behaviour. A richness of psychological reasoning and emotive connections to products, brands and experiences may be missing. With the established skills to provide valid measurements of populations, researchers can provide data sets that bridge others and put them in context, both in place and in time.\(^{28}\)

The key to gaining rich insights into consumers, the drivers of their behaviour and thus the distinctive role and power of the researcher, comes from examining how different types of data may be linked and integrated. Examples of data integration have been used throughout the chapter; the following section presents a simple framework to describe and evaluate the distinctive means to encapsulate consumers.

### Linking different types of data

The examples in the sections above illustrate how different types of data can be linked to form richer and more powerful analyses of existing and potential customer characteristics. The following study takes these examples further by illustrating how Nestlé has made organisational changes that have delivered a stronger understanding of the nature, dynamics and influences upon its customers.

#### Real research  
**Boosting consumer excellence at Nestlé\(^ {29} \)**

When Denyse Drummond-Dunn joined Nestlé in 2004, the company’s sources of consumer information were fragmented. She set out to bring together three departments where consumer information was available: consumer services, consumer insights and consumer relationship management. This integration of the three departments came after a major change in the way Nestlé developed consumer insights. The company built consumer insights on four different sources of information. A first source was market data, such as sales or media data. Second, it used information derived from consumer ‘Safaris’, e.g. during consumer events organised by Nestlé or during ‘consumer experience sessions’. A third source was information developed through marketing research, both quantitative and qualitative. The fourth source consisted of data about the wider environment the company operates in, such as socio-economic trends or competitive activity data. ‘Integrating information from different sources is not new’, Denyse pointed out:

> What is unique at Nestlé is that we not only integrate information from different sources, but also ensure that the ensuing consumer insights are actually applied when we take decisions. This is done in all business units and countries we operate in.
These examples illustrate what may be seen as one of the primary functions of supporting marketing decision makers, i.e. helping them to build a clear vision of the nature and dynamics of their target markets. Traditionally this would be seen as performing segmentation analyses and using these analyses to define and select target markets. It is not intended to work through the theory, practice or implementation of segmentation or target marketing. However, it is worth examining how different data sources can be linked and integrated to make segmentation and targeting work more effectively. Figure 5.3 sets out five basic methods of segmenting markets. Individually, each of these methods delivers different levels of insight to decision makers. They also demand that different types of data be captured, with differing challenges in that capturing process. The figure is somewhat deceiving in that it may imply that the process of building stronger profiles of consumers is a linear process and that once one level is complete, one moves on to the next. The reality is that consumers may be constantly changing, and the building up of profiles of consumers is an iterative process and may never be complete. The examples in this chapter reveal that consumer data can be constantly updated to represent who the consumers are, where they are located, what they ‘do’ and why they behave in that manner (and indeed could behave).

Figure 5.3 gives examples of where data may be obtained from, to help build up profiles of customers and markets. In the example of ‘psychographics’ or lifestyle measurements, data may be generated from CRM databases, web analytics or surveys. In the case of CRM data and web analytics, the purchasing or even browsing of particular types of products can indicate characteristics of a lifestyle. In a more direct manner, questions in a survey or qualitative study can help to build a profile of lifestyle behaviour. In its own right, ‘lifestyle’ can be a valid means of segmenting a market, perhaps positioning products and services to consumers who aspire to a particular lifestyle. However, being able to combine demographic measurements, broader behavioural characteristics and a knowledge of where these consumers live helps to build a ‘picture’ of consumers that facilitates strong marketing decision-making support. Figure 5.3 indicates that as one moves from the demographic through to psychological characteristics, the measurement and capturing process can become more difficult. Putting aside the differences in techniques to capture ‘demography’, ‘behaviour’ or ‘psychology’, what is being captured becomes more difficult as one moves towards psychological variables. If one considers psychological variables that are vital to marketing that could be captured, examples such as satisfaction, loyalty, trust and quality are not as easy to capture as questions such as gender, age or where one lives. Chapter 12 will explore the concept of measurement in more depth, but at this stage consider what ‘satisfaction’ actually means, and then the problems of measuring that concept in a valid and consistent manner.
Conversely, as the measurements become more difficult to conduct, they add more to the ‘picture’ of consumer and market profiles. To say that a market is primarily female, aged between 25 and 40 and lives in a detached property with a mortgage, starts to build a very basic ‘picture’ of target consumers. To add details of their media behaviour, the array of products and services they buy, characteristics of their lifestyle and even something of their dreams and aspirations in life can help to build up a rich and, for decision makers, a much more powerful ‘picture’ of target consumers. Examining the variety of data sources that can be used in an interrelated manner to build market profiles, it is easy to see distinct contributions from externally generated secondary data founded in GISs, transactional scanned data, loyalty card data, customer data in CRM systems, web analytics data, the use of traditional survey work and, indeed, other forms of quantitative and qualitative marketing research. The challenges in integrating these sources together can be summarised as:

1 **Data challenges.** To source, gather, validate, store, integrate, feed, model, analyse and interpret internally and externally generated quantitative and qualitative data.

2 **Information systems challenges.** To manage this array of data and develop and support emergent marketing knowledge in an organisation.

3 **Marketing challenges.** To keep abreast of the nature and dynamism of what should be an organisation’s target markets and performance in those markets.

There is a clear interdependence among the different data sources and, as in the Nestlé example, with the will and means to integrate these sources, much more powerful consumer insights can be generated. The main approaches to generating consumer insight can be summarised, as in Figure 5.4. Though each of the four segments is presented as a distinct approach, and there are organisations that deliver these distinct specialisations, there is much overlap in how they work.

This overlap is especially prevalent in the development and use of social media research (as discussed in detail in Chapter 17). Experts in CRM, web analytics and business intelligence, as well as marketing research, see the development of their discipline tightly interwoven with developments in social media research. This social media research has the potential to add many psychological characteristics of consumers, and as such has much to add to the other three approaches laid out in Figure 5.4. The explosion of data generated through social
media and internet developments could well lead to far more integration between these approaches. This explosion and its impact are described in the following example, from ‘Using math marketing to increase your return on investment’ by Dimitri Maex (President of OgilvyOne New York, www.ogilvy.com).

Real research Moving beyond the traditional single customer view

Research data is the raw material for marketing, and the volumes gathered every day are staggering. Imagine for a moment that you had a database that held every word ever spoken by a human being, every utterance from the dawn of language on to the babble you hear around you right now. That's a damn big database, right? You would need twenty databases of that size to hold the data that will exist by the end of next year. And the amount of data we spool out skyrockets every year! Not all of this data can be used by companies to improve their marketing efforts. After all, much of it is junk, but quite a bit of it can be helpful. Companies that adapt to the new scales of available data will thrive. Adapting organisations will adopt a single enterprise view of their business, not to replace the traditional single customer view but to augment it. This will allow them to access huge volumes of data, producing intricate analytics and targeted messaging that has both mass economies of scale and single-customer precision. Companies that adapt to the new scales of available data will thrive. Those that do not, well, no one said that evolution was kind.

This view of the impact of continuing digitisation of everyday life means that ever more individual-level data about consumer behaviour will be available for marketers to respond to. Marketing research, like any of the other approaches in Figure 5.4, has to recognise that it contributes part of a wider understanding required to formulate effective and successful business and marketing strategies. Relying on marketing research as a sole data source, or arguing that it is the most valid data source, could lead to a very one-dimensional view of consumers and the worlds they live in. Researchers need to recognise that marketing research has a distinctive role to play in a single-enterprise view of a business, adding value and distinction through being able to:

1. Focus upon existing and potential customers.
2. Use quantitative and qualitative approaches to tap into a rich array of consumer attitudes, emotions and aspirations.
3. Tap into a rich array of sensory and experiential characteristics of consumers.
4. Draw on a well-established and robust theoretical base in measuring and understanding consumers.
5. Draw on a well-established and robust theoretical base in being ‘representative’ and generalising populations.
6. Demonstrate social responsibility through a long-established, proactive and open code of conduct.

‘Old-style’ researchers, who may conduct studies to meet specific objectives and just deliver the results of the research, are becoming rare. Even if researchers were to see the nature and scope of their work in this narrow sense, they would be designing and delivering relatively weak research by not tapping into the array of internally generated secondary data
that are at their disposal. In order to utilise internal secondary data, researchers need to equip themselves with more information-gathering skills and techniques than they have been traditionally trained to do. In order to thrive, researchers need to become ‘data curators’ by embracing and integrating new information sources. We must ensure that we are the ‘aggregators’ not just the aggregated.

Real research

**Diageo uses Google Analytics to empower its global brand managers**

Diageo is a leading global producer of alcoholic beverages, including some of the world’s best-known brands such as Guinness, Johnnie Walker, Smirnoff and Baileys and with annual revenues of €14,500 million. For a company of Diageo’s size, the logistics of delivering accurate analytics across hundreds of websites in over 20 countries was a daunting task. Marketing and brand managers required instant access to their website’s analytics reports in their native language. Though Google hosts and manages the server and hardware infrastructure for the entire Google Analytics platform, Diageo worked with a specialist agency to deploy Google Analytics across its global brands and to train its marketing teams. ConversionWorks (www.conversionworks.co.uk), a Google Analytics certified partner, worked with each brand’s web design agency. ConversionWorks quickly found that Diageo’s needs were very different from those of smaller organisations that have marketing teams centralised in one location. With potentially thousands of marketing executives spread around the globe, their challenge was to bring the data to the brand managers and not have them chasing after them. Using the Google Application Programming Interface, Diageo was able to show the latest reports and data directly on their intranet dashboards. Data were automatically extracted from each Google Analytics account and shown each time executives logged into the intranet.

Real research

**Mobile surveys at TOMORROW FOCUS Media**

TOMORROW FOCUS Media (www.tomorrow-focus.de) is one of Germany’s leading internet marketing providers. Its portfolio includes FOCUS online and HOLIDAYCHECK, as well as partner portals CHIP Online, FAZ.net and FREUNDIN.de. It knew that 350,000 people had downloaded its iPhone app and were keeping abreast of the news (350,000 downloads). However, it did not have any hard facts about the users of its app, e.g. how many were male or female or how old they were. It was already conducting ‘traditional’ online surveys, but in order to measure and understand customer characteristics of its apps, it decided to conduct surveys on iPhones and iPads. Working with GlobalPark (www.globalpark.com), it selected 1,930 users of the iPhone app and included a small advertisement within the news content, asking them to participate in a survey. Of these, 152 completed the whole questionnaire. TOMORROW FOCUS was able to start building up a profile of its app users and to update this periodically by running additional surveys.
The project highlighted that it was possible to survey hard-to-reach consumers via iPhones. TOMORROW FOCUS discovered that a very high percentage of its app users had a high salary and tended to be younger than the users of its website; most were also male. In its newer iPad app survey, it discovered that the app was used mainly in the evenings and at weekends for leisure purposes. The users of the iPad were also predominantly male and with a very high income.

Summary

The overall focus of this chapter has been to demonstrate that internally generated secondary data offer significant opportunities, not only for decision makers but also for researchers. As with all good secondary data sources, they have a major impact upon the design, focus and value of primary data collection, analyses and interpretation. For the researcher, databases help to build profiles of consumers, linked to the products, communications and distribution methods those consumers favour. Databases present opportunities to experiment in ‘one big laboratory’, build models of consumer behaviour, develop an understanding of the gaps in knowledge of consumers and make links between behavioural and attitudinal data. Much of the data that offer these benefits capture customer buying and even browsing behaviour. The use of the ‘loyalty card’ is one example. Different types of data, including scanner, loyalty card, CRM, web analytics and survey data, may be combined and displayed using geodemographic information systems (GISs). Using base geographic and demographic data, characteristics of existing and potential customers can be analysed and mapped out.

Disparate database and analytics-based research sources can be integrated to create powerful consumer insights. As well as what may be seen as traditional forms of marketing research, methods of customer transaction analysis and business intelligence can be mutually supportive and integrated. Social media research methods can add further insights to these forms of gaining consumer insight. There are distinctive forms of expertise and organisations that support these individual approaches. Researchers may see the growth in big data and the skills required to make the most of these techniques as a competitive threat. Alternatively, marketing research can embrace these approaches as an opportunity and be proactive in seeking the means to deliver superior consumer insight. The challenges in integrating these approaches lie in the characteristics of the data they generate – information systems that portray emergent knowledge in an organisation and marketing challenges of what should be an organisation’s target markets and its performance in those markets. The emergence of ‘big data’ and the growing opportunities presented by analytics will shape many of the challenges and opportunities that researchers face going forward.

Questions

1. How may ‘operational data’ held in organisations help to build up an understanding of customer behaviour?

2. What kinds of data can be gathered through electronic scanner devices?

3. What other sources, beyond electronic scanner devices, electronically observe customer behaviour?

4. Describe the benefits to the marketing decision maker of being able to capture data that identify characteristics of consumers and their shopping behaviour in a store.
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5 Describe the benefits to the researcher of being able to capture data that identify characteristics of consumers and their shopping behaviour in a store.

6 Why may the characteristics of consumers differ, based upon where they live?

7 What is a geodemographic classification of consumers?

8 How may data from customer relationship management systems support the practice of marketing research?

9 How may the data from web analytics support the practice of marketing research?

10 How does the compilation of different types of data help to build a strong ‘picture’ of consumer characteristics?

11 What is big data? What are the core dimensions of big data (the four Vs)?

12 What might be the limitations of using Google Analytics as a source of data for marketing research projects?

Exercises

1 Visit the websites of Acorn (www.caci.co.uk) and Mosaic (www.experian.co.uk/business-strategies). Imagine that you have been commissioned to select a geodemographic system to help a newspaper publisher in a major European city.
   a For such a business, how may a geodemographic system be used for marketing decision making?
   b For such a business, how may a geodemographic system aid marketing research design?
   c Present the case of which of the above systems would best suit such a business.

2 Call in at a supermarket or store that operates a reward or loyalty card scheme that requires you to apply for membership. Pick up an application form and examine the nature of questions you are expected to answer.
   a What marketing research use can be made of the data collected from this application form?
   b Evaluate the design of this form and make recommendations on how the nature of questions could be improved.

3 You are a marketing manager for Nescafé coffee. One of your major customers is a supermarket that uses a loyalty card scheme to observe its customers electronically.
   a What would this supermarket know about coffee-buying behaviour through its scheme?
   b If it would not share this with you, evaluate any marketing research, web analytics and social media research techniques that you think could generate the same knowledge.

4 Visit the SPSS website (www.ibm.com/software/analytics/spss) and evaluate its ‘predictive analytics’ products. Write a report on how marketing research may feed into and/or feed from predictive analytics for key decisions that may be planned by either a bank or major retailer.

5 Visit the Google website (www.google.co.uk/analytics/) and evaluate its Google Analytics 360 Suite, designed for enterprise users. Write a report on the potential limitations of using Google Analytics as an enterprise tool.
8. Bakken, D.G., ‘Riding the value shift in market research: only the paranoid survive’, ESOMAR Best Paper Overall, Congress Odyssey, Athens (September 2010).
Qualitative research: its nature and approaches

Qualitative research helps the marketer to understand the richness, depth and complexity of consumers.
Objectives

After reading this chapter, you should be able to:

1. explain the difference between qualitative and quantitative research in terms of the objectives, sampling, data collection and analysis and outcomes;
2. describe why qualitative research is used in marketing research;
3. understand the basic philosophical stances that underpin qualitative research;
4. understand the nature and application of ethnographic approaches;
5. understand how qualitative researchers develop knowledge through a grounded theory approach;
6. explain the potential of action research to qualitative researchers;
7. discuss the considerations involved in collecting and analysing qualitative data collected from international markets;
8. understand the ethical issues involved in collecting and analysing qualitative data;
9. describe how developments in social media research have changed established qualitative research techniques and added new techniques.

Overview

Qualitative research forms a major role in supporting marketing decision making, primarily as an exploratory design but also as a descriptive design. Researchers may undertake qualitative research to help define a research problem, to support quantitative, descriptive or causal research designs, or as a design in its own right. Qualitative research is often used to generate hypotheses and identify variables that should be included in quantitative approaches. It may also be used after or in conjunction with quantitative approaches, where illumination of statistical findings is needed. Qualitative research designs can also be used in isolation, after secondary data sources have been thoroughly evaluated or even in an iterative process alongside secondary data sources.

In this chapter, we discuss the differences between qualitative and quantitative research and the role of each in marketing research. We present reasons for adopting a qualitative approach to marketing research (Stage 2 of the marketing research process). These reasons are developed by examining the basic philosophical stances that underpin qualitative research. The concept of ethnographic techniques is presented, with illustrations of how such techniques support marketing decision makers. The concept of grounded theory is presented, illustrating its roots, the steps involved and the dilemmas for researchers in attempting to be objective and sensitive to the expressions of participants. Action research is an approach to conducting research that has been adopted in a wide variety of social and management research settings. Action research is developing in marketing research, especially in areas such as product, communications and brand design. The concept of co-creation in design through action research offers great potential for consumers, decision makers and researchers alike. The roots of action research are presented, together with the iterative stages involved and the concept of action research teams. Technological developments are changing the manner in which traditional qualitative research techniques are conducted, creating new opportunities for the generation of insight. Examples of these changes and new techniques will be presented, along with the challenges and opportunities these present.

We begin by evaluating the nature of qualitative research with the use of two examples. Given the nature of its products and competitive environment, the first example illustrates how Weihenstephan has used qualitative research in the development of an online research
community. The second example illustrates how LG Electronics uses qualitative techniques to support design decisions. Note in this example how LG uses different techniques to capture characteristics of consumers that it may be totally unaware of. These examples illustrate the rich insights into the underlying behaviour of consumers that can be obtained by using qualitative techniques.

---

### Real research

#### The Weihenstephan online research community

Weihenstephan is a German dairy company belonging to the international Mueller Dairy Group (www.muellergroup.com). As a premium brand it faced major challenges in the German dairy market, which was characterised by very strong private-label brands. It faced numerous strong national brands with intense promotional activities in high-volume categories such as fruit yogurts, flavoured milk drinks and desserts. These categories were affected by very important and influential topics for consumers – e.g. sustainability, fair treatment of farmers and GMO-free products (genetically modified organisms). Weihenstephan recognised that social media were profoundly changing the basics of interpersonal communication, but it also saw several new challenges for researchers arising from this ‘web evolution’: discussion groups developed without being previously sampled; answers were given to questions that had not yet been asked; well-constructed interviews were replaced by dynamic social interaction in virtual communities. In planning its response to the challenges and opportunities to social media research, Weihenstephan felt it could establish two types of research community: (1) by expanding an already existing open consumer-oriented website (www.weihenstephan-erleben.de) into a branded open-source community; and (2) setting up a dedicated, closed, online research community. It saw the development of co-creation processes in these communities providing the advantages of combining the classical focus group concept with the benefits of Web 2.0. Both types of community could have the same functionalities and features (e.g. creating user profiles, establishing different forums and including quantitative research elements such as voting). Weihenstephan chose the second option, the closed online research community, establishing one place for conducting all qualitative and quantitative marketing research. Qualitative-exploratory questions were investigated within the community. The company targeted around 100–150 participants representing various regions in Germany (equally split in urban areas of Munich, Stuttgart, Cologne, Berlin and Hamburg). Its community is working and several key projects have been discussed, including new concept and product ideas in existing subcategories, possible line extensions and general attitudes and habits in possible new sub-categories for the brand.

---

### Real research

#### Living with your customers

When designing domestic appliances, the German branch of Korean-based LG Electronics needed a way to find out what people need from its kitchen equipment, washers and vacuum cleaners. The answer was to use ethnographic research with a combination of video diaries and long in-depth interviews so that it could understand
In qualitative research, research agencies and companies are continually looking to find better ways to understand consumers’ thought processes and motivations. This has led to a wealth of research approaches, including techniques borrowed from anthropology, ethnography, sociology and psychology. For example, Philips has a specialist team of researchers, including ethnographers, anthropologists and psychologists. As Marco Bevolo, Design Director at Philips Design, says:

At Philips Design, we have created research tools to enable ethnographic insights to be delivered into the creative process in a truly actionable way. We aim to push the agenda of research from the side of future studies, people research and their lively embodiment into advanced design.

Primary data: qualitative versus quantitative research

Primary data are originated by the researcher for the specific purpose of addressing the problem at hand (as explained in Chapter 4). Primary data may be qualitative or quantitative in nature, as shown in Figure 6.1.

Dogmatic positions are often taken in favour of either qualitative research or quantitative research by researchers and decision makers alike. Indeed, many researchers will define themselves as either ‘qual’ or ‘quant’. The positions are founded upon which approach is perceived to give the most accurate measurements and understanding of consumers. The extreme stances on this issue mirror each other. Many quantitative researchers are apt to dismiss qualitative studies completely as giving no valid findings, indeed as being little better than journalistic accounts. They assert that qualitative researchers ignore representative...
sampling, with their findings based on a single case or only a few cases. Equally adamant are some qualitative researchers, who firmly reject statistical and other quantitative methods as yielding shallow or completely misleading information. They believe that to understand cultural values and consumer behaviour, especially in its full contextual richness, requires interviewing or intensive field observation. Qualitative techniques they see as being the only methods of data collection sensitive enough to capture the nuances of consumer attitudes, motives and behaviour.4

There are great differences between the quantitative and qualitative approaches to studying and understanding consumers. The arguments between qualitative and quantitative researchers about their relative strengths and weaknesses are of real practical value. The nature of marketing decision making encompasses a vast array of problems and types of decision maker. This means that seeking a singular and uniform approach to supporting decision makers by focusing on one approach is futile. This should have become apparent when evaluating the huge array of data sources that can generate consumer insight (as discussed in Chapter 5). Defending qualitative approaches for a particular marketing research problem through the positive benefits it bestows and explaining the negative alternatives of a quantitative approach is healthy, and vice versa. Business and marketing decision makers have always used both approaches, and will continue to need both.5

The distinction between qualitative and quantitative research can be in the context of research designs (as discussed in Chapter 3). There is a close parallel in the distinctions between ‘exploratory and conclusive research’ and ‘qualitative and quantitative research’. There is a parallel, but the terms are not identical. There are circumstances where qualitative research can be used to present detailed descriptions that cannot be measured in a quantifiable manner: for example, in describing characteristics and styles of music that may be used in an advertising campaign, or in describing the interplay of how families go through the process of choosing, planning and buying a holiday.6

Conversely, there may be circumstances where quantitative measurements are used conclusively to answer specific hypotheses or research questions using descriptive or experimental techniques. Beyond answering specific hypotheses or research questions, there may be sufficient data to allow data mining or an exploration of relationships between individual measurements to take place.

The nature of qualitative research

Qualitative research encompasses a variety of methods that can be applied in a flexible manner, to enable participants to reflect upon and express their views or to observe their behaviour. It seeks to encapsulate the behaviour, experiences and feelings of participants
in their own terms and context; for example, when conducting research on children, an informal and child-friendly atmosphere is vital, considering features such as the decoration of the room with appropriately themed posters. Qualitative research is based on at least two intellectual traditions. The first, and perhaps most important, is the set of ideas and associated methods from the broad area of in-depth psychology and motivational research. This movement was concerned with the less conscious aspects of the human psyche. It led to a development of methods to gain access to individuals’ subconscious and/or unconscious levels. So, while individuals may present a superficial explanation of events to themselves or to others, these methods sought to dig deeper and penetrate the superficial. The second tradition is the set of ideas and associated methods from sociology, social psychology and social anthropology, and the disciplines of ethnography, linguistics and semiology. The emphases here are upon holistic understanding of the world-view of people. The researcher is expected to ‘enter’ the hearts and minds of those they are researching, to develop an empathy with their experiences and feelings. Both traditions have a concern with developing means of communication between the researcher and those being researched. There can be much interaction between the two broad traditions, which in pragmatic terms allows a wide and rich array of techniques and interpretations of collected data.

Qualitative research is a significant contributor to the marketing research industry, accounting for substantial expenditure (around 13% of all spending on marketing research methods). If one considers the growth and development of social media research, much of which is qualitative in nature, it is clear to see that this form of research is growing and of major impact upon decision making. In commercial terms, it is a global industry that generates revenues over 1 billion annually. However, it is not just a matter of business value. Qualitative thinking has had a profound effect upon marketing, strategic and design thinking and the marketing research industry as a whole.

### Rationale for using qualitative research

It is not always possible, or desirable, to use structured quantitative techniques to obtain information from participants or to observe them. Thus, there are several reasons to use qualitative techniques. These reasons, either individually or in any combination, explain why certain researchers adopt a particular approach (Stage 2 of the marketing research process) to how they conduct research, analyse data and interpret their findings:

1. **Preferences and/or experience of the researcher.** Some researchers are more oriented and temperamentally suited to do this type of work. Just as some researchers enjoy the challenge of using statistical techniques, there are researchers who enjoy the challenges of qualitative techniques and the interpretation of diverse types of data. Such researchers have been trained in particular disciplines (e.g. anthropology) and philosophies (e.g. hermeneutics) that traditionally make use of qualitative research designs and techniques.

2. **Preferences and/or experience of the research user.** Some decision makers are more oriented to receiving support in a qualitative manner. This orientation could come from their training, but it could also be due to the type of marketing decisions they have to take. Decision makers working in a creative environment of product design, advertising copy or the development of brand ‘personalities’, for example, may have a greater preference for data that will feed such design and visually based decisions. In the following example, consider how decision makers would get to understand and cope with the frustrations felt by consumers. Consider also the implications for a brand
if designers and marketers do not fully understand the consumer behaviour that was presented in a visual manner.

**Real research**

**I once sat with a women who was ironing for five hours**

Microsoft’s chief design anthropologist, Anne Kirah, set out what she believed was one of her most successful research projects. She watched 40 ordinary, randomly chosen American families try to set up and use an early version of Windows XP. Not one of them managed to do it. After many hours of frustration most ended up furious with Microsoft, and the video she took of these families made a big impact at Microsoft. The first assumption from management was that something was wrong with the people she had chosen, among them a couple in their seventies. What management realised was that, on the contrary, there was something wrong with the way they had been testing software until then: volunteers who had completed the task in laboratory conditions were all tech enthusiasts and therefore not at all representative of the population. Anne says:

*I am an observer; that is what an ethnographer is. It is not taking a list of questions you would otherwise ask online and, sitting in someone's kitchen, asking the same thing. I go to people's homes when they wake up and leave when they go to bed; I go with them. If they are changing a baby's nappy, I watch them do it. I once sat with a women who was ironing for five hours. I do not go into homes to study computers. I do not give a damn whether they have a computer or not. If you really want to know what makes people tick, and their motivations and aspirations, that is where innovation comes from. Do not ask them questions, listen to them.*

3. **Sensitive information.** Participants may be unwilling to answer or to give truthful answers to certain questions that invade their privacy, embarrass them, or have a negative impact on their ego or status. Questions that relate to sanitary products and contraception are examples of personally sensitive issues. In business-to-business marketing research, questions that relate to corporate performance and plans are examples of commercially sensitive issues. Techniques that build up an amount of rapport and trust, that allow gentle probing in a manner that suits individual participants, can help researchers get close to participants, and may allow sensitive data to be elicited.

4. **Subconscious feelings.** Participants may be unable to provide accurate answers to questions that tap their subconscious. The values, emotional drives and motivations residing at the subconscious level are disguised from the outer world by rationalisation and other ego defences. For example, a person may have purchased an expensive sports car to overcome feelings of inferiority. But if asked ‘Why did you purchase this sports car?’ that person may say ‘I got a great deal’, ‘My old car was falling apart’, or ‘I need to impress my customers and clients’. The participants do not have to put words to their deeper emotional drives until researchers approach them! In tapping into those deeper emotional drives, qualitative research can take a path that evolves and is right for the participant.
5 *Complex phenomena.* The nature of what participants are expected to describe may be difficult to capture with structured questions. For example, participants may know what brands of wine they enjoy, what types of music they prefer or what images they regard as being prestigious. They may not be able to clearly explain why they have these feelings or where these feelings are coming from. The following example illustrates a qualitative research challenge that tapped into and revealed characteristics of sensitive information, subconscious feelings and complex phenomena. The use of visual ethnography for MTV proved to be highly engaging and relevant for the participants.

MTV Networks (www.mtve.com) wanted to understand identity construction among young people. Instead of using a traditional ethnographical approach, it used an alternative approach that combined principles from visual ethnography and netnography. Using pictures for observing individuals in their environment is at the core of visual ethnography. In the early days of visual ethnography, pictures were mainly taken by the observer. A new approach has shifted control towards participants, who take their own (self-relevant) pictures. In line with this new approach, MTV gave full control to the participants. The user-generated ethnography took place in two phases. First, participants got the general instruction to take pictures of all aspects of their lives that they believed that MTV should know about in order to get a better understanding of who they were and to get a sense of their daily lives. Next, at several times they received ‘special tasks’. These tasks were created to make sure that they collected enough ‘relevant observations’ in order to help answer the research questions. When creating the special tasks, it was important not to mention the topic of the study directly. Instead, each participant was asked to photograph the context where their identity manifests itself. A special role was assigned to clothes and peers. Clothes are one of the main product categories that teenagers use to express their identity. Participants were therefore asked to take pictures of clothes that they wear on several different types of occasions: clothes that they wear at home as a reflection of their personal identity; clothes that represent their social identity; clothes that give insights into their aspirational identity; clothes that they do not want to wear. A similar reasoning was applied for peers, asking participants to take pictures of the friends and people they find important (social identity), others with whom they are not friends but would like to be friends (aspirational identity), adolescents whom they would not like to be friends with (non-group) and others who are different than themselves but still socially acceptable. This last group was included to get a more detailed view on all social groups. To get a better understanding of personal identity, participants were also invited to take pictures of objects that were typical of themselves. Finally, participants were asked to take pictures of the place where they could really be themselves.

6 *The holistic dimension.* The object of taking a holistic outlook in qualitative research is to gain a comprehensive and complete picture of the whole context in which the phenomena of interest occur. It is an attempt to describe and understand as much as possible about the whole situation of interest. Each scene exists within a multi-layered and interrelated context, and it may require multiple methods to ensure the researcher covers all angles. This orientation helps the researcher discover the interrelationships among the various components of the phenomenon under study. In evaluating different forms of consumer behaviour,
the researcher seeks to understand the relationship of different contextual environments upon that behaviour. Setting behaviour into context involves placing observations, experiences and interpretations into a larger perspective.\textsuperscript{13} An example of this may be measuring satisfaction with a meal in a restaurant. A questionnaire can break down components of the experience in the restaurant and quantify the extent of satisfaction with these. But what effect did the ‘atmosphere’ have upon the experience? What role did the type of music, the colour and style of furniture, aromas coming from the kitchen, other people in the restaurant, the mood when entering the restaurant, feelings of relaxation or tension as the meal went on, contribute to the feeling of atmosphere? Building up an understanding of the interrelationship of the context of consumption allows the qualitative researcher to build up this holistic view. This can be done through qualitative observation and interviewing.

7 Developing new theory. This is perhaps the most contentious reason for conducting qualitative research. (Chapter 11 details how causal research design through experiments helps to generate theory.) Qualitative researchers may argue that there are severe limitations in conducting experiments on consumers and that quantitative approaches are limited to elaborating or extending existing theory. The development of ‘new’ theory through a qualitative approach is called ‘grounded theory’, which will be addressed later.

8 Interpretation. Qualitative techniques often constitute an important final step in research designs. Large-scale surveys and audits often fail to clarify the underlying reasons for a set of findings. Using qualitative techniques can help to elaborate and explain underlying reasons in quantitative findings.\textsuperscript{14}

### Philosophy and qualitative research\textsuperscript{15}

#### Positivist perspectives

In Chapter 2 we discussed the vital role that theory plays in marketing research. Researchers rely on theory to determine which variables should be investigated, how variables should be operationalised and measured, and how the research design and sample should be selected. Theory also serves as a foundation on which the researcher can organise and interpret findings. Good marketing research is founded upon theory and contributes to the development of theory to improve the powers of explanation, prediction and understanding in marketing decision makers.\textsuperscript{16}

The dominant perspective of developing new theory in marketing research has been one of empiricism and, more specifically, positivism. The central belief of a positivist position is a view that the study of consumers and marketing phenomena should be ‘scientific’ in the manner of the natural sciences. Researchers of this persuasion adopt a framework for investigation akin to the natural scientist. For many, this is considered to be both desirable and possible. A fundamental belief shared by positivists is the view that the social and natural worlds ‘conform to certain fixed and unalterable laws in an endless chain of causation’.\textsuperscript{17} The main purpose of a scientific approach to marketing research is to establish causal laws that enable the prediction and explanation of marketing phenomena. To establish these laws, a scientific approach must have, as a minimum, reliable information or ‘facts’. The emphasis on facts leads to a focus upon objectivity, rigour and measurement.

As an overall research approach (using the description of a paradigm or research approach, as developed in Chapter 2) qualitative research does not rely upon measurement or the establishment of ‘facts’ and so does not fit with a positivist perspective. However, if qualitative research is just seen as a series of techniques, they can be used to develop an understanding of the nature of a research problem and to develop and pilot questionnaires. In other words, the positivist perspective of qualitative research is to see it as a set of techniques, applied as preliminary stages to more ‘rigorous’ techniques that measure, i.e. surveys and questionnaires. This use of qualitative techniques is fine but can have many limitations.
Conducting in-depth interviews, focus groups or ethnographic techniques can help enormously in understanding the language and logic of consumers. In turn, this understanding of a language and logic can strengthen and focus the design of surveys and questionnaires. However, using qualitative techniques just to develop quantitative techniques represents a narrow perspective of their rich, creative and exploratory powers. As an illustration, we will examine how different perspectives of the nature and value of qualitative research can impact upon how a technique may be conducted – in this case, focus group discussions.

The term ‘focus group discussion’ is commonly used across all continents, yet it subsumes different ways of applying the technique. There are two main schools of thought that underpin the technique, which may be termed ‘cognitive’ and ‘conative’. The American, Japanese and European illustrations used simplify much of the variations that occur and develop within these two schools. The examples serve to illustrate the origins, thinking and focus that can be adopted in running focus groups:

1. **Cognitive.** American and Japanese researchers generally follow this tradition, which largely follows a format and interviewing style as used in quantitative studies. ‘American-style groups’ is shorthand in Europe for large groups (10 participants on average), a structured procedure and a strong element of external validation. Within the cognitive approach, the analysis or articulation has been worked on before, and so the interviews are largely meant to confirm or expand on known issues. The following example presents a caricature of the Japanese style of focus group to illustrate a cognitive underpinning.

2. **Conative.** European researchers generally follow this tradition. This style assumes a different starting point – one that emphasises exploration, with analysis taking place during and after the group. There is less structure to the questions, with group members being encouraged to take their own paths of discussion, make their own connections and let the whole process evolve.

---

**Real research**

**Japanese focus groups**

The aspiration in using the focus group in Japan is to replicate the often-stimulating, rich and thought-provoking experience (for clients) that one finds in the West. Yet, many of the practices and reflexes in use in the West are at odds with the need at the heart of Japanese research orthodoxy to reduce the bias in the focus group. For instance, the moderator has been discouraged from explaining too much about the concept of the focus group, what marketing research does and what the study at hand is trying to achieve. Sharing such information has been considered contamination of the participants and introducing a bias. For the moderator to show human warmth beyond the strictly polite has likewise been considered a biasing approach. Free expression of opinion and having an opinion is a value in Western culture, whereas in Japan it is not. Non-Japanese clients are inevitably frustrated with the failure to achieve a group that engages in an open discussion with the sharing of deep thoughts and opposing statements: people there do not usually and openly express an opinion on things and people. As part of the quantitative heritage of qualitative research in Japan, and the consequent obsession with avoiding bias, the focus group room has been synthetic, grey and devoid of emotion and ‘homeyness’ in an attempt to reach a neutral, bias-free setting. Japanese research has introduced boardrooms and office chairs into rooms with no windows and artificial light on grey walls. Is it a surprise that it is hard for participants to talk about their daily lives and personal matters? The successful application of home-visit and ethnography research in Japan demonstrates that, in relaxed and humanised conditions, consumers can talk more openly about their inner needs and private thoughts. We
believe that a room with a relaxing décor, music in the background, dimmed lights and even alcohol can help the participant engage in the group situation and offer deeper insight. What this means is that it is important to create a more at-home atmosphere.

Table 6.1 summarises the differences between the American (cognitive) and European (conative) approaches to conducting focus groups. Note the longer duration of the European approach to allow the exploration to develop. To maintain the interest and motivation of participants for this time period, the interview experience must be engaging, stimulating and enjoyable. International marketers have always been aware that qualitative research, as it developed in the USA and Europe, involves quite different practices, stemming from different premises and yielding different results. American-style qualitative research started from the same evaluative premise as quantitative research but on a smaller scale. This made it cheaper, quicker and useful for checking out the less-critical decisions. European-style qualitative research started from the opposite premise to quantitative research: it was developmental, exploratory and creative rather than evaluative. It was used as a tool of understanding, to get underneath consumer motivation.

The American style uses a detailed discussion guide, which follows a logical sequence and is usually strictly adhered to. The interviewing technique involves closed questions and straight answers. This type of research is used primarily to inform about behaviour and to confirm hypotheses already derived from other sources. For this reason, clients who have attended groups often feel they do not need any further analysis; the group interaction supplies the answers. Transcripts are rarely necessary and reports are often summarised, or even done away with altogether.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cognitive</th>
<th>Conative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Demonstration</td>
<td>Exploration</td>
</tr>
<tr>
<td>Sample size</td>
<td>10–12</td>
<td>6–8</td>
</tr>
<tr>
<td>Duration</td>
<td>1.5 hours</td>
<td>1.5 to 6 hours</td>
</tr>
<tr>
<td>Interviewing</td>
<td>Logical sequence</td>
<td>Opportunistic</td>
</tr>
<tr>
<td>Questions</td>
<td>Closed</td>
<td>Open</td>
</tr>
<tr>
<td>Techniques</td>
<td>Straight questions, questionnaires, hand shows, counting</td>
<td>Probing, facilitation, projectives, describing</td>
</tr>
<tr>
<td>Response required</td>
<td>Give answers</td>
<td>Debate issues</td>
</tr>
<tr>
<td>Interviewer</td>
<td>Moderator</td>
<td>Researcher</td>
</tr>
<tr>
<td>Observer’s role</td>
<td>To get proof</td>
<td>To understand</td>
</tr>
<tr>
<td>Transcripts</td>
<td>Rarely necessary</td>
<td>Usually full</td>
</tr>
<tr>
<td>Analysis</td>
<td>On the spot</td>
<td>Time-consuming</td>
</tr>
<tr>
<td>Focus of time</td>
<td>Preplanning</td>
<td>Post-fieldwork</td>
</tr>
<tr>
<td>Accusations against other style</td>
<td>‘Formless’</td>
<td>‘Over-controlling’</td>
</tr>
<tr>
<td>Suited for</td>
<td>Testing or proving ideas</td>
<td>Meaning or understanding</td>
</tr>
<tr>
<td>Output</td>
<td>To be confirmed in quantitative studies</td>
<td>Can be used in its own right to support decision makers</td>
</tr>
</tbody>
</table>
The European style is used primarily to gain new insight; it also works as a discussion guide, but in a less structured way. The interviewing technique is opportunistic and probing. Projective techniques are introduced to help researchers understand underlying motivations and attitudes. Because the purpose is ‘understanding’, which requires a creative synthesis of (sometimes unconscious) consumer needs and brand benefits, analysis is time-consuming and usually involves full transcripts.

In the above descriptions of American and European traditions of applying qualitative techniques, it is clear that the American perspective is positivist, i.e. aims to deliver a ‘factual’ impression of consumers. The facts may be established, but they may not be enough; they may not provide the richness or depth of understanding that certain marketing decision makers demand. So, although a positivist perspective has a role to play in developing explanations, predictions and understanding of consumers and marketing phenomena, it has its limitations and critics. In a seminal paper that reviews the evolution and future of qualitative research, the eminent qualitative practitioner Peter Cooper encapsulated the power of focus groups, viewed in a non-positivist manner. He argued that they have delivered and continue to deliver understanding and anticipation of consumers, opening up factors driving choice, adapting to and predicting the changing power and influence of consumers.21

Forming groups has given us primates our evolutionary competitive edge. They enable us to learn, solve problems, communicate, share experiences, and understand others. Around the flickering campfire we swapped stories, developed relationships, built up togetherness, groomed one another, resolved conflicts, played games, adopted roles, deceived, told falsehoods, and invented spirits and gods. There is a compulsion about groups that we all share. One explanation is that in the contemporary world where campfires no longer exist and there is reduced opportunity for real social interaction, joining in groups is yearned for. But focus groups are not kinship groups. True, participants are paid to come, but most are made up of people who do not know one another, and are largely drawn from wider circles that happen to have some behaviour in common. We know them as types not as people. This is where their everlasting fascination lies. Participants are often deliberately strangers, ‘virtual’ people, who then disappear. We know that people posture, exaggerate, deceive, but we can step into their shoes for a fleeting few hours.

The dominance of positivist philosophy in marketing research has been and is being challenged by other philosophical perspectives, taken and adapted from disciplines such as anthropology and sociology. These perspectives have helped researchers to develop richer explanations and predictions and especially an understanding and a meaning, as seen through the eyes of consumers.

**Interpretivist perspectives**

In general, there are considered to be two main research paradigms that are used by marketing researchers.22 These are the positivist paradigm and the interpretivist paradigm (though these are by no means the only research paradigms that may be adopted by researchers).23 Table 6.2 presents alternative names that may be used to describe these paradigms.

While it may be easier to think of these as quite clear, distinct and mutually exclusive perspectives of developing valid and useful marketing knowledge, the reality is somewhat different. There is a huge array of versions of these paradigms, presented by philosophers, researchers and users of research findings. These versions change depending upon the assumptions of researchers and the context and subjects of their study, i.e. the ultimate nature of the research problem. It has long been argued that both positivist and interpretivist paradigms are valid in conducting marketing research and help to shape the nature of techniques that researchers apply.24
In order to develop an understanding of what an interpretivist paradigm means, Figure 6.2 presents characteristic features of the two paradigms.

**Comparison of positivist and interpretivist perspectives**

The paradigms can be compared through a series of issues. The descriptions of these issues do not imply that any particular paradigm is stronger than the other. In each issue there are relative advantages and disadvantages specific to any research question under investigation. The issues are dealt with in the following subsections.

1 **Reality.** The positivist supposes that reality is ‘out there’ to be captured. It thus becomes a matter of finding the most effective and objective means possible to draw together information about this reality. The interpretivist stresses the dynamic, participant-constructed and evolving nature of reality, recognising that there may be a wide array of interpretations of realities or social acts.
2 Researcher–participant. The positivist sees the participant as an ‘object’ to be measured in a reliable or consistent manner. The interpretivist may see participants as ‘peers’, or even ‘companions’, seeking the right context and means of observing and questioning to suit individual participants. Such a view of participants requires the development of rapport and the evolution of method as the researcher learns of the best means to gain access and elicit information.

3 Values. The positivist seeks to set aside his or her own personal values. The positivist’s measurements of participants are being guided by established theoretical propositions. The task for the positivist is to remove any potential bias. The interpretivist recognises that their own values affect how they observe, question, probe and interpret. The task for interpretivists is to reflect upon and realise the nature of their values and how these impact upon how they observe, question and interpret.

4 Researcher language. In seeking a consistent and unbiased means to measure, the positivist uses a language in questioning that is uniformly recognised. This uniformity may emerge from existing theory (to allow comparability of findings) and/or from the positivist’s vision of what may be relevant to the target group of participants. Ultimately, the positivist imposes a language and logic upon target participants in a reliable or consistent manner. The interpretivist seeks to draw out the language and logic of target participants. The language used may differ between participants and develop in different ways as the interpretivist learns more about a topic and the nature of participants.

5 Theory and research design. In the development of theory, the positivist seeks to establish causality (to be discussed in detail in Chapter 11) through experimental methods. Seeking causality helps the positivist to explain phenomena and hopefully predict the recurrence of what has been observed in other contexts. There are many extraneous variables that may confound the outcome of experiments, hence the positivist will seek to control these variables and the environment in which an experiment takes place. The ultimate control in an experiment takes place in a laboratory situation. In establishing causality through experiments, questions of causality usually go hand in hand with questions of determinism; i.e. if everything that happens has a cause, then we live in a determinist universe.

The positivist will go to great pains to diagnose the nature of a research problem and establish an explicit and set research design to investigate the problem. A fundamental element of the positivist’s research design is the desire to generalise findings to a target population. Most targeted populations are so large that measurements of them can only be managed through representative sample surveys. The positivists use theory to develop the consistent and unbiased measurements they seek. They have established rules and tests of the reliability and validity of their measurements, and continually seek to develop more reliable and valid measurements.

In the development of theory, the interpretivist seeks to understand the nature of multiple influences of marketing phenomena through case studies. The search for multiple influences means focusing upon the intrinsic details of individual cases and the differences between different classes of case. This helps the interpretivist to describe phenomena and hopefully gain new and creative insights to understand ultimately the nature of consumer behaviour in its fullest sense. The consumers that interpretivists focus upon, live, consume and relate to products and services in a huge array of contexts, hence the interpretivist will seek to understand the nature and effect of these contexts on the chosen cases. The contexts in which consumers live and consume constitute the field in which interpretivists immerse themselves to conduct their investigations. In understanding the nature and effect of context upon consumers, the interpretivist does not consider that everything that happens has a cause and that we live in a determinist universe. There is a recognition and respect for the notion of free will.

The interpretivist will go to great pains to learn from each step of the research process and adapt the research design as their learning develops. The interpretivist seeks to diagnose the
nature of a research problem but recognises that a set research design may be restrictive and so usually adopts an evolving research design. A fundamental element of the interpretivist’s research design is the desire to generalise findings to different contexts, such as other types of consumer. However, rather than seeking to study large samples to generalise to target populations, the interpretivist uses theoretical sampling. This means that the data-gathering process for interpretivists is driven by concepts derived from evolving theory, based on the notion of seeking out different situations and learning from the comparisons that can be made. The purpose is to go to places, people or events that will maximise opportunities to discover variations among concepts.

Interpretivists use theory initially to help guide which cases they should focus upon, the issues they should observe and the context of their investigation. As their research design evolves they seek to develop new theory and do not wish to be ‘blinded’ or too focused on existing ideas. They seek multiple explanations of the phenomena they observe and create what they see as the most valid relationship of concepts and, ultimately, theory. Interpretivists seek to evaluate the strength of the theory they develop. The strongest means of evaluating the strength of interpretivist theory lies in the results of decision making that is based on the theory. Interpretivists continually seek to evaluate the worth of the theories they develop. A principal output of research generated by an interpretivist perspective should therefore be findings that are accessible and intended for use. If they are found to be meaningful by decision makers and employed successfully by them, this may constitute further evidence of the theory’s validity. If employed and found lacking, questions will have to be asked of the theory, about its comprehensibility and comprehensiveness and about its interpretation. If it is not used, the theory may be loaded with validity but have little value.

Summarising the broad perspectives of positivism and interpretivism

The positivist seeks to establish the legitimacy of his or her approach through deduction. In a deductive approach, the following process unfolds:

- An area of enquiry is identified, set in the context of well-developed theory, which is seen as vital to guide researchers, ensuring that they are not naïve in their approach and do not ‘reinvent the wheel’.
- The issues upon which to focus an enquiry emerge from the established theoretical framework.
- Specific variables are identified that the researchers deem should be measured, i.e. hypotheses are set.
- An ‘instrument’ to measure specific variables is developed.
- ‘Participants’ give answers to set and specific questions with a consistent language and logic.
- The responses to the set questions are analysed in terms of a prior established theoretical framework.
- The researchers test theory according to whether their hypotheses are accepted or rejected. From testing theory in a new context, they seek to develop existing theory incrementally. Such a process means that positivists reach conclusions based upon agreed and measurable ‘facts’. The building and establishment of ‘facts’ forms the premises of deductive arguments. Deductive reasoning starts from general principles from which the deduction is to be made, and proceeds to a conclusion by way of some statement linking the particular case in question.

A deductive approach has a well-established role for existing theory: it informs the development of hypotheses, the choice of variables and the resultant measures.25 Whereas the deductive approach starts with theory expressed in the form of hypotheses, which are then
tested, an inductive approach avoids this, arguing that it may prematurely close off possible areas of enquiry.26

The interpretivist seeks to establish the legitimacy of their approach through induction. In an inductive approach, the following process unfolds:

- An area of enquiry is identified, but with limited or no theoretical framework. Theoretical frameworks are seen as restrictive, narrowing the researcher’s perspective and an inhibitor to creativity.
- The issues upon which to focus an enquiry are either observed or elicited from participants in particular contexts.
- Participants are aided to explain the nature of issues in a particular context.
- Broad themes are identified for discussion, with observation, probing and in-depth questioning to elaborate the nature of these themes.
- The researchers develop their theory by searching for the occurrence and interconnection of phenomena. They seek to develop a model based upon their observed combination of events. Such a process means that interpretivists reach conclusions without ‘complete evidence’.

With the intense scrutiny of individuals in specific contexts that typify an interpretivist approach, tackling large ‘representative’ samples is generally impossible. Thus, the validity of the interpretivist approach is based upon ‘fair samples’. Interpretivists should not seek only to reinforce their own prejudice or bias, seizing upon issues that are agreeable to them and ignoring those that are inconvenient. If they are to argue reasonably, they should counteract this tendency by searching for conflicting evidence.27 Their resultant theory should be subject to constant review and revision.

Ethnographic research

It is clear that an interpretive approach does not set out to test hypotheses but to explore the nature and interrelationships of marketing phenomena. The focus of investigation is a detailed examination of a small number of cases rather than a large sample. The data collected are analysed through an explicit interpretation of the meanings and functions of consumer actions. The product of these analyses takes the form of verbal descriptions and explanations (sometimes supported by visuals or other forms of art), with quantification and statistical analysis playing a subordinate role. These characteristics are the hallmark of a research approach that has developed and been applied to marketing problems over many years in Europe, and increasingly so across the globe. This research approach is one of ethnographic research.

Ethnography as a general term includes observation and interviewing and is sometimes referred to as participant observation. It is, however, used in the more specific case of a method that requires a researcher to spend a large amount of time observing a particular group of people, by sharing their way of life.28 Ethnography is the art and science of describing a group or culture. The description may be of a small tribal group in an exotic land or a toy factory in Poland. The task is much like the one taken on by the investigative reporter, who interviews relevant people, reviews records, takes photographs, weighs the credibility of one person’s opinions against another’s, looks for ties to special interests and organisations and writes the story for a concerned public and for professional colleagues. A key difference between the investigative reporter and the ethnographer, however, is that whereas the journalist seeks out the unusual, the murder, the plane crash, or the bank robbery, the ethnographer writes about the routine daily lives of people. The more predictable patterns of human thought and behaviour are the focus of enquiry.29

The origins of ethnography are in the work of nineteenth-century anthropologists who travelled to observe different pre-industrial cultures. An example in a more contemporary
context could be the study of death rituals in Borneo, conducted over a period of two years by the anthropologist Peter Metcalf. Today, ‘ethnography’ encompasses a much broader range of work, from studies of groups in one’s own culture, through experimental writing, to political interventions. Moreover, ethnographers today do not always ‘observe’, at least not directly. They may work with cultural artefacts, such as written texts, or study recordings of interactions they did not observe at first hand, or, as in the following example, the observations of teenagers as viewed through photographs taken on their mobile phones.

### Chocolate or mobile? 32

Ayobamidele Gnädig and Oliver Schieleit are project directors at the German qualitative research agency H.T.P. Concept (www.htp-concept.de). They asked teenagers to photo-blog their snacking habits with their mobile phones and saw that many of these were ‘boredom-relief’ moments where they were waiting for trains, buses or friends who were late for an appointment. When they spent time with them, a whole day or just an afternoon, they saw this moment crop up time and again. They also believe they witnessed a change, in that these moments were increasingly being filled differently than maybe five or ten years ago. Instead of quickly buying a Mars bar at the nearby kiosk, a young teen was just as likely to spend time waiting for a bus in writing text messages to friends. This meant that, in some contexts, the text message had become ‘top of the mind’ over the chocolate bar. Through understanding by observing and not by probing the dynamics, H.T.P. Concept offered a first step for chocolate brands to develop new ideas, communications and distribution concepts to address this opportunity.

Ethnography cannot reasonably be classified as just another single method or technique. In essence, it is a research discipline based upon culture as an organising concept and a mix of both observational and interviewing tactics to record behavioural dynamics. Above all, ethnography relies upon entering participants’ natural-life worlds, at home, while shopping, at leisure and in the workplace. The researcher essentially becomes a naïve visitor in that world by engaging participants during realistic product-usage situations in the course of daily life. Whether called on-site, observational, naturalistic or contextual research, ethnographic methods allow marketers to delve into actual situations in which products are used, services are received and benefits are conferred. Ethnography takes place not in laboratories but in the real world. Consequently, clients and practitioners benefit from a more holistic and better nuanced view of consumer satisfactions, frustrations and limitations than in any other research method.

Researchers apply ethnographic methods in natural retail or other commercial environments in order to fully appreciate the nature of consumer experiences. There are several objectives that lie behind these studies, one of which is oriented towards a detailed ecological analysis of sales behaviour. In other words, consumer interactions with all of the elements that comprise retail store environments: lighting, smells, signage, display of goods, the location, size and orientation of shelving. Observing how these may impact upon the consumers’ experience and their ultimate buying behaviour can be of great value to designers and marketers. The ethnographer’s role is to decode the meaning and impact of these ecological elements. Often, these studies utilise time-lapse photography as a tool for behavioural observation and data collection over extensive periods of time, and can avoid actual interaction with consumers.

Ethnographic research achieves this immersion with consumers through the following aims:

- *Seeing through the eyes of others.* Viewing events, actions, norms and values from the perspective of the people being studied.
• Description. Built up in many written and visual forms to provide clues and pointers to the layers of ‘reality’ experienced by consumers.

• Contextualism. Attending to mundane detail to help understand what is going on in a particular context. Whatever the sphere in which the data are being collected, events can be best understood when they are situated in the wider social and historical context.

• Process. Viewing social life as involving an interlocking series of events.

• Avoiding early use of theories and concepts. Rejecting premature attempts to impose theories and concepts that may exhibit a poor fit with participants’ perspectives. This will be developed further in this chapter when we examine grounded theory.

• Flexible research designs. Ethnographers’ adherence to viewing social phenomena through the eyes of their participants or subjects has led to a wariness regarding the imposition of prior and possibly inappropriate frames of reference on the people they study. This leads to a preference for an open and unstructured research design, which increases the possibility of coming across unexpected issues.

The following example displays characteristics of all the above aims and introduces new developments in ethnography as applied in marketing research.

**Real research Netnography at Nivea**

Nivea is the best-known brand of the multinational corporation Beiersdorf, based in Hamburg, Germany. In order to integrate the voice of consumers beyond traditional marketing research techniques, such as concept tests or focus groups, the Nivea Body Care Division instituted a holistic co-creation process that included the application of netnography. They used this approach to start new-product development, helping R&D to immerse and orientate itself in the consumers’ world. The goal was to draw a landscape of needs, wishes, concerns, consumer language and potential product solutions by users, which were explicitly and implicitly expressed in online communities and social media. They started with a broad search of more than 200 online communities, forums and blogs in three languages, screening all kinds of ‘consumer tribes’ that have emerged online. The most relevant and insightful communities and forums on cosmetics, health, lifestyle, fashion, sports and do-it-yourself were observed and analysed, examples being beauty24.de, bubhub.com.au, badgerandblade.com, glamour.de or undershirtguy.com. To follow this search, threads of consumer conversations were analysed using qualitative data software. In the field of deodorants, the consumer dialogue revealed that users speak about a number of issues revolving around the buying, application and effectiveness of deodorants in their own language and with a distinct classification. In order to overcome issues consumers also resorted to self-made remedies or diverted substances from their intended use. Certain needs, concerns or suggestions for product improvements repeatedly occurred in consumers’ online conversations. Those ‘gold nuggets’, i.e. fresh, relevant, inspiring and enduring findings, were then aggregated to consumer insights. For example, one consumer insight introduced Nivea to do-it-yourself solutions that were exchanged between users online. Those self-made remedies were systematically structured, depicted and supported by a coding report of consumer
This example introduces the method of netnography, an adaptation of ethnography that analyses the free behaviour of individuals in online environments. Observing online communities can be much faster, simpler and less expensive than traditional ethnography. It is also unelicited, so more natural and unobtrusive than surveys and interviews. Netnography can refer to the passive process of following conversations and interactions on the internet at the individual level; this was the approach taken by Nivea. It can also involve a more active engagement with consumers on the net directing questions, or becoming a participant observer in a community. Passive or active netnography approaches create privacy, security and safety challenges for researchers. Social media have changed the rules on how ‘findable’ somebody is. This has enormous implications for privacy and safety. Debates about what is ‘in the public domain’, and what can be used when, where and how, will impact enormously upon the development of codes of conduct for researchers. The use of social media data and mobile devices are both increasingly important as part of ethnographic research respectively (and are covered in more detail in Chapters 17 and 18 respectively).

Irrespective of ethical challenges they may bring, the use of ethnographic approaches has rapidly developed in marketing research. The Nivea example illustrates a very creative and engaging use of netnography as part of a co-creation process. Co-creation is the practice of developing new designs, including products or marketing communications, through collaboration with consumers. In the early 2000s, large advertisers including Nike established successful co-creation projects. The Danish toy company Lego was another advocate of co-creation, with a project beginning in 2004 signing up ‘master-builders’ to help design products. Initially, only four people were invited to join; the following year 10 collaborators joined, followed by 100 from 10,000 consumers who applied. Enthusiasm for what Lego was doing spread to the blogosphere and to social networks, with a host of unofficial websites set up by fans suggesting further innovations to the firm.

One of the key features of all the descriptions and illustrations of forms of ethnography is the context in which the consumer is behaving. The researcher observes people experiencing, taking in and reacting to communications, product and services and retail experience all behaving naturally in the set context. For example, in the context of shoppers this does not just mean the retail outlet they visit. The processes of choosing and buying products, of using products or giving them as gifts, of reflecting upon and planning subsequent purchases, are all affected by contextual factors. Context operates on several levels, including the immediate physical and situational surroundings of consumers, as well as language, character, culture and history. Each of these levels can provide a basis for the meaning and significance attached to the roles and behaviour of consumption:

Can we divorce the ways we buy, use and talk about products from the cultural and linguistic context within which economic transitions occur? The answer is an emphatic NO.

The ethnographer may observe the consumer acting and reacting in the context of consumption. The ethnographer may see a shopper spending time reading the labels on cat food, showing different brands to their partner, engaged in deep conversation, pondering, getting

---

**Netnography**
An adaptation of ethnography that analyses the free behaviour of individuals in online environments.

**Co-creation**
The practice of developing new designs, including products or marketing communications, through collaboration with consumers.
frustrated and putting tins back on the shelf. The ethnographer may see the same shopper more purposefully putting an expensive bottle of cognac into a shopping trolley without any discussion and seemingly with no emotional attachment to the product. The ethnographer may want to know what is going on. How may the consumer explain their attitudes and motivations behind this behaviour? This is where the interplay of observation and interviewing helps to build such a rich picture of consumers. In questioning the shopper in the above example, responses of ‘we think that Rémy Martin is the best’ or ‘we always argue about which are the prettiest cat food labels’ would not be enough. The stories and contexts of how these assertions came to be would be explored. The ethnographer does not tend to take simple explanations for activities that, in many circumstances, may be habitual to consumers. Ethnographic practice takes a highly critical attitude towards expressed language. It challenges our accepted words at face value, searching instead for the meanings and values that lie beneath the surface. In interviewing situations, typically this involves looking for gaps between expressed and non-verbal communication elements. For example, if actual practices and facial and physical gestures are inconsistent with a participant’s expressed attitudes towards the expensive cognac, we are challenged to discover both the reality behind the given answer and the reasons for the ‘deception’.

Ethnographic research is also effective as a tool for learning situationally and culturally grounded language – the appropriate words for everyday things, as spoken by various age or ethnic groups. Copywriters and strategic thinkers are always pressed to talk about products and brands in evocative and original ways. Ethnography helps act as both a discovery and an evaluation tool. To summarise, ethnographic approaches are useful when the marketing research objectives call for:

1. **High-intensity situations.** To study high-intensity situations, such as a sales encounter, meal preparation and service or communication between persons holding different levels of authority.

2. **Behavioural processes.** To conduct precise analyses of behavioural processes, e.g. radio listening behaviour, home-computer-purchasing decisions or home-cleaning behaviour.

3. **Memory inadequate.** To address situations where the participant’s memory or reflection would not be adequate. Observational methods can stand alone or can complement interviewing as a memory jog.

4. **Shame or reluctance.** To work with participants who are likely to be ashamed or reluctant to reveal actual practices to a group of peers. If they were diabetic, for example, participants may be reluctant to reveal that they have a refrigerator full of sweet snacks something that an ethnographic observer would be able to see without confronting the subject.

In these applications, the ethnographer is expected to analyse critically the situations observed. The critique or analysis can be guided by theory but, in essence, the researcher develops a curiosity, thinks in an abstract manner and at times steps back to reflect and see how emerging ideas connect. By reacting to the events and participants as they face them, to draw out what they see as important, ethnographers have the ability to create new explanations and understandings of consumers. This ability to develop a new vision, to a large extent unrestricted by existing theory, is the essence of a grounded theory approach, which is explained and illustrated in the next section. Before we evaluate the nature and application of grounded theory, it is worth examining one final example of an ethnographic study that embraces the idea of ‘listening’.

**Listening** involves the evaluation of naturally occurring conversations, behaviours and signals. The information that is elicited may or may not be guided, but it brings the voice of consumers’ lives to brand. Every day, millions of consumers talk about all aspects of their
lives online. This wealth of naturally occurring consumer expression offers the opportunity to understand consumers on their terms, using their language and logic. Due to the internet, high-speed access and the ‘conversational webs’ of blogs, forums, social networks, Twitter, communities and wikis, people are talking with one another about their problems, experiences, likes and dislikes, life in general, and their feelings and experiences of brands. By tuning in to relevant conversations (i.e. by listening), it is argued that more can be learned about consumer attitudes and needs than through traditional ‘questioning’ methods alone. Advocates of listening approaches would argue that researchers have interacted with ‘participants’ on their terms: they ask the questions they want to ask, the way they want to ask them, when they want to ask them. This can be seen as intrusive and out of step with the lives of consumers and is not conducive to developing a thorough, context-laden understanding of consumer opinions and needs. By listening, researchers may be able to learn more about consumers and prospects by understanding the natural, rich, unfiltered word of mouth around products and service experiences. This approach is illustrated in the following example.

**Real research**

The essentials of listening at Hennessy Cognac

Hennessy (www.hennessy.com), the leading cognac brand, discovered a rising trend in links made between its company website and BlackPlanet.com, the largest social network for African-Americans. Digging deeper, Hennessy learned that numbers of BlackPlanet members linked their personal pages to Hennessy’s site. Some went further, decorating their pages with borrowed images of Hennessy brands. By listening to signals embedded in linking behaviour, Hennessy had stumbled upon a passionate market it was not aware of. Interested to learn more about these consumers, Hennessy then studied a random sample of BlackPlanet member web pages to understand their themes and use of brand imagery. Hennessy also commissioned an online survey with research partner CRM Metrix (www.crmmetrix.com) to profile audience attitudes, usage and influence. Hennessy discovered that visions of the Hennessy brand expressed in the member pages ‘were not necessarily ours, but this does not make them any less valid’. Research showed that ‘the brand belongs as much to its consumers as to its managers . . . We must listen without prejudice.’ Stated another way, this was a shining illustration of customer ‘co-creation’ and extraordinary brand engagement. The survey data described 8 of 10 of these individuals as ‘high-value’ consumers, with a strong influence on the alcohol choices of people around them. About half the participants were opinion leaders, a higher-than-usual percentage. Recognising the inherent and potential long-term value in BlackPlanet members, Hennessy then sought to learn what would improve its site and make it more interesting and enjoyable. Hennessy went further than just tweaking the site; it asked for and listened to suggestions about ‘what would make your experience of drinking Hennessy cognacs more enjoyable?’. Realising that BlackPlanet members enjoyed drinking socially and mixing Hennessy into drinks, it added recipes highlighting cognac as an ingredient and offered Hennessy-branded e-invitations for parties. Five years after the initial round of responses, the Hennessy site showed the brand’s ongoing commitment to listening and evolving the relationship and experience. In 2009, Hennessy’s ‘Artistry’ initiative sponsored musicians and music tours, streamed music and showcased artists. Hennessy also added a social networking component by creating a presence on Facebook and YouTube.
Grounded theory

A qualitative approach to generating theory through the systematic and simultaneous process of data collection and analysis.

The tradition of grounded theory was developed by Glaser and Strauss in the late 1950s and published in their seminal work *The Discovery of Grounded Theory* in 1967. At that time, qualitative research was viewed more as impressionistic or anecdotal, little more than ‘soft science’ or journalism. It was generally believed that the objective of sociology should be to produce scientific theory, and to test this meant using quantitative methods. Qualitative research was seen to have a place, but only to the extent to which it developed questions that could then be verified using quantitative techniques. Glaser and Strauss accepted that the study of people should be scientific, in the way understood by quantitative researchers. This meant that it should seek to produce theoretical propositions that were testable and verifiable, produced by a clear set of replicable procedures. Glaser and Strauss defined theory as follows:

theory in sociology is a strategy for handling data in research, providing modes of conceptualization for describing and explaining. The theory should provide clear enough categories and hypotheses so that crucial ones can be verified in present and future research; they must be clear enough to be readily operationalized in quantitative studies when these are appropriate.

The focus upon developing theory was made explicit in response to criticisms of ethnographic studies that present lengthy extracts from interviews or field observations. Strauss sought to reinforce his view of the importance of theory, illustrated by the following quote:

much that passes for analysis is relatively low-level description. Many quite esteemed and excellent monographs use a great deal of data, quotes or field note selections. The procedure is very useful when the behavior being studied is relatively foreign to the experiences of most readers or when the factual assertions being made would be under considerable contest by skeptical and otherwise relatively well-informed readers. Most of these monographs are descriptively dense, but alas theoretically thin. If you look at their indexes, there are almost no new concepts listed, ones that have emerged in the course of research.

In contrast to the perhaps casual manner in which some ethnographers may be criticised for attempts at developing theory, the grounded theorist follows a set of systematic procedures for collecting and analysing data. This systematic procedure is used to encourage researchers to use their intellectual imagination and creativity to develop new theories, to suggest methods for doing so, to offer criteria to evaluate the worth of discovered theory and to propose an alternative rhetoric of justification. The most distinctive feature of grounded theory is its commitment to ‘discovery’ through direct contact with the social phenomena under study, coupled with a rejection of a priori theorising. This feature does not mean that researchers should embark on their studies without any general guidance provided by some sort of theoretical understanding. It would be nigh on impossible for a researcher to shut out the ideas in the literature surrounding a particular subject. However, Glaser and Strauss argued that preconceived theories should be rejected, as they obstruct the development of new theories by coming between researchers and the subjects of their study. In other words, the strict adherence to developing new theory built upon an analytical framework of existing theory can result in ‘narrow-minded’ researchers who do not explore a much wider range of explanations and possibilities. With the rejection of a priori theorising and a commitment to imaginative and creative discovery comes a conception of knowledge as emergent. This knowledge is created by researchers in the context of investigative practices that afford them intimate contact with the subjects and phenomena under study.

The following example illustrates the use of grounded theory in the development of theory related to how advertising works. The study was conducted by a senior marketing research professional and a professor of advertising. The example is then followed by a description of the process involved in developing theory through a grounded theory process.
What do advertising agency practitioners think about how advertising works? This study's basic aim was to understand practitioners' thinking about the work of advertising in their own terms. As there was little substantive research of this perspective, a grounded theory approach to qualitative research was used. Semi-structured, in-depth interviews were used as the key field method; these allowed the discovery of participant-determined points of view. Preliminary preparations for data collection started well before actual interviewing. Informal interviews were conducted with qualitative-ethnographic experts. Email and phone conversations were exchanged about the feasibility of the project, opinions about method and tips for effective interviewing were exchanged. Based on the insights gained in these preparations and from the relevant literature, an initial interview guide was developed. This was built around three questions: (1) what the content of practitioners' knowledge is; (2) how practitioners know what they know; and (3) how they use this knowledge in everyday practice. The interview guide used both opening 'grand tour' questions as well as more specific probes. Twenty-eight participants were interviewed until theoretical saturation was achieved (i.e. concepts were identified and linked to other concepts until no new information was obtained). Three occupational groups were interviewed: account managers, account planners and creative directors. Interviews lasted from 45 to 90 minutes. Most took place in the participants' offices. Practitioners were encouraged to talk freely but were also probed using academic theories in the early stages of the interviews for comparative purposes. Extensive field notes were composed immediately following the interviews. These reflections helped refine ways of asking questions and with the development of emerging concepts. The field notes were entered into the NVivo (www.qsrinternational.com) qualitative data analysis software. The findings, presented in a manuscript format, were checked with participants. They agreed that the content accurately reflected their thoughts. This study was the first attempt to get at agency practitioners' fundamental presuppositions about advertising knowledge in a thoroughly holistic and theoretically informed way.

**Attempting to gain an objective viewpoint**

Much of the thinking and application of qualitative data analysis is inextricably linked to the collection of data (as will be discussed in detail in Chapter 9). For the grounded theorist, data collection and analysis occur in alternating sequences. Analysis begins with the first interview and observation, which leads to the next interview or observation, followed by more analysis, more interviews or fieldwork and so on. It is the analysis that drives the data collection. Therefore there is a constant interplay between the researcher and the research act. Because this interplay requires immersion in the data, by the end of the enquiry the researcher is shaped by the data, just as the data are shaped by the researcher. The problem that arises
during this mutual shaping process is how one can become immersed in the data and maintain a balance between objectivity and sensitivity. It could be argued that objectivity is necessary to arrive at an impartial and accurate interpretation of events. Sensitivity is required to perceive the subtle nuances and meanings of data and to recognise the connections between concepts. Both objectivity and sensitivity are necessary in making sense of data and creating insight. Objectivity enables the researcher to have confidence that the findings are a reasonable, impartial representation of a problem under investigation, whereas sensitivity enables creativity and the discovery of new theory from data.54

During the analytic process, grounded researchers attempt to set aside their knowledge and experience to form new interpretations about phenomena. Yet, in their everyday lives, they rely on knowledge and experience to provide the means for helping them to understand the world in which they live and to find solutions to problems encountered. Most researchers have learned that a state of objectivity is impossible and that in every piece of research, quantitative or qualitative, there is an element of subjectivity. What is important is to recognise that subjectivity is an issue and that researchers should take appropriate measures to minimise its intrusion into their investigations and analyses. Being objective means a constant drive for transparency in the actions, decisions and conclusions taken in relation to data. Qualitative researchers should have an openness, a willingness to listen and to ‘give voice’ to participants, in whatever manner they wish to express themselves. This is particularly important given the array of forms of expression that are possible through social media. Good qualitative research means hearing what others have to say, seeing what others do and representing these as accurately as possible. It means developing an understanding of those they are researching, while recognising that their understanding is often based on the values, culture, training and experiences that they bring from all aspects of their lives; these can be quite different from those of their participants.55 As well as being open to participants, qualitative researchers should reflect upon what makes them, as observers, ‘see’ and ‘listen’ in particular ways. This usually means that, while working on a particular project, the researcher keeps a diary or journal. This diary is used to make notes about the conditions of interviews and observations, of what worked well and what did not, of what questions the researcher would have liked to ask but did not think of at the time. As the researcher reads through the diary in the analysis process, the entries become part of the narrative explored, and reveal to the researcher and to others the way the researcher has developed their ‘seeing’ and ‘listening’. (Again, research diaries will be covered in more detail in examining qualitative data analysis in Chapter 9.)

Developing a sensitivity to the meanings in data

Having sensitivity means having insight into, and being able to give meaning to, the events and happenings in data. It means being able to see beneath the obvious to discover the new. This quality of the researcher occurs as they work with data, making comparisons, asking questions and going out and collecting more data. Through these alternating processes of data collection and analysis, meanings that are often elusive at first later become clearer. Immersion in the data leads to those sudden insights.56 Insights do not just occur haphazardly; rather, they happen to prepared minds during interplay with the data. Whether we want to admit it or not, we cannot completely divorce ourselves from who we are and what we know. The theories that we carry around in our heads inform our research in multiple ways, even if we use them quite unselfconsciously.57

Ultimately, a grounded theory approach is expected to generate findings that are meaningful to decision makers and appropriate to the tasks they face. Ethnographic techniques are well suited to being driven by a grounded research approach. As with other interpretivist forms of research, if it is found meaningful by decision makers and employed successfully by them, there is further evidence of the theory’s validity. Another qualitative approach that is absolutely meaningful to decision makers in that its primary focus is to deliver actionable results is called action research.
Chapter 6  Qualitative research: its nature and approaches

Action research

Background

The social psychologist Kurt Lewin had an interest in social change, and specifically in questions of how to conceptualise and promote social change. Lewin is generally thought to be the person who coined the term ‘action research’ and gave it meanings that are applicable today. In action research, Lewin envisaged a process whereby one could construct a social experiment with the aim of achieving a certain goal. The classic case of the origins of action research comes from the early days of the Second World War. The case revolved around a problem that essentially was a traditional marketing research challenge. Lewin was commissioned by the US authorities in their quest to use tripe as part of the regular daily diet of American families. The research question was: ‘To what extent could American housewives be encouraged to use tripe rather than beef for family dinners?’ Choice cuts of beef were scarce at this time and were destined primarily for the fighting troops.

Lewin’s approach to this research question was to conduct a study in which he trained a limited number of housewives in the art of cooking tripe for dinner. He then surveyed how this training had an effect on their daily cooking habits in their own families. In this case, action research was synonymous with a ‘natural experiment’, meaning that the researchers in a real-life context invited participants into an experimental activity. This research approach was very much within the bounds of conventional applied social science, with its patterns of authoritarian control, but it was aimed at producing a specific, desired social outcome.

The above example can be clearly seen from a marketing perspective. It is easy to see a sample survey measuring attitudes to beef, to tripe, to feeding the family and to feelings of patriotism. From a survey, one can imagine advertisements extolling the virtues of tripe, how tasty and versatile it is. But would the campaign work? Lewin’s approach was not just to understand the housewives’ attitudes but to engage them in the investigation and the solution: to change attitudes and behaviour.

Lewin is credited with coining a couple of important slogans within action research that hold resonance with the many action researchers that practise today. The first is ‘nothing is as practical as a good theory’ and the second is ‘the best way to try to understand something is to change it’. In action research it is believed that the way to ‘prove’ a theory is to show how it provides an in-depth and thorough understanding of social structures – understanding gained through planned attempts to invoke change in particular directions. The appropriate changes are in the proof. Lewin’s work was a fundamental building block of what today is called action research. He set the stage for knowledge production based on solving real-life problems. From the outset, he created a new role for researchers and redefined criteria for judging the quality of the enquiry process. Lewin shifted the researcher’s role from being a distant observer to involvement in concrete problem solving. The quality criteria he developed for judging a theory to be good focused on its ability to support practical problem solving in real-life situations.

From Lewin’s work has developed a rich and thriving group of researchers who have developed and applied his ideas throughout the world. In management research, the study of organisational change with the understanding and empowerment of different managers and workers has utilised action research to great effect. There has been comparatively little application of action research in marketing research, though that is changing. Researchers and marketing decision makers alike are learning of the nature of action research, the means of implementing it and the benefits it can bestow. In an era where marketers, designers (of brands, products, communications and a whole array of consumer experiences) and consumers in co-creation projects are working more closely together, action research holds many rich possibilities.
Approach

The term ‘action research’ includes a whole range of approaches and practices, each grounded in different traditions, in different philosophical and psychological assumptions, sometimes pursuing different political commitments. Sometimes it is used to describe a positivist approach in a ‘field’ context, or where there is a trade-off between the theoretical interests of researchers and the practical interests of organisation members. Sometimes it is used to describe relatively uncritical consultancy based on information gathering and feedback.\(^62\) It is beyond the scope of this text to develop these different traditions, so the following describes an approach that is grounded in the Lewin foundations of the approach, and, like his work, is applicable to marketing.

Action research is a team research process, facilitated by one or more professional researchers linking with decision makers and other stakeholders, such as customers, who together wish to change or improve particular situations. Together, the researcher and decision makers or stakeholders define the problems to be examined, generate relevant knowledge about the problems, learn and execute research techniques, take actions and interpret the results of actions based on what they have learned.\(^63\) There are many iterations of problem definition, generating knowledge, taking action and learning from those actions. The whole process of iteration evolves in a direction that is agreed by the team.

Action researchers accept no a priori limits on the kinds of research techniques they use. Surveys, secondary data analyses, interviews, focus groups, ethnographies and life histories are all acceptable, if the reason for deploying them has been agreed by the action research collaborators and if they are used in a way that does not oppress participants.

Action research is composed of a balance of three elements. If any one of the three is absent, then the process is not action research:

1. **Research.** Research based on any quantitative or qualitative techniques, or combination of them, generates data, and in the analyses and interpretation of the data there is shared knowledge.

2. **Participation.** Action research involves trained researchers who serve as facilitators and ‘teachers’ to team members. As these individuals set their action research agenda, they generate the knowledge necessary to transform the situation and put the results to work. Action research is a participatory process in which everyone involved takes some responsibility.

3. **Action.** Action research aims to alter the initial situation of the organisation in the direction of a more self-managed and more rewarding state for all parties.

An example of an action research team in marketing terms could include:

- **Researchers.** Trained in a variety of qualitative and quantitative research techniques, and with experience of diagnosing marketing and research problems.

- **Strategic marketing managers.** Decision makers who work at a strategic level in the organisation and have worked with researchers, as well as those who have no experience of negotiating with researchers.

- **Operational marketing managers.** Decision makers who have to implement marketing activities. These may be the individuals who meet customers on a day-to-day basis and who really feel the impact and success of marketing ideas.

- **Advertising agency representatives.** Agents who have worked with strategic decision makers. They may have been involved in the development of communication campaigns to generate responses from target groups of consumers.

- **Customers.** Existing customers who may be loyal and have had many years of experience of the company (initiating and funding the action research), its products and perhaps even its personnel.

- **Target customers.** Potential customers who may be brand switchers or even loyal customers to competitive companies.
Figure 6.3 illustrates how action research may be applied. This model of action research is taken from the subject area of the management of change, which is relevant to many of the problems faced by marketing decision makers. The process aims to create a learning community in a team such as that above. The team develops an understanding of issues to the extent that it makes sound judgements and takes effective action to implement the changes it wishes to make.
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The process in Figure 6.3 can be described as follows:

- **Diagnosis.** The present state of affairs would be set out, including the perceived barriers to change and an initial broad statement of desired direction for the organisation. Diagnosis would include documenting the change process and all data-gathering activities, such as secondary data gathering, surveys, interviews or observations.

- **Analysis.** An initial interpretation of data gathered would be made. From this the issues to be tackled would be identified. Summary findings and the development of a framework, with set tasks for team members in subsequent data gathering, would be drawn up.

- **Feedback.** Data analyses would be fed back for examination and discussion in the team. ‘Ownership’ of the diagnosis would be developed to formulate a commitment to action.

- **Action.** Individual courses of action and the development of broader strategies would be formulated.

- **Evaluation.** There would be an ongoing review of methods and outcomes. The effectiveness of any action would be evaluated against agreed criteria and critical success factors.

All of these stages are interrelated, so there is no definitive path that the team would take. In subsequent iterations of activities, the team could move around the stages in any order that suits its needs.

The process is illustrated in the following example, where action research was used in the development process of a new product. The detail of the case is limited, but there is sufficient to see action research being successfully practised in a manner that brings together a team with diverse forms of thinking and expertise.
To obtain an optimum number of results usable for the development process of a new product, a joint research approach was chosen by Deutsche Telekom Laboratories (www.laboratories.telekom.com). The idea was to combine ‘the best of three worlds’ by forming one team of researchers experienced in the field of consumer segmentation and qualitative research methods (members of Sinus Sociovision, www.sinus-institut.de) and one team of experts in the field of consumer behaviour and needs (members of Deutsche Telekom Laboratories and Berlin University of Technology). In addition, five experts from the field of innovation development with a background in psychology, speech recognition and engineering were invited to join the research preparations and to provide a broader view on the technology landscape. The task of the researchers was to formulate an approach by which the everyday life of information and communications technology (ICT) users could be explored. For Deutsche Telekom Laboratories the most important issue was to find out about ICT rituals and the situations in which ICT was used. Issues such as ‘fears’ and ‘barriers’ were also of interest, especially for the development of appropriate applications and services in the future. In order to attain these results, the researchers had to dive deep into the world of the Deutsche Telekom Laboratories and to learn about their ideas, problems attitudes, and cognitive structures, decision-making processes and organisational structures. Via meetings and workshops prior to the project/study, research experts were enabled to think like the developers and Deutsche Telekom Laboratories specialists. A first round of interviewing was applied, and additional rounds of expert interviews were conducted to understand the client. They installed feedback loops in order to discuss changes in the team during the research process and to include possible new issues in the interviews or observations. Among the researchers, a continuous learning process was observable since many participants developed their own ideas about how they integrate ICT into their everyday lives. The findings from this research were summarised in an additional feedback loop in order to coach the ICT specialists working for the client.

Qualitative and quantitative research should be viewed as complementary. Unfortunately, many researchers and decision makers do not see this, taking dogmatic positions in favour of one or the other. The defence of qualitative approaches for a particular marketing research problem, through the positive benefits it bestows and through explaining the negative alternatives of a quantitative approach, should be seen as healthy, as should the defence of quantitative approaches. Decision makers use both approaches and will continue to need both.

Qualitative and quantitative approaches to marketing research are underpinned by two broad philosophical schools, namely positivism and interpretivism. The central belief of a positivist position is a view that the study of consumers and marketing phenomena should be ‘scientific’ in the manner of the natural sciences. Researchers of this persuasion adopt a framework for investigation akin to that of the natural scientist. The interpretivist researcher does not set out to test hypotheses in the manner
of the positivist researcher. Their aim is primarily to explore and understand the nature and interrelationships of marketing phenomena. The focus of investigation is a detailed examination of a small number of cases rather than a large sample. The data collected are analysed through an explicit interpretation of the meanings and functions of consumer actions. The product of these analyses takes the form of verbal descriptions and explanations, with quantification and statistical analysis playing a subordinate role.

In examining qualitative approaches, ethnography as a general term includes observation and interviewing and is growing in use through the use of social media observations and interactions. Ethnography is used to describe a range of methods that require researchers to spend a large amount of time observing a particular group of people, by sharing or immersing themselves in their way of life. The ethnographer is expected to analyse critically the situations observed. The critique and the analysis can be guided by theory but, in essence, the researcher develops a curiosity, thinks in an abstract manner and at times steps back to reflect and see how emerging ideas connect. By reacting to the events, narrative, images and other forms of participants and by drawing out what they see as important, ethnographers have the ability to create new explanations and understandings of consumers.

Some ethnographers may be criticised in their attempts at developing theory. In response, the grounded theorist follows a set of systematic procedures for collecting and analysing data. A distinctive feature of a grounded theory approach is that the collection of data and their analysis take place simultaneously, with the aim of developing general concepts, to organise data and integrate these into a more general, formal set of categories.

Ethnographic techniques and a grounded theory approach can be applied in an action research framework. Action research is a team research process, facilitated by one or more professional researchers, linking with decision makers and other stakeholders who together wish to improve particular situations. Together, the researcher and decision makers or stakeholders define the problems to be examined, generate relevant knowledge about the problems, learn and execute research techniques, take actions and interpret the results of actions based on what they have learned. There are many iterations of problem definition, generating knowledge, taking action and learning from those actions. The whole process of iteration evolves in a direction that is agreed by the team.

When conducting qualitative research, the researcher and the client must respect participants. This should include protecting the anonymity of participants, honouring all statements and promises used to ensure participation and conducting research in such a way as not to embarrass or harm the participants. With the emergence of techniques that use social media, such as ethnography using electronic communities, maintaining an ethical relationship with participants is becoming far more challenging.

The internet and the growth in social media and the use of mobile devices present huge opportunities for the qualitative researcher. Online versions of traditional forms of qualitative research, such as focus groups, semi-structured or in-depth interviews and ethnographic techniques, have been developed to great effect. New qualitative techniques have been developed that add further consumer insights. These developments have the potential to present research to participants as meaningful and enjoyable engagements.
Questions

1. What criticisms do qualitative researchers make of the approaches adopted by quantitative researchers, and vice versa?
2. Why is it not always possible or desirable to use quantitative marketing research techniques?
3. Evaluate the differences between a European and an American approach to qualitative research.
4. Describe the characteristics of positivist and interpretivist researchers.
5. In what ways may the positivist and the interpretivist view potential research participants?
6. What role does theory play in the approaches adopted by positivist and interpretivist researchers?
7. What does ethnographic research aim to achieve in the study of consumers?
8. What is netnography? What additional consumer insights can netnography deliver?
9. Why may marketing decision makers wish to understand the context of consumption?
10. Describe and illustrate two research techniques that may be utilised in ethnographic research.
11. What stages are involved in the application of a grounded theory approach?
12. Is it possible for researchers to be objective?
13. What does ‘listening’ mean for the qualitative researcher? How may researchers ‘listen’ to consumers?
14. Describe the key elements to be balanced in the application of action research.
15. What do you see as the key advantages and challenges of conducting qualitative research online?

Exercises

1. An advertising agency has selected three pieces of music that it could use in a new advertising campaign. It has come to you as a researcher to help in making the case for selecting the right piece of music for the campaign. What would be the case for using qualitative techniques for this task?
2. Would a 12-year-old schoolchild who has not been exposed to any academic theories about ‘service delivery quality’ be more creative and open-minded, and thus better suited to conduct a grounded theory approach, compared with a 22-year-old business studies graduate? Would your view change in any way if the study were about a game or toy that was specifically targeted at 12 year olds?
3. You are a brand manager for Microsoft’s Xbox division. You wish to invest in an ethnographic study (that could include netnography techniques) of young gamers who regularly play multi-player online games. Ask another student to play the role of marketing director. What case would you make to the marketing director about the value of investing in an ethnographic study?
4. In the above case of an ethnographic study of young gamers for Microsoft, what would you feel to be appropriate contexts or circumstances to conduct this work?
5. In a small group, discuss the following issues: ‘Quantitative research is more important than qualitative research because it generates conclusive findings’ and ‘Qualitative research should always be followed by quantitative research to confirm the qualitative findings’. 
Chapter 6 Qualitative research: its nature and approaches
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Qualitative research: focus group discussions

The best moderators of focus groups are those that create a spirit of spontaneity and a passion for the issues under discussion.
Objectives

After reading this chapter, you should be able to:
1. understand why the focus group is defined as a direct qualitative research technique;
2. describe focus groups in detail, with an emphasis on planning and conducting focus groups;
3. evaluate the advantages and disadvantages of focus groups;
4. understand the myths that are associated with the application of focus groups;
5. describe alternative ways of conducting qualitative research in group settings;
6. understand the differences between online and traditional focus groups.

Overview

In this chapter, we start by presenting a means of classifying qualitative research techniques and we examine the implications of such classification. The characteristics of the focus group are presented, along with their advantages and disadvantages. The manner in which focus groups should be planned and conducted is then presented. Running successful focus groups depends upon the skills of a moderator, i.e. the person who manages the group, and the ensuing discussion. We present the qualities needed in moderators to get the most out of focus group discussions. There are variations on the main theme of running a focus group; these are described, as well as other qualitative group activities. Some of the misconceptions of focus groups are examined, with a reminder of the qualities that make group techniques work well. In Chapter 6 we contrasted the purpose and different ways of running focus groups in the USA and in Europe; this contrast is developed and illustrated further in examining international marketing research issues. The relative advantages and disadvantages of running online focus groups is compared with ‘offline’ or face-to-face groups. We also evaluate many new group-based techniques that are emerging through social media research.

The following examples illustrate how using focus groups helps researchers and decision makers to understand the issues faced by consumers. The three examples represent major variations of the focus group in terms of a traditional focus group, an online focus group and an online bulletin board. In all the examples, the issues being researched are expressed in consumers’ own words and sometimes in ways that words cannot convey. The examples also illustrate that researchers and decision makers may think that they know of all the issues they should be questioning, but once an exploration starts, participants can reveal new issues that they perceive to be of more importance, and these issues can drive very innovative marketing decisions.

Real research

Chinese views of chicken tastes

How is it possible to encapsulate flavour experiences and enable improved flavour innovations for Chinese consumers? The producer of flavours and fragrances, Givaudan (www.givaudan.com), sponsored a study that was executed by Labbrand (www.labbrand.com). Out of the five senses, taste may be considered the most abstract, and therefore the most difficult to describe. In China there was a huge amount of information that could be considered in flavour creation for roast chicken. There were more than 30 variations of cooking methods for chicken, the most famous being ‘roast’ and ‘fry’, and with very specific flavour characteristics such as the ‘Gong Bao Ji Ding’ or the ‘Beggar’s Chicken’. Before discussing flavours with consumers, preliminary research was conducted on the variety of dishes, flavours and brands in order to understand cultural references. This research
helped in the planning of focus groups directed at Chinese consumers to understand their flavour experiences. From the discussions of over 12 groups held in different Chinese cities, three categorical distinctions were apparent when a food experience was described: emotions and sensations – ‘generous’ or ‘smoky’ (general and conceptual, not linked to a specific context); practical experience – ‘at McDonald’s’, ‘with friends’ or ‘at a picnic’ (when, where, with whom, how); and rules, etiquette and common beliefs – ‘eating the bones clean makes me feel I am full’ or ‘white meat with friends can be embarrassing because it can get stuck between the teeth’. One issue faced when conducting research on taste experience, expectations and needs was that participants mixed these three dimensions of discourse. An additional complexity was that flavour experience is multidimensional. To describe a certain flavour, the participant may give a description in terms of taste (sweet, sour, bitter, salty and savoury – the basic tastes) and in terms of smell (fresh, burned, smoked, fruity) and/or texture. Because describing flavours was so complex, the role and expertise of the focus group moderator was crucial. The group setting was also crucial, so that participants could build on each other’s responses to arrive at more complete descriptions.

Real research

How does Philips execute its online bulletin boards?²

Online bulletin boards at Philips have used several studies at critical time points in the corporate strategic planning process. Initial studies differed in their particular aims, and in the sub-audiences targeted, but they generally took the following form. For a reasonable fee, senior influencers including executives, journalists, senior physicians, senior hospital administrators, urban planners and lighting designers agreed to join an online discussion. They logged on at their own convenience for a minimum specified number of minutes per day, over a period of two or three days. Three separate influencer panels were recruited to participate in a series of six one- or two-day online bulletin board sessions. Individuals were not always able to participate in all six sessions, but on average at least 75% participated each time. (Rare) panel dropouts were replaced with new members. Logging in and out whenever convenient to them, panel members interacted across multiple time zones and/or countries that shared a common language. Since Philips is a global company with worldwide reach, influencers were recognised across a wide range of geographies. Allowing senior individuals to interact with their transatlantic peers was engaging for participants, as well as valuable in yielding cross-cultural insight. The issue of audience heterogeneity was addressed by running several online bulletin boards concurrently, with the different sub-audiences each interacting at peer group level while discussing a mixture of topics – some that were common across all audiences and others that were specific to the sub-audience concerned. The flexible format enabled ongoing discussion guide development throughout a given fielding period, and incorporated a wide variety of visual aids and modes of enquiry. The studies for Philips included pre-seeded discussion, questionnaire rating scales and evaluation of print ads, multimedia clips and websites in development.
A classification of qualitative research techniques is presented in Figure 7.1.

These techniques are classified as either direct or indirect, based on whether the true purpose of the project is known to the participants. A **direct approach** is not disguised. The purpose of the project is disclosed to the participants or is otherwise obvious to them from the questions asked. Focus groups and in-depth interviews are the major direct techniques. Even though the purpose of the project is disclosed, the extent to which the purpose of the research is revealed at the start of a focus group or in-depth group may vary. Suppose that the researcher wanted to understand how participants felt about the Prada brand, what their views were of Prada advertising campaigns, the style and quality of Prada clothes, how ‘cool’ the brand was, the importance of its being an Italian company – to name but a few issues that could be tackled. Rather than stating these objectives, or even that the study was for Prada right at the start, the researcher may initially hide these issues. If revealed at the start, participants might focus straight onto these issues and not the surrounding contextual issues that may reveal the ‘relative’ impact of the Prada brand. Thus the researcher may initially reveal that the discussion is going to be about ‘what clothes mean to you’. The researcher may explore what participants feel to be good and poor examples of clothing advertisements and why – what types of clothing and accessories do participants see as stylish, how important is it to wear stylish clothes, how important is it to wear ‘cool’ clothes – drawing out examples of brands to illustrate these views. Italy as a country could be explored in terms of characteristics of Italians, or Italian design and style. If participants bring up Prada in the discussion, the researcher can then focus upon specific questions about the brand, contrast it with other brands and clearly see which subjects generated positive or negative views of Prada. Participants may deduce that the study is being conducted for Prada as the discussion proceeds, which may be apparent by the end of the discussion, or the researcher may clarify this point and explain why it was not revealed at the beginning.3

In using focus groups or in-depth interviews, the researcher employs a direct approach but has control over how much ‘directness’ to reveal at the start of the discussion. The researcher must consider what ‘frame of mind’ participants should be in at the start of the discussion, as too narrow or set a focus at the start can impede the thought processes and creativity of the participants and the success of the discussion.

In contrast, research that takes an **indirect approach** totally disguises the purpose of the project. In an indirect approach, the researcher wants participants to behave as naturally as possible without any impediment of research purposes. In observation or ethnographic techniques,
consumers may be seen shopping, choosing products, using products and interacting with other people and objects, hopefully in a natural environment and a natural manner. The ‘participants’ may not know that they are being observed or, if they do and have agreed to be observed, may not really know why. The purpose of using projective techniques (presented in Chapter 8) is to discover underlying motivations, beliefs, attitudes or feelings regarding consumer behaviour. The techniques allow indirect questioning to enable participants to discover novel ways to think about and express their feelings, where direct questioning would fail.

Figure 7.1 presents a useful way to remember which qualitative techniques tend towards directness and indirectness. Another way of thinking about these issues would be to visualise a continuum, with ‘totally direct’ at one extreme and ‘totally indirect’ at the other. Qualitative techniques may then be positioned on this continuum and the implications of that position addressed. The implications for the researcher are as follows:

- **Ethical.** What are the ethical issues concerning revealing what a study is about? Would participants get involved in the study if they knew what it was really about? Would participants feel cheated or abused by not being told the purpose or finding it out as they go along?

- **Data richness.** If participants know what a study is about, to what extent does this ‘close’ their minds or destroy their creativity? Qualitative techniques aim to draw out deeply held views, issues that may be difficult to conceive or express. Researchers need to be able to get participants in the right frame of mind to be able to elicit these rich data. To what extent does revealing the purpose of a study impede this process?

Researchers cannot resolve this issue by stating, for example, that ‘they will only use direct techniques’ to resolve the ethical issues. Successful focus groups and in-depth interviews can utilise certain observation techniques. As an example, consider recording a simple answer of ‘no’ to a question. This ‘no’ may be interpreted in different ways, depending upon facial expressions (‘was the participant smiling?’), the tone of the participant’s voice (‘was it sharp and direct?’), the participants’ posture and body language (‘were they hunched and hiding their faces?’), or their positioning and reactions to others around them (‘were they seeking support from others of the same view, by gestures directed towards those participants?’). The researcher can use and manipulate scenarios to observe participants as a means of interpreting the answers they give to questions. The same can be said of projective techniques, all of which can be used to great effect in focus groups and in-depth interviews.4

The researcher ultimately has to work out the extent of directness or indirectness of the chosen qualitative techniques and address the ethical and data richness issues before setting out the detail of how to administer the qualitative techniques. These issues may be unique in each investigation, depending upon the nature of participants being studied and the questions they face. In practice, the qualitative researcher may resolve the best means to administer a technique by experimenting and adapting; these issues are tackled later in this chapter.

---

**Focus group discussion**

A **focus group** is a discussion conducted by a trained moderator among a small group of participants in an unstructured and natural manner. A **moderator** leads and develops the discussion. The main purpose of focus groups is to gain insights by creating a forum where participants feel sufficiently comfortable and relaxed. In such a forum, it is hoped that participants can reflect and portray their feelings and behaviour, at their pace and using their language, means of expression and logic. It has been argued that the single most compelling purpose of the focus group is to bridge social and cultural differences between researchers and their target participants.5 The value of the technique and its role in bridging social and cultural differences lie in discovering unexpected findings, often obtained from a free-flowing discussion that is respectful and not condescending to participants.6 Focus groups are the most frequently used qualitative marketing research procedure, accounting for 9% of
all global marketing research expenditure in 2010. They are used extensively in new product development, advertising development and image studies. They are so popular that many marketing research practitioners consider this technique synonymous with qualitative research. Given their importance and popularity, we describe the salient characteristics of focus groups in detail.

**Characteristics**

The major characteristics of a focus group are summarised in Table 7.1.

One of the main characteristics and key benefits lies in the amount of creative discussion and other activities that may be generated. Group members have the time to reflect upon the discussion and range of stimuli that may be presented to them. The stimuli may come from other group members and/or from the moderator. Using their intuition and imagination, group members can explain how they feel or behave, in words or other forms of expression that they are comfortable with and using logic that is meaningful to them. The key drawback lies in how intimidating the group scenario may be to certain individuals. Many individuals may be self-conscious in expressing their ideas, feeling they may be ridiculed by others, or they may be shy and unable to express themselves freely in a group. A focus group is generally made up of 6 to 10 members. Groups of fewer than six are unlikely to generate the momentum and group dynamics necessary for a successful session. Likewise, groups of more than 10 may be too crowded and may not be conducive to a cohesive and natural discussion. Large groups have a tendency to splinter into subgroups as group members compete to get their views across.

<table>
<thead>
<tr>
<th>Table 7.1</th>
<th>Characteristics of focus groups</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key benefit</strong></td>
<td>Group members ‘feed’ off each other and creatively reveal ideas that the researcher may not have thought of or dared to tackle</td>
</tr>
<tr>
<td><strong>Key drawback</strong></td>
<td>Group members may feel intimidated or shy and may not reveal anything of significance</td>
</tr>
<tr>
<td><strong>Group size</strong></td>
<td>6–10</td>
</tr>
<tr>
<td><strong>Group composition</strong></td>
<td>Homogeneous, participants pre-screened by questionnaire or through known characteristics</td>
</tr>
<tr>
<td><strong>Physical setting</strong></td>
<td>Relaxed, informal atmosphere, ‘comfortable’ from the perspective of the participants</td>
</tr>
<tr>
<td><strong>Stimulating discussion</strong></td>
<td>Use of storyboards, mood boards, products, advertisements, films, music, websites, brochures</td>
</tr>
<tr>
<td><strong>Time duration</strong></td>
<td>1.5 to 6 hours</td>
</tr>
<tr>
<td><strong>Recording</strong></td>
<td>Use of audiocassettes, videotapes and notes from observations</td>
</tr>
<tr>
<td><strong>Moderator</strong></td>
<td>Observational, interpersonal and communication skills</td>
</tr>
</tbody>
</table>

A focus group generally should be homogeneous in terms of demographic and socio-economic characteristics. Commonality among group members avoids interactions and conflicts among group members on side issues. An amount of conflict may draw out issues or get participants to rationalise and defend their views in a number of ways; it can also mean that the discussion does not get stale with everybody agreeing with each other and setting a scenario where genuine disagreement gets stifled. However, major conflicts should and can be avoided by the careful selection of participants. Thus, for many topics, a
women’s group should not combine married homemakers with small children, young unmarried working women and elderly divorced or widowed women, because their lifestyles may be substantially different. Participants should be carefully screened to meet stated criteria. These criteria are set by the researcher to ensure that participants have had adequate experience with the object or issue being discussed. The most fundamental basis screening of participants is through demographic classification. Common demographic characteristics for determining group composition are: gender, race or ethnicity, age, household location, education level, occupation, income and marital status or family composition. Selecting participants using these characteristics can help increase compatibility but does not guarantee it; their backgrounds should be carefully balanced with their experiences. Participants who have already taken part in numerous focus groups should not be included. These so-called ‘professional’ participants are atypical, and their participation leads to serious validity problems.

The physical setting for the focus group is also important. A relaxed, informal atmosphere helps group members to forget they are being questioned and observed. What is meant by a relaxed, informal atmosphere may change depending upon the type of participant and the subject being tackled. Examples of what ‘relaxed and informal’ means can include the home of a friend within a particular community, a works canteen, a village hall, a room in a leisure centre, a meeting room in a hotel or a purpose-built discussion group room. The poor acoustics and hard seats of a works canteen may not seem relaxed and informal. To group participants, however, it may be the place where they are happy to talk and willing to open up to a moderator. An example of this could be using part of a furniture store to discuss issues around house decoration, furnishings and cleaning or maintaining the home. Such a setting may set a very strong frame of reference to start the focus group and provide lots of stimuli. This example does not mean that all research needs to be conducted in situ, but that the technique can be designed to allow the findings from the real and the research environments to inform the overall recommendations. Light refreshments should be served before the session and made available throughout; these become part of the context of relaxation. The nature of these refreshments largely depends upon how long the discussion lasts, the nature of tasks faced by the participants and the ethical viewpoint of the researcher.

Although a focus group may last from one to six hours, a duration of one and a half to two hours is typical. When a focus group lasts up to six hours, participants may be performing a series of projective techniques such as building ‘mood boards’ or ‘role playing’.

Participants can also be given additional stimuli to discuss, such as advertising storyboards and products (existing, new, competitors’) to handle and examine. A focus group that lasts for up to six hours will invariably require a break for a meal, but in all circumstances a flow of drinks and snacks should be made available – noting special dietary requirements such as vegan food and drinks.

The lengthy period of discussion in a focus group is needed to establish rapport with the participants, to get them to relax and be in the right frame of mind and to explore in depth their beliefs, feelings, ideas, attitudes and insights regarding the topics of concern. Focus group discussions are invariably recorded, mostly using audiotape but often on video, for subsequent replay, transcription and analysis. Video recording has the advantage of capturing facial expressions and body movements, but it can increase the costs significantly. Frequently, where focus groups are conducted in purpose-built studios, decision makers as ‘clients’ observe the session from an adjacent room using a two-way mirror or through video transmission. However, the existence of the mirror can impact upon everyone’s perceptions of what is happening in the discussion. The idea of invisible and unknown people sitting on the other side of the glass can be daunting and inhibiting to participants. Who are they? Why are they there? What are they doing? What are they going to think of me? Participants may not divulge private thoughts, confess to indulgent practices or generally open up if they feel intimidated by the interview process. The ‘City Hunter and ‘Philips’ examples at the start of this chapter illustrated how clients or decision makers are able to observe and even
influence the development of group discussions. This issue will be developed in this chapter when we compare the relative advantages and disadvantages of face-to-face discussions and online focus groups.

In the physical setting of the focus group, care must be taken with both audio and video recording of participants. A judgement must be made of how comfortable participants are with being recorded and what effects recorders have on how much they relax and honestly portray how they feel. Many moderators can give rich examples of how the most interesting points to emerge from a focus group occur when recorders are switched off at the end of the discussion. This happens when a group of participants have really become involved in the subject of discussion and have enjoyed talking to their fellow participants. Even when the moderator has finished the discussion, some participants carry on discussing the issues between themselves as they put their coats on, leave the room and even perhaps as they walk to their cars. Moderators can hear issues discussed in this informal manner that they wish had been tackled with the full group.

The moderator plays a vital role in the success of a focus group. The moderator must establish rapport with the participants and keep the discussion flowing, including the probing of participants to elicit insights. Typically, probing differs from questioning in that the probes and the nature of probing are more spontaneous, and involve comments such as:16

- Would you explain further?
- Can you give me an example of what you mean?
- Would you say more?
- Is there anything else?
- Please describe what you mean.
- I don’t understand.
- Tell me more about that.
- How does that work?

Sometimes the moderator may put a probe question to the whole group, such as:

- Who else has something?
- What about the rest of you?
- I see people nodding their heads; tell me about it.
- We want to hear all the different points of view. Who else has something that might be a bit different?

It is seen as good practice to probe early in the discussion in order to communicate the importance of precision or a developed explanation, and to use probes sparingly in later discussion.

In addition, the moderator may have a central role in the analysis and interpretation of the data. Therefore, the moderator should possess skill, experience, knowledge of the discussion topic and an understanding of the nature of group dynamics.

**Advantages and disadvantages of focus groups**

Focus groups offer several advantages over other data-collection techniques. These may be summarised by the 10 Ss:17

1. **Synergy.** Putting a group of people together will produce a wider range of information, insight and ideas than will individual responses secured privately.

2. **Snowballing.** A bandwagon effect often operates in a group discussion in that one person’s comment triggers a chain reaction from the other participants. This process facilitates a very creative process where new ideas can be developed, justified and critically examined.
3 **Stimulation.** Usually after a brief introductory period, the participants want to express their ideas and expose their feelings as the general level of excitement over the topic increases in the group.

4 **Security.** Because the participants’ feelings may be similar to those of other group members, they feel comfortable and are therefore willing to ‘open up’ and reveal thoughts where they may have been reluctant if they were on their own.

5 **Spontaneity.** Because participants are not required to answer specific questions, their responses can be spontaneous and unconventional and should therefore provide an accurate idea of their views.

6 **Serendipity.** Ideas are more likely to arise unexpectedly in a group than in an individual interview. There may be issues that the moderator had not thought of. The dynamics of the group can allow these issues to develop and be discussed. Group members, to great effect, may clearly and forcibly ask questions that the moderator may be reluctant to ask.

7 **Specialisation.** Because a number of participants are involved simultaneously, the use of a highly trained, but expensive, interviewer is justified.

8 **Scientific scrutiny.** The group discussion allows close scrutiny of the data-collection process in that observers can witness the session and it can be recorded for later analysis. Many individuals can be involved in the validation and interpretation of the collected data, and the whole process can be very transparent.

9 **Structure.** The group discussion allows for flexibility in the topics covered and the depth with which they are treated. The structure can match the logical structure of issues from the participants’ perspective as well as the language and expressions they are comfortable with.

10 **Speed.** Since a number of individuals are being interviewed at the same time, data collection and analysis can proceed relatively quickly. This advantage has become even more pronounced with the development of online focus groups.

Disadvantages of focus groups may be summarised by the five Ms:

1 **Misjudgement.** Focus group results can be more easily misjudged than the results of other data-collection techniques. As a qualitative technique focus groups can evolve through a line of questioning and probing (as discussed in Chapter 6). The specific direction of questioning and the ultimate interpretation of findings can be susceptible to the bias of the moderator and other researchers working on a project.

2 **Moderation.** As well as being great fun to moderate, focus groups can be difficult to moderate. Much depends upon the ‘chemistry’ of the group in terms of how group members get on with each other and draw ideas and explanations from each other. Even moderators with many years of experience may not connect with particular groups of participants or topics and can get into difficulty with group members who disrupt the discussion. The quality of the results depends upon how well the discussion is managed and, ultimately, on the skills of the moderator.

3 **Messiness.** The unstructured nature of the responses makes coding, analysis and interpretation difficult in comparison with the far more structured approach of quantitative techniques. Focus group data tend to be messy and need either strong theoretical support or the discipline of a grounded theory approach to ensure that decision makers can rely upon the analyses and interpretations.

4 **Misrepresentation.** Focus group results concentrate on evaluating distinct target groups, describing them and contrasting them to other groups or types of participant. Trying to generalise to much wider groups, in the same manner as with a quantitative survey based on a representative sample, can be very misleading.
5 Meeting. There are many problems in getting potential participants to agree to take part in a focus group discussion. Even when they have agreed to participate, there are problems in getting focus group participants together at the same time. Running online focus groups has helped to resolve these problems to a great extent and is one of the main factors in the growth of this approach. For some participants a ‘virtual meeting’ is still not a solution. An example is in conducting business research with managers as participants. Given the amount of travel and tight schedules that many managers have, getting them together at the same time is very difficult. With many managers reluctant to reveal their company’s behaviour and plans in front of other managers, one can see that the focus group may be very difficult to administer in getting managers to meet up and discuss issues.

Planning and conducting focus groups

The procedure for planning and conducting focus groups is described in Figure 7.2.

Planning begins with an examination of the marketing research problem(s) and objectives. In most instances, the problem has been defined by this stage, but it is vital to ensure that the whole process is founded upon a clear awareness of the gaps in the knowledge of marketing decision makers. Given the problem definition, the objectives of using focus groups should be clarified. There should be a clear understanding of what information can be elicited and what the limitations of the technique are.

The next step is to develop a list of issues, or **topic guide**, that are to be tackled in the focus groups. This list may be a series of specific questions but is more likely to be a set
of broad issues that can be developed into questions or probes as the focus group actually takes place. Specific questions may be of help to the moderator who feels that a consistent set of points needs to be presented to different groups in order to allow clear comparisons to be made. Specific questions also act as a ‘prop’ when the discussion is failing; indeed, some group participants may initially feel that their role is to react to specific questions. However, treating the whole discussion as a means to present set questions may stifle the creativity and spontaneity that are the hallmarks of successful focus groups. The moderator should open the discussion with a general introductory question to make participants comfortable with the subject and the purpose of the research. This question should encourage conversation and interaction among the participants. It should not be threatening and it may even question in the third person – i.e. not asking participants what they do or think, and as such it may not be critical to the analysis, though there can be much revealed at this point. The discussion moves on to one or two transition questions, which move the discussion towards the key questions and issues. Transition questions help participants to envision the topic in a broader scope. Through these questions, participants become more aware of their fellow participants. Transition questions can ask participants to go into more depth about their experiences and uses of a product, making the connection between the participant and the topic under investigation. The moderator can then move on to the key questions, developing specific questions, issues and probes that can advance as the moderator tunes into the dynamics of the group. There may be additional, new issues that develop and, indeed, issues that group members do not see as being appropriate, and these can be discussed. The emphasis should be upon an evolution and learning process rather than administering a consistent set of questions.

The types of group members to take part in the discussions are then specified. From this specification, a questionnaire to screen potential participants is prepared. Typical information obtained from the questionnaire includes product familiarity and knowledge, usage behaviour, attitudes towards and participation in focus groups and standard demographic characteristics. With the types of participants specified, consideration must be taken of what would make them relaxed and comfortable, balanced in both a physical and psychological sense.

Having decided on the location of the focus groups, the actual recruitment of group members progresses. This is one of the most difficult tasks, as potential group members may be sceptical of what may happen at the group, sometimes fearing that they are exposing themselves to a hard-sell campaign of time-share holidays or home improvements! If individuals have attended a focus group beforehand, the process of recruitment is easier, but getting the right types of participant together at the right place and time can prove difficult. With the screening questionnaire, recruitment may take place on a face-to-face basis through street interviews or through database details by phone or email. One traditional approach is to give the specification of group members to an individual in whose home the discussions are to take place. That individual then recruits participants who fit that specification from the local community. The advantage of this approach is the individual’s ability to persuade participants that the process is a bona fide research process and is going to be rewarding in many ways; ultimately the individual makes sure that potential participants actually attend. The big disadvantage is ensuring that those recruited match the screening questionnaire requirements. Whichever method of recruiting participants is used, even when individuals have said that they will participate in the group, a follow-up is necessary to remind and motivate group members.

Group participants have to be rewarded for their attendance. Usually they enjoy the experience immensely once they are there, but that does not ensure that they attend in the first place. Attendance can be rewarded with cash, a donation to charity or a gift. The following example illustrates the difficulties involved in recruitment and a researcher’s creative solution to the problem.
The first focus group to be run should be seen as an experimental group. All aspects of running the group should be evaluated. Were the group members relaxed and comfortable in the chosen location, i.e. did the context work as intended? How did they react to the audio recorder, video or two-way mirror, i.e. at what point did they seem to relax and forget that they were being recorded? What types of member interacted well or not, and what issues helped or hindered interaction? How did the introductory and transition questions work in opening up and developing the discussion? How did the topic guide work; were there issues missing or issues that individuals would not tackle? How comfortable was the moderator in handling the topics; did they have to interject to liven the discussion? How much did the moderator have to know about the subject to have credibility with the participants? With reflection on these issues, any necessary alterations can be made to the way that the remaining focus groups are administered. There may be very useful information that emerges from the experimental group that can be included in the main analysis. However, if the group does not work well, the information gleaned may be of little use, but the lessons learned are invaluable in running the remaining groups.

Finally, the focus groups can be run. The question arises here of how many groups should be run. Beyond the first experimental group, the number of groups needed can vary. The extent to which comparisons are sought in analyses can determine how many groups are needed. Seeking comparisons means recruiting participants with different backgrounds or experiences. If there are a great variety of types of individual that make up a target market, then many homogeneous groups may be needed to reflect the variety of types, e.g. a group of 18–25-year-old single-male car owners compared with groups of women or groups of older males, married men or non-car owners. The definition of these distinct target groups to question is entirely bound by the nature of the research problem.

A confounding factor in the definition of these groups is the extent to which different types of participant will mix together in a single group. In an experimental focus group that explored attitudes and behaviour related to sports activities in the English city of Bath, distinct target groups of participants did not work well together. Older participants who participated in more ‘gentle’ sports activities did not particularly appreciate, listen to or respect the views of younger participants. In addition, there was a gender split in that male participants showed very little respect for the views of female participants. The older male

**Experimental group**

An initial focus group, run to test the setting of the interview, the opening question, the topic guide and the mix of participants that make up the group.

---

**Real research**

So how do you upstage a Ferrari owner?19

Researching a high-net worth, socially active audience is difficult at the best of times. The target can be opinionated, demanding, often resistant to research and almost impossible to reach. So, when we got the brief to conduct focus groups among Ferrari, Porsche, top Mercedes and other exotic sports-car owners, we were tempted to panic. We knew we could find them, but how could we persuade them to participate? We realised the one thing that would link our target, who were also defined as keen drivers, not just poseurs, was their love of cars and desire to know the latest news about new models (and to try them out if possible). That’s why we decided to offer the carrot of a drive around a race and proving track and the opportunity to meet the design and management team at our famous sports car maker. If anything might motivate people who clearly already had sufficient money to indulge a very expensive taste, it should be this package. It worked like a dream, and we had great success getting the right people to come and, more importantly, to participate.
participants were particularly patronising to younger females. As a result it was decided to run groups that separated younger and older participants and males and females. This meant an increase in the total number of focus groups conducted, but also meant that the remaining focus groups worked well and that the views of distinct target groups were clearly presented.

If target participants are geographically widespread, then many groups may be needed to represent this diversity. Focus groups may be needed to represent each country. Further analyses of two distinct target groups were also needed. Thus, a minimum of two groups per country, i.e. eight groups plus an experimental group, would be needed, which would be doubled if it were subsequently felt to be important to run exclusively male and female groups.

Another factor to be considered in determining the number of focus groups to conduct relates to whether the researcher is using focus groups as part of a grounded theory approach. With such an approach (as described in Chapter 6, and further developed in Chapter 9), theoretical sampling is adopted whereby further examples or instances are sought that may contradict the nature of the emerging grounded theory. The complexity of the developing grounded theory and the extent to which the qualitative researcher makes sense of the issues being explored will ultimately determine the number of discussions needed. This can be contrasted to focus groups conducted from a positivist perspective, focusing upon generating an understanding of issues to be confirmed in a subsequent survey. In the latter scenario, the researcher may not need to continue to search for more contradictory perspectives. Whichever paradigm underpins the application of focus groups, resources permitting, one should conduct additional discussion groups until the moderator can anticipate what will be said. The last sentence is a reminder of the final factor determining the number of discussions – the time and money afforded by the client.

In summary, the number of focus groups that should be conducted on a single subject depends on the following factors:

- The extent to which comparisons between different types of participants are sought.
- The types of participant to be targeted and how well they interact in a discussion.
- The geographic spread of participants.
- The paradigm that underpins the planning, administration and analysis of the focus group.
- The time and budget available.

Another dimension of running the groups, beyond the actual number of groups, is the nature of stimuli that the moderator chooses to input. At certain times, examples of particular products or brands may be introduced for participants to examine, to taste, touch, smell or sample if the nature of the product permits. Advertising material such as brochures, posters or even video recordings of TV or cinema adverts can be shown and a response generated. One of the most frequently used forms of stimuli is the mood board.

The ‘mood board’ is really the creation of a collage, though in some discussions, pre-prepared collages are given to participants. Focus group participants are given a pile of magazines and asked to snip words and pictures from them. The direction they are given is to select images and words that they think represent characteristics of a brand, a consumer type or lifestyle, or whatever issue the researcher wishes to be illustrated in this manner. The resultant collage can then be used to stimulate discussion and to help draw together ideas and connect them. Creative marketing decision makers in copywriting or advertisement development may develop many ideas directly from the collages or mood boards, as illustrated in the following examples.
Suncorp (www.suncorp.com.au) wished to launch a new under-25 ‘Family Discount’ insurance offer. In order to make this work, Suncorp wanted to engage with parents and their children simultaneously. A team of young researchers was recruited to have frank discussions with the youth market. Suncorp wanted to know what their relationship with their parents was like. Suncorp wanted to see if there was any common ground between them and their parents it could use, and what issues it should avoid. Focus groups using mood board exercises produced surprising results: Generation Y were not ‘trapped’ at home, they ‘share’ with their parents, the more liberal of whom have no objection to boy/girlfriends staying over. Parties within reason. No curfews. It could be seen in their fashions: the boho chic of Gen Y girls was not too different from their baby boomer mothers’ youthful fashions. They talked of wardrobe sharing and recycling. The fundamental values of the two generations were far more aligned than the angry Generation X and their parents, or the baby boomers and their depression-era parents. While this understanding may seem fairly obvious to anyone actually living this situation, very little of this was obvious in marketers’ approaches to Generation Y.

The mood board has two main functions:

1. **Reference point.** The moderator can use the mood board to reflect upon the discussion, in which case issues can emerge that were not so apparent in the heat of a discussion.

2. **Enabling device.** The mood board gets participants to loosen up and talk more freely. The focus group is not to get participants to talk rationally but to display what ‘feels right’ to
them. The collage can help to express feelings they may not be able to put into words, or enable those words to have more clarity. This can happen by questioning what is included in a mood board, as well as what is omitted.23

The mood board and the creation of collages can develop beyond two-dimensional images. Given the growth of social media, individuals have become far more adept at expressing their personalities, their likes and dislikes through music and videos. The growth and engagement with sources such as Facebook, YouTube and SecondLife demonstrates an array of ways that consumers wish to express themselves and the skills they have developed to form expressions.24 As a result, there are many examples of participants producing video and audio collages in both group and individual settings.

The final stage in planning and conducting focus groups involves the analysis of data. (Chapter 9 discusses qualitative data analysis in more detail.) There are two essential points to note:

1  

Evolving analysis. Focus groups can change and develop in terms of the issues discussed and the stimuli used to draw out views from participants. The changes are made as the moderator generates and develops new ideas as each focus group progresses. The moderator makes observations and notes to help as the discussion progresses, and also for when it is over. The moderator may also interact with the client as the discussion progresses and/or when individual groups are completed. These observations and notes are part of the total analysis in that they decide which issues to probe, which issues to drop and the form of summarising issues that may be presented to groups at certain stages of the discussion.

2  

Not just the narrative. If the discussion is recorded then transcripts can be produced, which can be analysed with proprietary software. These transcripts form a major part of the analysis procedure but the accumulation and reflection upon observations and notes forms a key part of the analysis.

The moderator

Throughout this chapter we have referred to the moderator as an individual who conducts a focus group discussion, by setting the purpose of the discussion, questioning, probing and handling the process of discussion. This individual may also be the researcher handling the project. More likely it will be someone who specialises in the technique, or, given the number of groups to run and the time allowed to complete them, a number of specialist moderators will be employed. Whoever is to undertake the task of ‘moderating’ will require the following qualities:25

- *Kindness with firmness.* The moderator must quickly develop an empathy with group members. From this the moderator should show kindness to make participants feel welcome, combined with a firmness to stop particular individuals taking over the discussion.

- *Permissiveness.* The moderator must be permissive, allowing the flow of discussion to develop as the group sees fit. However, the moderator must be alert to signs that the group’s cordiality or purpose is disintegrating.

- *Involvement.* The moderator must encourage and stimulate intense personal involvement. In certain circumstances, this may mean becoming involved in the actual discussion itself. This can happen if a tendency for ‘group speak’ emerges. ‘Group speak’ happens when little debate or creativity in ideas develops, as particular individuals may not wish to be seen as going against a perceived group norm.

- *Incomplete understanding.* The moderator must encourage participants to be more specific about generalised comments by exhibiting a feigned naivety or incomplete understanding.
• **Encouragement.** The moderator must encourage unresponsive members to participate.

• **Flexibility.** The moderator must be able to improvise and alter the planned outline amid the distractions of the group process.

• **Sensitivity.** The moderator must be sensitive enough to guide the group discussion at an intellectual as well as emotional level. The moderator must also be attuned to mood changes and issues that fire up enthusiastic responses or, conversely, cause the discussion to dry up. Sensitivity can also encompass the subtle nuances in the manner that they are viewed by participants, e.g. their dress, speech and manner, language and forms of expression used by participants and cultural references and context of these references as expressed in the discussion.

• **Observation.** As the group progresses, notes must be made of ideas or questions to come back to, interpretations of particular silences or bouts of laughter, and how group members are interacting with each other. These observations help the group discussion to progress well and the interpretation of the discussion to have greater meaning.

### Other variations of focus groups

Many developments have occurred in the format of group discussions. An illustration of one development was set out in the Philips example at the start of the chapter in the use of online bulletin boards for group discussions. As with the Philips example, most developments have been facilitated by the growth of online technologies and will be discussed later in the context of social media (Chapter 17) and mobile research (Chapter 18). However, in examining how moderators may adapt and change their role in order to engage and elicit more from participants, it is worth examining several variations of the standard focus group procedure. These include:

• **Two-way focus group.** This allows one target group to listen to and learn from a related group. In one application, physicians viewed a focus group of arthritis patients discussing the treatment they desired. A focus group of these physicians was then held to determine their reactions.

• **Dual-moderator group.** This is a focus group discussion conducted by two moderators. One moderator is responsible for the smooth flow of the session, and the other ensures that specific issues are discussed.

• **Duelling-moderator group.** Here also there are two moderators, but they deliberately take opposite positions on the issues to be discussed. This allows the researcher to explore both sides of controversial issues. It also encourages participants who may support a particular perspective to express their views without fear that they will be ‘attacked’ by the rest of the group.

• **Participant–moderator group.** In this type of focus group, the moderator asks selected participants to play the role of moderator temporarily to improve group dynamics.

• **Client–participant group.** Client personnel are identified and made part of the discussion group. Their primary role is to offer clarifications that will make the group process more effective.

• **Mini group.** These groups consist of a moderator and only four or five participants. They are used when the issues of interest require more extensive probing than is possible in the standard group of 6–10.

• **Telephone focus groups.** These are conducted using a telephone conferencing system with the same number of participants as conventional focus groups, but typically within a narrower time frame, no more than an hour. These can work well in gaining access to widely dispersed experts in a range of professions or specialists. They would not be cost effective with ‘average’ consumers, except perhaps in cases where follow-up from survey participants is desired.26
Other types of qualitative group discussions

**Brainstorming**

Traditional brainstorming has been used for several decades, especially in the context of management or marketing issues. Whether formal or informal, the process is the same: think of as many ideas as you can and say them out loud; leave the evaluation until later; build on and combine others’ ideas; be as imaginative as possible, the wilder the ideas the better. The group moderator seeks to nurture an atmosphere of creativity, tapping into the intuition of participants, generating novel ideas and connections between ideas. When it works well, ideas flow freely from an interplay that may never have occurred if the group had not brainstormed together.

Two problems plague traditional brainstorming: production blocking and evaluation apprehension:

- **Production blocking.** Occurs when a group member has an idea, but someone else is talking. When it is finally his or her turn they have forgotten the idea, or think it is redundant or not that good. If the group is large or dominated by talkative people, such members lose interest and do not say what they think.

- **Evaluation apprehension.** Occurs when participants become anxious about what others think of their thoughts. Ideas may be censored, as there is a fear of being labelled as odd. When participants feel this apprehension they do not produce as many new and potentially useful ideas but keep themselves to themselves, and therefore defeat the purpose of brainstorming.

As with traditional focus groups, online developments have generated a large variety of new approaches to brainstorming and generating ideas. These can include the use of research communities, Twitter and games. The following example illustrates a comparison of traditional versus online approaches to brainstorming.

**Real research**

**BrainJuicer online brainstorming**

The research agency BrainJuicer (www.brainjuicer.com) has created a four-stage approach to online brainstorming: (1) identify ‘creative consumers’ via an online creativity test; (2) brief 50 creative consumers online to create 500 new ideas for a certain product/category and collect the new ideas digitally; (3) categorise the output, select the most promising 50 ideas from the total; (4) after this the client team focuses on what it is good at: harvesting, articulating sound and appealing concepts. Harvesting can be done in a joint workshop to create commitment to the ideas. Using this process BrainJuicer was asked to generate new-product ideas for Unilever Deodorants, both for men (e.g. Axe) and for women (e.g. Rexona). Halfway through the process it was decided to feed the ideas from the creative consumers into a brainstorming workshop and then invite some of them to participate in the workshop. After the workshop, a total of 40 ideas, 21 originally from Unilever resources (generated using traditional brainstorming techniques) and 19 originally from the BrainJuicer process, were selected by Unilever to be evaluated head to head in BrainJuicer’s screening tool, the Predictive Market™. The Predictive Market uses a large diverse crowd to decide on
ideas with the most potential in the marketplace. Participants get virtual shares in all ideas tested. They need to maximise their own wealth by selecting one idea that they think will be a big failure in the market and one idea that they feel will be most successful in the market. For each idea, they assessed how often it had been selected ‘to sell’ and how often it had been selected ‘to double shares in’. Among the deodorant ideas for men, the two winning ideas were inspired by the BrainJuicer process. Five out of six ‘question marks’ (often polarising ideas with niche potential) were inspired by the process. From the Unilever Deodorant results it was clear that the traditional brainstorming approach was less successful in generating fresh potent ideas than the group of creative consumers working individually online.

Misconceptions about focus groups

There has been much debate about the use and value of focus group discussions. Much of the debate has been misinformed through the development of myths and misconceptions built around the technique. Misconceptions about focus groups have emerged from assumptions made by researchers or the users of focus group findings, or even journalists. Their assumptions may have been useful at one time, in a particular context, or when tackling a certain subject. The assumptions may well apply to specific contexts but may not be applicable to focus groups in general. Working through the misconceptions can help researchers make decisions about when and how to use focus groups, and even whether they should be using them at all. The misconceptions about focus groups can be summarised by the five Es:

1. **Economical – they are low cost and quick.** The idea that focus groups are low cost and quick has emerged through comparison with other research methods. In comparison with survey research, focus groups (and especially online focus groups) may be conducted with a smaller budget and more quickly. This is not a fair comparison given the sample sizes that the techniques work with and the type of data they generate. In comparison with other qualitative methods, focus groups are often more expensive than observation and individual interviewing, primarily due to more expensive recruiting methods. The biggest resource involved in the technique, however, is that of the researcher in the careful planning, execution and analysis of focus groups. The analysis of the data generated can be ‘cheap and quick’ if it is a case of decision makers taking away their own conclusions from focus groups they have observed. Analysis can be far more expensive and time consuming if the careful planning and execution is followed up by the assembly of data, reflective diaries and memos and the full immersion into those data of the researcher (as detailed in Chapter 9).

2. **Experts – they require professional moderators.** The qualities of a good moderator were detailed above. A professional moderator, with experience of tackling different subjects, questioning and probing different types of participant and working in a variety of contexts, undoubtedly has much to offer any project. However, in many instances it is not the amount of experience that matters most in moderating. Sometimes a less-experienced moderator, who has more contact with the issues under question, more contact with the participants and is perhaps more comfortable in the interview location, can elicit better data. This is especially true when working with distinctive ethnic, linguistic or cultural groups. For example, an undergraduate student working on a project for a leading deodorant brand was about to enter the room to conduct a focus group. Looking at the 18–20 year olds before he entered the room, he realised that he was wearing the ‘wrong’ logo. With a quick change of his shirt, he continued with the discussion to great effect. Upon
reflection, he revealed that the logo he was wearing, and indeed the colour of his sweatshirt, would have said things about him to the group that would have affected his credibility with the assembled participants. He felt that he would not have been able to engage with the group and get it to reveal so much had he been in his original clothing. His acute sensitivity to this cultural nuance made this focus group particularly effective; an older and more experienced moderator may not have picked this up. The best moderators are not necessarily those with the most experience. Rather it is the individual that can best engage with, listen to and draw out the best of target participants.

3 *Easily upset – they do not work for sensitive topics.* Focus groups are regularly used in projects related to sexual behaviour, substance abuse and stressful life events, which have marketing or other social implications. This misconception is based upon what may be deemed as socially acceptable in conversations, perhaps around the dinner table. However, focus groups present an atypical setting for discussion. The moderator is encouraging everyone in the group to share values and experiences that they all have an interest in. There may be little consequence to what they say, especially if they are meeting with strangers whom they may never meet again. Handled with caution, the moderator can encourage participants to reveal things they would normally keep to themselves. Researchers and moderators working with sensitive issues must make plans to encourage appropriate self-disclosures, and to cope with disclosures that go beyond the boundaries of the project. These plans go beyond the wording of the questions and probes into the atmosphere the researchers wish to create at the discussion, the nature of the location being particularly important here.

4 *Endorsement – they must be validated by other research methods.* This is part of the general misconception that all qualitative techniques play a preliminary role that prepares the way for a conclusive technique. Focus groups can serve a useful role as the first stage of developing questionnaires or experiments, but that is not their sole purpose. Focus groups can illuminate and indeed help to validate many of the statistical findings that emerge from surveys, e.g. helping to understand and describe findings from factor and cluster analyses. They can be used in isolation to produce the kind of in-depth understanding of an issue that no other technique can provide: for example, the use of a particular celebrity in an advertisement can generate a series of emotional responses that could impact upon the brand values – and those values are compounded by the particular use of music and who is playing that music. To uncover what is happening to the viewers and how their values may have changed, the focus group may well be the most efficient and effective technique, of all qualitative or quantitative options.

5 *Exposure – they reveal how consumers will behave.* Focus groups, in-depth interviews and surveys all depend upon verbal reporting. They depend upon a belief in what participants say about how they intend to behave. In many circumstances, even when it comes down to it, the most sincere participants can change their minds. In focus groups, participants may talk about their likely behaviour in many hypothetical scenarios, moderators can watch other participants nod their heads in agreement and the evidence is compelling. It must be recognised that the data generated are attitudinal, and trying to predict behaviour from attitudes is most problematic. The rise in customer databases and ethnographic methods has helped researchers to predict consumer behaviour and validate the findings of focus groups and surveys.

The focus group, like every research technique, is never foolproof or perfect. To get the most from focus groups, the following thinking should be encouraged. First, the quality of moderating is crucial to the success of the discussion. The quality of the findings is directly related to the talents, preparation and attentiveness of the moderator. Second, teamwork is vital. As well as star moderators, there must be quality recruiters, note-takers, analysts and reporters. Third, this team has always something to learn from the participants. For a short period of time, the participants open their lives and share their experiences, preferences and
beliefs. The most destructive thing a researcher can do in a focus group is to display arrogance, condescension or superiority. It is much better to sit back and let participants tell you everything you wanted to know, and more! Finally, there are many ways to conduct successful focus groups. Given the nature of the topic under investigation and the nature of the target participants, there are many options to choose for the best context and approach to draw out the best from participants. Focus groups vary enormously in how they are planned, administered and analysed, from the very structured interview in a studio bristling with technology, through to a passionate dialogue conducted globally online, to a riotous exchange on a tropical beach. Experimentation with new ways of conducting focus groups should be positively encouraged rather than being bound by the thought that there is one ideal way to conduct them.

Real research

Becoming a brand

Young focus group participants are different creatures from adults, and this calls for some adaptations to the way researchers approach their work. Young people can be deeply self-conscious and lack confidence in revealing and articulating their views in front of others. A forum that seeks to source this information from them can therefore be an uncomfortable one. If they are involved in focus groups, it is like asking them to attend an event that can look like a school scenario. If it is not differentiated, this can result in an uncooperative or unmanageable group, as giggles take over and the moderator loses control. Generating comfort, and thus confidence, is crucial. It is worth adding a question to the recruitment screening about their possible ‘subcultural’ or ‘tribal’ leanings. With little else to use in self-definition, these visual distinctions can be all-important. Sworn enemies on the local high street, emo/indie/goth kids and ‘townie’ or ‘hoodie’ youths do not make easy group partners. In a group setting, girls tend to open up and share together fairly quickly. Boys need more time because their group dynamics are based on clear-cut roles. It can be worth asking them to arrive 30 minutes early and leave them to play games together or complete a task before the group kicks off. This will give them time to form some sense of group structure. Alternatively, start the group with some smaller team tasks before bringing them back together to talk as a whole. Where possible, it is worth trying to work with young people’s existing friendship groups. As well as providing a young person with security and familiarity, it offers a much more authentic understanding of brand adoption behaviours. By working with a set of friends, it can be possible to see how deliberations and decisions are played out and negotiated. What brought them to group consensus? What, or who, was the all-important lever in that consideration process?

Online focus groups

Throughout the chapter we have referred to and illustrated the use and value of online focus groups. The fundamental principles of why focus groups are conducted, their management and the data analysis challenges are similar between traditional offline focus groups and online focus groups, sometimes known as e-groups. Before examining their relative strengths and weaknesses it is worth considering a general description of online focus groups.

As in the case of traditional focus groups, online focus group participation is by invitation only. The participants are pre-recruited and generally come from lists of individuals who have expressed an interest in particular products, services or issues. An example of such a list could be the use of access panels (detailed in Chapter 4), such as (www.researchnow.com).
A screening questionnaire can be administered online to qualify participants, even if access panel members have already been profiled. Those who qualify are invited to participate in the online focus group and given clear benefits and a reward for their participation. They receive a time, a URL, a room name and a password via email. Before the focus group begins, participants receive information about the discussion that covers such things as how to express emotions when typing. Electronic emotion indicators are produced using keyboard characters and are standard in their use on the internet. Obvious examples include :-) and :-( for happy and sad faces. The emotions are usually inserted in the text at the point at which the emotion is felt. Emotions can also be expressed using a different font or colour. There are a wide range of emotions to choose from, expressed such as: I’m frowning, I’m laughing to myself, I’m embarrassed, I’m mad now, I’m responding passionately now. These are then followed by responses. Participants can also preview information about the discussion topic by visiting a given website and reading information, or downloading and viewing visuals such as TV advertisements. Then, just before the focus group begins, participants visit a website where they log on and get some last-minute instructions.

When it is time for the discussion, participants move into a web-based chat room. In the chat room, the moderator and participants type to each other in real time. The general practice is for moderators always to pose their questions in capital letters and participants use upper and lower case. Participants are asked always to start their response with the question or issue number, so the moderator can quickly tie the response to the proper question. This makes it fast and easy to transcribe a discussion. A raw transcript is available as soon as the discussion is completed and a formatted transcript can be available within 48 hours (the form of data used depends upon whether the transcript is to be input into qualitative analysis software and is to be built up as the groups progress, and/or is to be read by the client). The whole process of conducting the discussions and uploading transcripts for analysis is much faster than in traditional focus groups.

New forms of online focus groups continue to emerge. For example, online bulletin boards, such as the Philips example outlined at the start, involve the moderator and participants over an extended period of time, from a few days to a few weeks. Questions and challenges can be slowly fed out over time, allowing the researcher to reflect upon responses that have been received and adapt subsequent questions. Participants can reflect in more depth and respond at their own convenience. Participants may also be given tasks such as collecting and posting visuals and music or offering web links to illustrate ideas and issues. Such an approach can enable an in-depth discussion among 25 or more participants. The extended time period allows participants to react to and build upon each other’s ideas in a way that is often not possible during a traditional focus group that lasts even up to six hours. The following example illustrates a demonstration of how online focus groups could work for a design challenge faced by a bank. Of particular note is the value of input and observations made by the client – a topic discussed earlier in the chapter.

Real research

Online focus group vs. traditional focus group experiment

A leading high-street bank set iCD Research (www.icd-research.com), nqual (www.nqual.com) and The ID Factor (www.theidfactor.com) a challenge: to demonstrate that an online focus group would match the findings from traditional qualitative research. The objectives of the project were centred on a new credit card proposition. To demonstrate the capabilities, a two-stage online focus group was proposed to be conducted at 8 p.m. on a Tuesday and Wednesday night. Utilising existing data within The iD Factor financial panel, participants were selected on their consideration to switch credit-card providers within the next 12 months. A recruitment email validated this consideration, with the invitation to attend the night sessions. This information, as well as a demographic
and attitudinal profile of each participant, was sent to the client prior to the session. A
main moderator was based in London and a secondary moderator, based in Australia,
was also present. At 7.55 p.m., a total of nine participants were active within the session,
with an additional 18 observers across five companies/subsidiaries and three continents
watching. The approach adopted within ‘online focus group 1’ was consistent with an
offline topic guide, but adopted techniques that could be integrated into focus groups
without risking participant focus or the trust in the moderation. The structure of the ses-
sion followed what might be considered a ‘traditional’ qualitative format, including eval-
uation of a proposition as well as the incorporation of participant-suggested
improvements. The use of client observers and a second moderator allowed the client
proposition to be adapted ‘live’ based on initial and user-generated comments and
‘built’ by the second moderator, uploaded into the session and evaluated. Client partici-
pation was crucial as it allowed participant-generated queries to be addressed and
answered correctly, as well as assisting the moderator in steering the conversation in a
way that could deliver against the set objectives. At 10 p.m. nqual delivered the discus-
sion transcript to iCD Australia moderators. The Melbourne office was then able to take
their observations, transcript and start the analysis process at 9 a.m. Australian EST.
By 8 a.m. UK time the following morning, a summary report with proposition and stimulus-
recommended changes was delivered to the UK team, who by 9 a.m. had delivered a
report to the client and worked with the client to make changes for ‘online focus
group 2’. A fresh, but matched demographic and behavioural sample of participants
was recruited for the second focus group. This followed a similar structure to ‘online
focus group’ 1, with the revised stimulus and proposition. With the Australian office
co-moderating and observing again, summary and analysis was again conducted over-
night, which included quantitative recommendations. In response to this an online
survey was launched on the Friday, completed by the Sunday and fed back on the
Monday. The combined qualitative and quantitative project was commissioned,
recruited and delivered within a seven-day period. When comparing the trial of focus
groups with the previously commissioned research, the key themes, initial feedback and
suggested user improvements were completely consistent for both approaches. Never-
theless, the client viewed the online approach more positively because it was faster, and
was able to refine the proposition in real time and actively contribute to the session.

Advantages of online focus groups

Participants from all over the country or even the world can take part, and with mobile tech-
nology advances they can physically be anywhere that they are comfortable. Likewise, the
client or decision maker can observe and comment on the discussion from anywhere. Geo-
ographical constraints are removed and time constraints can be lessened. Unlike traditional
groups, there is the opportunity to contact participants again at a later date, to revisit issues, or
introduce them to modifications in material presented in the original focus group. The internet
and the use of profiled consumers via access panels enable the researcher to reach segments
that are usually hard to interview: doctors, lawyers, professionals, working mothers and oth-
ers who are leading busy lives and not interested in taking part in traditional focus groups.

Moderators may also be able to carry on side conversations with individual participants,
probing deeper into interesting areas. Participants may be less inhibited in their responses
and can be more likely to express their thoughts fully, especially if they have the facility to
reflect and upload images, music or other forms of expression. Many online focus groups go
well past their allotted time as so many responses are expressed as participants become
engaged in the discussion. Finally, as there is no travel, video-recording or facilities to arrange, the cost is much lower than traditional groups. Firms are able to keep costs between one-fifth and one-half the cost of traditional groups.\textsuperscript{34}

### Disadvantages of online focus groups

Only individuals who have access to and know how to use a computer (desktop or mobile) can participate in online groups. The global growth and access to computers means that internet access may seem ubiquitous, but there remain significant numbers that cannot, particularly among older age groups. Since the name of a participant is often private, actually verifying who the participant is and thus whether they fit a target profile is difficult. To overcome this limitation, other traditional methods such as telephone calls are used for the recruitment and verification of participants. This is an area where the use of a well-managed access panel can help in ensuring the profile of a participant is correct for a particular study.

Body language, facial expressions, silences and the tone of voice cannot be observed and electronic emotions cannot capture as full a breadth of emotion as video-recording. Another factor that must be considered is the general lack of control over the participant’s environment and potential exposure to distracting external stimuli. Since online focus groups could potentially have participants scattered all over the world, researchers and moderators have no idea what else participants may be doing during the discussion. This has to be balanced against the comfort that may be felt by the participants in being able to conduct the discussion in a context where they feel comfortable. Only audio and visual stimuli can be tested. Products cannot be touched (e.g., clothing) or smelled (e.g., perfumes). It may be more difficult to get clients or decision makers involved in online groups than in observing traditional groups. It is hard to replicate the compelling views of consumers, expressing themselves in an uninhibited manner, on what they feel about a product or service. Table 7.2 presents a summary comparison of online and traditional focus groups.\textsuperscript{35}

### Table 7.2 Online versus traditional focus groups

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Online focus groups</th>
<th>Traditional focus groups</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group size</strong></td>
<td>4 to 8 participants</td>
<td>6 to 10 participants</td>
</tr>
<tr>
<td><strong>Group composition</strong></td>
<td>Anywhere in the world</td>
<td>Drawn from a targeted location</td>
</tr>
<tr>
<td><strong>Time duration</strong></td>
<td>1 to 1.5 hours – though can last over a week as participants are given tasks and come back to the discussion</td>
<td>1.5 to 6 hours</td>
</tr>
<tr>
<td><strong>Physical setting</strong></td>
<td>Researcher has little control – but the participants can be in a place that is comfortable to them, especially with the use of mobile technology</td>
<td>Under the control of the researcher</td>
</tr>
<tr>
<td><strong>Participant identity</strong></td>
<td>In some circumstances can be difficult to verify</td>
<td>Can be easily verified</td>
</tr>
<tr>
<td><strong>Participant attentiveness</strong></td>
<td>Participants can engage in other tasks – not seen by the moderator</td>
<td>Attentiveness can be monitored</td>
</tr>
</tbody>
</table>
In direct qualitative methods participants are able to discern the true purpose of the research, whereas indirect methods disguise the purpose of the research to some extent. Focus groups can be a completely direct qualitative method, though by the use of observational and projective techniques elements of indirectness can be introduced. In deciding how ‘direct’ a focus group should be, researchers have to face ethical issues and questions related to the richness of data that they can draw from participants. Focus group discussions are the most widely used qualitative research method.

Focus groups are conducted by a moderator in a relaxed and informal manner with a small group of participants. The moderator leads and develops the discussion. In a focus group, participants can portray their feelings and behaviour, using their own

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Online focus groups</th>
<th>Traditional focus groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant recruitment</td>
<td>Easier can be recruited online, by email, by access panel, or by traditional means</td>
<td>Recruited by traditional means (telephone, mail, mail panel)</td>
</tr>
<tr>
<td>Group dynamics</td>
<td>Limited</td>
<td>Synergistic, snowballing (bandwagon effect)</td>
</tr>
<tr>
<td>Openness of participants</td>
<td>Participants can be candid – may be more open with identities hidden to some extent</td>
<td>Participants can be candid as they build up trust of each other</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Difficult with sensitive topics</td>
</tr>
<tr>
<td>Non-verbal communication</td>
<td>Body language and facial expressions cannot be observed</td>
<td>Easy to observe body language and facial expressions</td>
</tr>
<tr>
<td></td>
<td>Some emotions can be expressed</td>
<td>Expression of emotions easier to monitor</td>
</tr>
<tr>
<td>Use of physical stimuli</td>
<td>Limited to those that can be displayed online – unless specific engagement tasks</td>
<td>A variety of stimuli (products, advertising, demonstrations) can be used</td>
</tr>
<tr>
<td></td>
<td>given to participants</td>
<td></td>
</tr>
<tr>
<td>Transcripts</td>
<td>Available immediately</td>
<td>Time-consuming and expensive to obtain</td>
</tr>
<tr>
<td>Observers’ communication</td>
<td>Observers can communicate with the moderator on a split screen</td>
<td>Observers can send messages to the moderator from behind two-way mirrors</td>
</tr>
<tr>
<td>with moderator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unique moderator skills</td>
<td>Software familiarity, awareness of chat-room slang</td>
<td>Observational</td>
</tr>
<tr>
<td>Turnaround time</td>
<td>Can be set up and completed in a few days</td>
<td>Takes many days to organise, administer and analyse</td>
</tr>
<tr>
<td>Client travel costs</td>
<td>None</td>
<td>Can be expensive</td>
</tr>
<tr>
<td>Client involvement</td>
<td>Limited</td>
<td>High</td>
</tr>
<tr>
<td>Basic focus group cost</td>
<td>Much less expensive</td>
<td>More expensive due to facility rental, refreshments, video/audio taping and transcript preparation</td>
</tr>
</tbody>
</table>

Table 7.2 Continued
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language and logic. The value of the technique lies in the unexpected findings that emerge when participants are allowed to express what they really feel, especially as different sensory experiences are explored. An experimental focus group should always be run at the start of any series of discussions. The researcher needs to understand how comfortable target participants feel in the chosen location for discussion, how the opening question works, the topic guide, the probes, the mix of participants and the refreshments, including any alcoholic drinks. In a nutshell, one could argue that one should continue running focus groups until nothing new is learned from target participants. This perspective oversimplifies how diverse and spread out different participants may be and how well they mix together in a group situation. The time and budget available will also mean that a cut-off point has to be drawn and the strongest analysis and interpretation has to be made at that point. Online technical and technique developments have seen online focus emerge as a means to engage with geographically dispersed participants. Such engagement can be conducted in a speedier and cheaper manner than traditional focus groups. Traditional focus groups allow for richer observations of participants and more creative sensory experiences to be evaluated. There is no one absolute correct method to administer a focus group; the researchers should understand the factors that will make the technique work for their particular research problem and the type of participants they have to work with.

Researchers face challenges in planning, administrating and analysing focus groups when set in international contexts. It is vital that researchers do not impose their norms of running focus groups in different cultures but learn from indigenous researchers. This learning is vital in making cross-cultural comparisons. A key element of ensuring that the focus group works well lies in the ethical issues of how much is revealed to participants before they get involved, and during the discussion. Getting participants to relax and be open may involve the use of alcoholic drinks, which for many researchers creates no problems but for some creates ethical and practical issues. With the growth of online focus groups, the ethical challenge of understanding who is actually engaged in a discussion is paramount. This is particularly relevant in researching children, where ESOMAR guidelines have to keep up with emerging technologies and practices. Social media developments have resulted in the emergence and growth of Marketing Research Online Communities (MROCs). These communities are being adopted by many brands to engage with their existing and potential customers. Online focus groups can be conducted in the context of MROCs, but the development of communities as a potentially richer and cheaper data source will impact upon decision makers’ views of the use and value of focus groups.

Questions

1. Why may researchers not wish to fully reveal the purpose of a focus group discussion with participants before it starts?
2. What are the key benefits and drawbacks of conducting focus group discussions?
3. What are the difficulties in conducting focus groups with managers or professionals?
4. What determines the questions, issues and probes used in a focus group?
Exercises

1. Following the methods outlined in this chapter, develop a plan for conducting a focus group study to determine consumers’ attitudes towards organic foods. Specify the objectives for the groups, write a screening questionnaire, list potential props or physical stimuli that you could use in the discussion and develop a moderator’s outline.

2. Your campus sports centre is trying to recruit more members from the local non-student community. In achieving this aim, evaluate the marketing decisions that could be supported by focus groups, either as a technique in its own right or as validated with other techniques.

3. You are a brand manager for Red Bull energy drinks. You wish to invest in an online focus group study of energy-drink buyers. Explain how you would identify and recruit such participants from across the globe. What incentive(s) would you offer potential participants?

4. Visit the website of the Association of Qualitative Research Practitioners (www.aqr.org.uk). Examine the reports and views of contributing practitioners (look in the news and inspiration section) and write a report on what you feel are the latest developments and/or opportunities in the use of focus groups.

5. In a small group discuss the following issues: ‘The dress, appearance and speech of the moderator create biases in group discussions that cannot be evaluated’ and ‘Mood boards created in focus groups are more useful to marketing decision makers compared with a formal written analysis of the discussions.’
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Notes


4. For an excellent discussion on the problems of interpreting ‘silence’ in interviews, see Prasad, S., ‘Listening to the sounds of silence’, ESOMAR Asia Pacific, Kuala Lumpur (April 2010).


Qualitative research: in-depth interviewing and projective techniques

With no social pressure to conform to group responses, participants can be questioned in depth in a context that allows them to really express how they feel.
Objectives

After reading this chapter, you should be able to:

1. understand why the in-depth interview is defined as a direct qualitative research technique and observation and projective techniques are defined as indirect techniques;
2. describe in-depth interview techniques in detail, citing their advantages, disadvantages and applications;
3. explain how theory may be used to create structure to questioning and analysis in in-depth interviewing by reference to the laddering technique and the repertory grid technique;
4. describe projective techniques in detail and compare association, completion, construction and expressive techniques;
5. understand the context of interviewing and language problems that should be considered by qualitative researchers operating across different countries and cultures;
6. appreciate how technology is shaping the manner in which in-depth interviews and projective techniques are managed.

Overview

Having discussed qualitative research in terms of its nature and approach and evaluated focus groups, we now move on to describe and evaluate other qualitative techniques.

We start by describing and evaluating what is meant by an in-depth interview and the procedure of in-depth interviewing. The role of the in-depth interviewer is described and the advantages and disadvantages of the technique are summarised. In the process of conducting in-depth interviews, the techniques of ‘laddering’ and ‘repertory grid’ can be applied to help to structure the elicitation and analysis process. Laddering and repertory grid techniques will be described and illustrated. The indirect qualitative association, completion, construction and expressive projective techniques are described and illustrated. The applications of these techniques are detailed, followed by an evaluation of their advantages and disadvantages. This is developed into an overall summary of the relative strengths and weaknesses of qualitative techniques under the headings of ‘focus groups’, ‘in-depth interviews’, ‘projective techniques’ and ‘ethnographic techniques’.

The following example illustrates a subject that for many individuals would be difficult to articulate: how fragrances appeal to them and their fragrance experiences. The subject requires a qualitative technique to generate data of a kind that will support creative product design, packaging and advertising decisions. The subject matter, however, is ideal for the application of in-depth interviews and projective techniques, where time can be spent building trust and rapport between the interviewer and participant. In-depth interviews allow participants talking about fragrances the time and space to express ideas about everyday events that normally they just get on with and do not have to explain or rationalise to anyone!

Real research

In-depth interviews and fragrances

Christian Dior and the research agency Repères (www.reperes.eu) developed a research approach that tested consumer reactions to new fragrances and the context in which they are used. This work was particularly aimed at supporting decisions made in the launch of new fragrances. The researchers’ exploration was built upon the use of
In-depth interviews

An in-depth interview is an unstructured, direct, personal interview in which a single participant is probed by an experienced interviewer to uncover underlying motivations, beliefs, attitudes and feelings on a topic. It is a qualitative interview and, as such, is based upon conversation, with the emphasis on researchers asking questions and listening, and participants answering. The purpose of most qualitative interviews is to derive meaning through interpretations, not necessarily ‘facts’ from participant talk. The emphasis should be upon a full interaction to understand the meaning of the participant’s experiences and life worlds.

In order to tap into these experiences and life worlds, in-depth interviewing involves a certain style of social and interpersonal interaction. In order to be effective and useful, in-depth interviews develop and build upon intimacy; in this respect, they resemble the forms of talking one finds among close friends. They can resemble friendship, and may even lead to long-term friendship. They are also very different from the nature of talking one finds between friends, mainly because the interviewer seeks to use the information obtained in the interaction for some other purpose. As the name implies, in-depth interviewing seeks ‘deep’ information and understanding. The word ‘deep’ has four meanings in this context. These meanings will be illustrated with the scenario of a researcher trying to understand the eBay shopping experience:

1 Everyday events. Deep understandings are held by the participants in some everyday activity, event or place. The interviewer seeks to achieve the same deep level of knowledge or understanding as the participants. For example, if the interviewer has never used metaphors and an individual qualitative approach through in-depth interviews. They felt there were limitations in how consumers could talk about fragrances and so chose metaphors as a way of describing an object, using words other than those that consumers may usually employ. A library of images was built that encompassed the broadest array possible of meanings and feelings. Why in-depth interviews? The researchers felt that individual interviews enabled them to go beyond initial reactions and explore the emotional unconscious. This enabled them to explore the whole emotional and imaginary chain underlying the perception of a fragrance. They felt that group discussions would never go as far into perceptions because participants could be restricted in their emotional reactions by the perceptions of other participants. One-to-one in-depth interviews allowed them to analyse the perceptions of different participants, identifying issues common to all (or to a particular target) vs. those specific to the characteristics of each participant. Participants were recruited with a specifically designed recruitment questionnaire that ensured that all had a minimum level of creativity and were able to articulate their thoughts. The room and the moderator were prepared to be as neutral as possible and ensure that a certain level of sensory deprivation was in place, so that the fragrance under study was the ‘star’ of the experience. The moderator avoided wearing perfume so as not to ‘pollute’ the air. The participants, however, were not asked to attend unscented. This was because this would not be true to life. If the participants wore a specific scent on a daily basis they may not feel comfortable being deprived of this olfactory enhancement. They were asked to place the tested fragrance on their skin as they were needed to ‘claim ownership’ of the fragrance. It was key to let the fragrance ‘live’ and develop on the participant.
eBay to buy or sell goods and this experience is what is being investigated, in-depth interviewing can be used as a way to learn the meanings of participants’ actions. In this respect, the participant acts as a kind of teacher and the interviewer a student, one interested in learning the ropes.

2 **Context.** Deep understandings go beyond common-sense explanations of some cultural form, activity, event, place or artefact. In-depth interviewing aims to explore contextual boundaries to uncover what is usually hidden from ordinary view and to penetrate the more reflexive understandings about the nature of that experience. In an eBay investigation, the interviewer can explore the meanings of different shopping experiences, the thrill of ‘winning’ a deal and the ‘joy’ of owning a particular artefact, and the ‘disappointment’ felt when a beautiful pair of shoes that look perfect on the screen are slightly shoddy when they arrive, to name but a few contextual boundaries.

3 **Multi-faceted.** Deep understandings allow multiple views and perspectives on the meanings of some activity, event, place or cultural object. The researcher may wish to explore the many perspectives of eBay buyers and sellers, family members who ‘enjoy’ or ‘suffer’ eBay transactions in their household, executives who manage eBay, eBay competitors and high-street retailers, again to name but a few facets of the total experience.

4 **Interviewer reflection.** Deep understandings can help to reveal the interviewer’s common-sense assumptions, practices, ways of talking and self-interests. (This issue will be developed in Chapter 9.) In this example, however, if the interviewer traditionally buys goods from the high street, wanting to examine the goods before buying, or has not conducted an internet transaction, what will the interviewer ‘see’ or ‘hear’ in a particular in-depth interview? This situation mirrors children–parent relationships. Children do not learn what their parents tell them, but what they are prepared and ready to hear. The same holds for in-depth interviewers: researchers do not necessarily ‘hear’ what their informants tell them, but only what their own intellectual, social, cultural and ethical development has prepared them to hear.

Going deep into the minds of consumers is a learning process. Researchers make mistakes; they sometimes say the wrong things or upset participants in some way. They learn that their race, age, gender, social class, appearance or voice makes one kind of difference with some participants and another kind of difference with other informants. The lesson from this is that there is no ‘ideal’ means to conduct the in-depth interview. Researchers learn from their experiences, discovering strengths and playing to them, realising weaknesses and understanding how to compensate for them. In this spirit of experimentation and learning we present a procedure that encapsulates how a researcher may approach the in-depth interview.

**Procedure**

To illustrate the technique, a scenario is set whereby the researcher is interviewing the marketing director of a soap brand that has successfully sponsored a major athletics event. The sponsorship has resulted in many industry awards, increased sales and better employee–employer relations. The researcher wishes to understand why the soap manufacturer became involved in the sponsorship and how it achieved such success.

The in-depth interview with this busy executive may take from 30 minutes to well over an hour. It may occur on a one-off basis or it may unfold over a number of meetings as more understanding is developed. Once the interviewer has gained access to the marketing director (which can be very problematic; why should they give up valuable time and share commercial knowledge?), the interviewer should begin by explaining the purpose of the interview, showing what both will get out of taking part in the interview and
explaining what the process will be like. Beyond the introduction, the interviewer may ask the marketing director a general introductory question such as ‘what impacts have the industry awards had upon your business?’ The interviewer would be expected to have done their homework to know what the awards were, what they were awarded for and who the brand was competing against. This is a very positive feature of the sponsorship experience, and it would be hoped to boost the ego of the marketing director and encourage them to talk freely about the different impacts of the awards. The impact of sponsorship could be upon existing and potential new customers, employees and suppliers. The discussion could then flow into any of these areas. After asking the initial question, the interviewer uses an unstructured format, guided by a topic guide as a reminder of important subject areas to cover. The subsequent direction of the interview is determined by the participant’s initial reply, the interviewer’s probes for elaboration and the participant’s answers.

As with the focus group topic guide and the moderator managing that guide, spontaneity ensures that the process is creative and meaningful to the participant. Suppose that the participant replies to the initial question by saying:

*The award for the ‘best use of sponsorship’ in the launch of a new product gave us the most satisfaction. It has made us review how we execute all of our new-product launches and integrate our different marketing agencies, our employees and supply chains.*

The interviewer might then pose a question such as ‘was it the award that initiated the review or would you have done that anyway?’ If the answer is not very revealing, e.g. ‘we may have’, the interviewer may ask a probing question, such as ‘what did the award tell you about how you worked as a team?’. This question could open up a whole series of issues such as ‘trust’, ‘relationship development’ or ‘technical support’, to name a few. Such an exchange of questions and answers could emerge from a heading of ‘Integrating sponsorship with other marketing communications’ on the topic guide. The interviewer will keep an eye on the topic guide to ensure that all the important issues are tackled, but the specific wording of the questions and the order in which they are asked is influenced by the participant’s replies.

Probing is of critical importance in obtaining meaningful responses and uncovering hidden issues. Probing can be done by asking general questions such as ‘why do you say that?’, ‘that’s interesting, can you tell me more?’ or ‘would you like to add anything else?’ Probing can search for general issues but also be more specific, an example in the above scenario being ‘what does good teamwork mean to you?’. One of the main success factors of specific probing is that the researcher understands something about the nature of the subject being researched. This means the researcher appreciates the significance of particular revelations, understands the language (even technical language and jargon in certain areas, like the soap industry) and has credibility with the participant, which encourages them to open up to the interviewer.

The interviewer must be alert to the issues to go through, but also the issues that the participant is willing to talk about, and must listen carefully to and observe which issues fire enthusiasm in the participant. The questions and probes the interviewer puts to participants should follow the interest and logic of the participants, making them feel motivated to respond in a manner that suits them. As with a focus group discussion, the participants should feel comfortable and relaxed, which could mean holding the interview in their office, their home, a bar or a sports club. There have even been experiments using a ‘research taxi’, in which participants are taken to their destination while they participate in an interview conducted by the researcher–driver, and shadowings (observations and interviews) with subway passengers during their home–work commute. In these examples any context in which participants feel at ease can result in a willingness to be more reflective, honest and open. Answering in a manner that suits the participant helps to make the interview more
comfortable and relaxed. For a great amount of business research, the in-depth interview is the best way to gain access and to talk to managers. Much of the interviewing takes place in their office at a time that is convenient to them. Researchers can also observe characteristics of the manager in their office environment that can be of help in their analyses. Examples of this could be levels of formality in the workplace, reports and books that the manager has for reference, the manager’s use of technology, or the tidiness of the workplace. In the example above, where a manager has received a sponsorship award, it could be how that and other awards are displayed, photographs from advertisements or displays of new products. These observations would be entirely based upon the purpose of the study, but the context of the office can be of help to the manager and the researcher. In order to make the above process work, the interviewer should:

1. Do their utmost to develop an empathy with the participant.
2. Make sure the participant is relaxed and comfortable.
3. Be personable, to encourage and motivate participants.
4. Note issues that interest the participant and develop questions around these issues.
5. Not be happy to accept brief ‘yes’ or ‘no’ answers.
6. Note where participants have not explained clearly enough issues that need probing.

In marketing research that focuses upon managers or professionals, as illustrated above, the context of the in-depth interview helps to set the frame of mind of the participant. The context should also help the participant and interviewer to relax, engendering an atmosphere to explore and develop issues that they feel to be relevant. The following arguments help to focus on the issues faced by the interviewer coping with managers and professionals, trying to find the right context to allow these participants to express how they really feel.10 The in-depth interview helps to overcome:

1. **Hectic schedules.** The best participants tend also to be the busiest and most successful people. They can make time for an interview, but are rarely able to spare the much greater time needed for them to come to a group discussion at some location away from their office. So groups exclude the best participants.

2. **Heterogeneity.** Whereas mothers evaluating nappy advertisements, or beer drinkers the latest lager, have only their personal preferences to consider, it is very different for executives evaluating copiers, airline advertisements or computer software. This is because their reactions are complicated by the type of job they do and who they work for. The group discussion is dependent on the group’s composition being fairly homogeneous; the job backgrounds of business people make them too varied to be entirely comfortable in a group.

3. **Live context.** A lot of information comes from seeing the participant at their desk, which is missed in a group discussion. Work schedules pinned to the wall, the working atmosphere, artefacts placed on the desk, family photographs, the way coffee is served—all help to fill out the picture.

4. **Interviewer reflection.** Groups do not allow the researcher enough thinking time. Two groups, each taking an hour and a half over successive evenings, do not even begin to compare with two or three full days of non-stop interviewing. Individual interviews give much more scope for experimentation. If one way does not work it is only one participant, not a whole group, that is affected.

The following example illustrates the types of professionals or experts that may be targeted to participate in individual in-depth interviews.
Another major application of in-depth interviews, where the context of the interview plays a major part, is in the interviewing of children. Researchers into children and teenagers spend considerable time working out the best research approach. Debates proliferate on the most appropriate research designs and interviewing techniques: in-depth interviews versus group, mini groups versus standard groups, friendship pairs versus stranger groups, association projective techniques versus expressive ones, and of digital media-based techniques. These debates make researchers focus on the implications of how research is conducted and which technique provides the best results. One vital element is often overlooked, and that is the issue of context: in other words, the need to ensure that the situation in which children are interviewed is relevant to the research needs.

Like adults, children have multi-faceted personalities. The same teenager can be sullen at home, obstructive in the classroom, but the life and soul of the peer group. The essential difference between children and adults, however, is the extent to which different aspects of the persona can be accessed on one occasion and in one situation, the research setting. Adults have insight into the different roles and behaviour, which they adopt in different contexts, and can project other aspects of themselves, which they bring into the research situation. Children and young teenagers, on the other hand, react to the moment and thus project only one aspect of themselves. They lack the maturity, experience and self-knowledge to draw on other parts of themselves and therefore find it almost impossible to know, let alone admit or explore, how they might behave in another circumstance.

The above evaluation of the importance of context also shows that question formulation, the very heart of marketing research, can be more important in interviewing children than when dealing with adults. A straightforward ‘what do you think about X?’ may throw children into confusion. A formulation such as ‘if you were to call your friends about this, what would you tell them?’ would be more likely to produce illuminating responses. An innovative approach to interviewing children is illustrated in the following example.

Real research

**Connecting with experts**

Unilever’s Axe men’s range of toiletries was inspired by an unconventional approach to consumer research. The research approach started with in-depth interviews with a group of individuals identified as experts in ‘understanding men’ and what drives them. The experts included a professor of evolutionary psychology, sex psychologists, adult film directors, a ‘burlesque’ dancer, a game developer and a senior writer on *Loaded* magazine. They were all interviewed in their own working environments, either by Unilever’s Consumer Insight Manager or using researchers from the international qualitative and youth research company Firefish (www.firefish.ltd.uk).

**Real research**

**Quantifying the emotional aspects of advertising**

In order to understand how to ‘talk’ to children we need to find ways to connect to them, and hence explore what it is like to be a 10 year old. The way Optimisa (www.optimisa-research.com) goes about researching children taps into the very areas where they are not adults. It is about how we as adults adapt to who they are, finding a way to engage with every child and building a bridge to help us reach their world. A good starting point is often an awareness of the skills they have developed in school, using these as the building blocks for the technique. So, rather than asking a child a direct question, which more often than not will result in a long blank look, we can ask children to draw a picture, or select a photograph, or even write a story that simply relates to the question we are
An effective technique when working with children is the use of friendship pairs – interviewing two friends or classmates together. This helps to cut out lying because children are not alone with strangers and because, if one tells a lie, the other ‘tells’ on that one. The ingrained honesty of children arguably makes them easier to research than adults, who of course are far more accomplished exponents of deception.

Advantages and challenges of in-depth interviews

In-depth interviews have the following advantages. They can:

- Uncover a greater depth of insights than focus groups. This can happen through concentrating and developing an issue with the individual. In the group scenario, interesting and knowledgeable individuals cannot be solely concentrated upon.
- Attribute the responses directly to the participant, unlike focus groups where it is often difficult to determine which participant made a particular response.
- Result in a free exchange of information that may not be possible in focus groups because, alone, there is no social pressure to conform to group response. This makes in-depth interviews ideally suited to sensitive issues, especially commercially sensitive issues.
- Be easier to arrange than the focus group as there are not so many individuals to coordinate and the interviewer can travel to the participant.

The following are not necessarily disadvantages, but rather the challenges that researchers face when using this valuable technique:

- The lack of structure makes the results susceptible to the interviewer’s influence, and the quality and completeness of the results depend heavily on the interviewer’s skills. As with all qualitative techniques, the interviewer needs to develop an awareness of the factors that make them ‘see’ in a particular way.
- The length of the interview, combined with high costs, means that the number of in-depth interviews in a project tends to be few. If few in-depth interviews can be managed, the researcher should focus upon the quality of the whole research experience. ‘Quality’ in this context means the qualities that the participant possesses in terms of richness of experience and how relevant the experiences are to the study; the quality of drawing out and getting participants to express themselves clearly and honestly; and the quality of analysis in terms of interpretation of individual participants and individual issues evaluated across all the interviews conducted.
- The data obtained can be difficult to analyse and interpret. Many responses may not be taken at face value; there can be many hidden messages and interpretations in how participants express themselves. The researcher needs a strong theoretical awareness to make sense of the data, or the technical means to develop theory if using a grounded theory approach. As well as the transcripts of the interview, additional observations add to the richness and multi-faceted analyses and potential interpretations.

The use of the laddering technique in the next example illustrates how a theoretical awareness can help to develop structure, elicit or draw more out of participants and help to make trying to ask. Children react well to this approach and find the prop easy to talk around, often giving the researchers more than they hoped for.

On a project for Cartoon Network, a child depicted in a picture one of the pressures of the fierce consumer society we live in. The picture was about exclusion and showed a group of boys; outside the group, another boy was crying. On closer inspection it was not the fact that boy was crying that told the story, but why he was doing so. A Nike tick was distinctly missing from his trainers.
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sense of the data they generate. It is an illustration of how the three challenges outlined above can be overcome. Balance what may be seen as the advantages and disadvantages of in-depth interviews in evaluating this example. Implementing the following discussion guide would be challenging, but would also generate many unique consumer insights. It illustrates that the in-depth interview is not a fixed and formulaic approach. This builds upon the Christian Dior example at the start of this chapter. The use of ‘laddering techniques’ will be further explained and illustrated in the next section.

Real research

Christian Dior in-depth interview discussion guide

The in-depth interview approach developed by Christian Dior and the research company Repères broadly followed these stages, allied to a laddering technique:

1. Gather initial sensations and emotions that come up instantly after a first sniff:
   a. Evocations and imagery were explored:
      (i) Association, imaginary place/scene, Chinese portrait, a photofit of the fragrance.

2. Gather new sensations a few minutes after the first sniff, once the fragrance had developed, and then re-evaluate the different sensations mentioned to obtain:
   a. A detailed description of each sensation (e.g. if sensation of warmth, is it warmth from a chimney fire, from the noon sun, from a duvet, human warmth) and where it operates (on the body, on the mood, on the nerves, on the mind/state of mind).
   b. The source of this sensation: what note, what scent (if concrete description possible) or what ‘sort’ of odour (if analogous description) produced this sensation.

3. Analyse the olfactory journey or construction of the fragrance, its mechanism (it goes from what sensation/effect to what sensation?).

4. Identify the resulting personality of the fragrance: descriptors, values, objectives/mission/role of the juice, image, distinctive specificity.
   a. The projected target: what is the likely female (male) profile for the fragrance?

5. Image assessment using visual stimuli (varied photos from the picture library: different colours, shapes, materials, places, characters, scenes from life) to expose hidden or unconscious perceptions:
   a. First, ask for a justified choice of six photos, each one representative of a perceived aspect or dimension of the fragrance.
   b. Then force associations as the moderator selects six photos at random and not chosen at the beginning by the participant, asking what matches/does not match the fragrance under scrutiny.

6. Then close up with a critical assessment of the potential and risks/limitations of the fragrance.

The laddering technique

The in-depth interview can be driven by a topic guide, made up of just a few topics covering a very broad range of issues. From these few topics, the nature of questions, the order of questions and the nature of probes can be driven by the interviewer’s perception of what will
draw the best out of participants. Alternatively, an in-depth interview can be semi-structured, where parts of the interview use consistent and highly structured questions, with set response categories, interspersed with open-ended questions involving probes that again suit the nature of the participant. There are other variations on the technique that can help the interviewer and participant to apply useful structure to issues that can be very ‘messy’ and unstructured. One of the most popular techniques to apply structure is called *laddering*. Laddering requires interviewers to be trained in specific probing techniques in order to develop a meaningful ‘mental map’ of the consumer’s view towards a particular product. The ultimate goal is to combine mental maps of consumers who are similar, which lead to the reasons why consumers purchase particular products.

The *laddering* technique is made up of a linking, or ladder, of elements that represent the link between products and the consumer’s perception process. It enables an understanding of how consumers translate product attributes, through personal meanings associated with them. Theories of consumer behaviour act as a foundation to this approach, based on the contention that consumption acts produce consequences for the consumer. Consumers learn to associate these consequences with specific product attributes. These associations are reinforced through consumers’ buying behaviour and, as a result, they learn to choose products that have certain attributes in order to obtain the consequences they desire. There are two features of this theory that the researcher using the *laddering* technique will focus upon:

1. **Motivation.** The *laddering* technique focuses upon generating insight into the motives behind the consumption of certain products. It represents a more contemporary approach to classical motivation research. The technique aims to stimulate participants to reflect upon their buying behaviour in a way unconnected from their usual behaviour.

2. **Cognitive structure.** This feature is also a development of theory, in this case means–end–chain (MEC), developed by Gutman. MEC starts from a point of consumer motivation. It contends that motivation leading towards a form of behaviour is derived from the connection between tangible product attributes and more abstract cognitive structures that involve the physical and emotional consequences derived from these attributes. At a more abstract level, the consequences lead to values held by the consumer.

The *laddering* technique is therefore designed to identify and follow the chain of attributes → consequences → values (A–C–V)

The in-depth interview using the *laddering* technique is based on comparisons of the consumer’s choice alternatives. These can include, for example, different products used for the same purpose, such as an electric toothbrush and a conventional toothbrush, and/or varieties in a product line such as full-fat and skimmed milk, and/or product brands such as Heineken and Amstel beer, and/or kinds of packaging such as wine in bottles and in cartons. Other elements that can affect consumer choices can be added to the above list. In making the comparisons, the interviewer poses a question that hopes to encourage the participants to put aside their established rationale and reflect upon their consumption behaviour, in ways that they would not normally do. In other words, questions are posed that make participants think about consumption from other points of view to try to release participants from fixed attitudes, perceptions and values. The interviewer’s role is to build up a rapport with participants and get them to relax and feel comfortable to respond with whatever comes to mind. The interview revolves around three basic questions based on the A–C–V chain. The questions posed would be:

1. **Attributes.** What is different about these alternatives? (e.g. low calories)
2. **Consequences.** What does this difference mean? (e.g. not fattening)
3. **Values.** How important is this for you? (e.g. health)
From the attribute of ‘low calories’ in comparing different product varieties in a product line such as full-fat and skimmed milk, a further and negative consequence of ‘watery taste’ could be elicited, followed by the values of ‘unnatural’. The interviewer aims to build spontaneously a great repertoire of chains through these levels, choosing the right comparisons to draw out the next link in the chain. The resulting responses are analysed to establish possible categories of attributes, consequences and values. The categories are then organised according to the qualitative comments made between the relationship of an attribute, its consequence and value. The result is an association matrix that graphically displays the categories and the connections that have emerged.

Laddering requires an interviewer with experience of in-depth interviewing, with a realisation of what will relax participants and get them in a frame of mind to ‘play’ with the associations sought. The interviewer needs to appreciate the theoretical foundations of the technique, not only to help determine what should be elicited from participants, but also to help generate sound and meaningful analyses. Laddering sets out to unravel ‘how consumers translate product attributes, through personal meanings associated with them’ to provide a motivational and cognitive structure to purchase decisions in a given market. In essence, the technique looks at a brand in terms of the attributes that make it different from other brands, the consequences of this for the individual (what does the difference mean?) and the value the difference has (how important is it?). The following example illustrates the consumer insights and marketing implications that emerged through the use of laddering.

**Real research**

**AUTO BILD – understanding the connected barometer**

The AUTO BILD market barometer is an annual study carried out by Europe’s biggest car magazine. A recent study explored the concept of connectivity.

A mixed-methods approach was used involving a quantitative survey with 1,403 drivers, two separate online communities involving 60 participants and face-to-face interviews with selected members of the online community. A laddering technique was applied to further analyse the research participant views that were expressed in the community.

The key laddering insights among younger consumer groups included:

- Smartphones are replacing cars as an object of identification.
- Consumers are developing a new unemotional relationship to cars; they are becoming more similar to consumables.
- Digital lifestyles are an emotional driving force. The physical presence of ‘being there’ that a car enables has become less important.

The insights generated helped to identify and build a better understanding of the ways in which consumers understand cars.

**The repertory grid technique**

Another widely used technique that applies structure to qualitative in-depth interviewing is the repertory grid technique (RGT). This technique was originally developed by George Kelly in 1955 to explore the meanings that people attach to the world around them, which they find particularly hard to articulate. As with the laddering technique, there is a theoretical underpinning – a personal construct psychology. The repertory grid technique is rooted in a grounded theory perspective. The categories used in the findings emerge from the data rather than being introduced by the researchers. It is a technique that grounds the data in the
culture of the participants, if they choose both the elements and the constructs, and it is clearly useful where there is a need to explore the personal worlds of participants. The repertory grid has gained status in management research because of its distinctive strengths. It helps researchers to explore the unarticulated concepts and constructs that underlie people’s responses to the world. Moreover, it is a technique that may reduce the problem of interviewer bias in in-depth interviews. A particular strength of the repertory grid technique is that it can help to access the underlying realities in situations where the cultural or people issues are particularly strong, and where participants might otherwise feel constrained to try to answer in the way they think they should, as opposed to how they really think. There are a number of variations of the technique, and arguments about whether it should be implemented and analysed in a positivist or interpretivist manner, but in essence the stages involved in the repertory grid technique are:

1. **Element selection.** The elements selected will depend upon the nature of consumer behaviour that the interviewer wishes to examine. In a study that wished to understand broad-based patterns of consumer behaviour the elements chosen included 30 generic products and services such as newspapers, holidays, chocolate bars, eggs, alcoholic drinks, shoes, toothpaste, savings accounts, restaurant meals and shampoo. In another study that wished to understand the process of effective new product development the elements chosen included 30 successful new products and services, such as Slim Fast, Pull Ups, Loed Tea, Ultraglide, Baby Jogger, Gourmet Coffee, Zantac, Paragliders, MTV and Carmen Soft. These elements should be chosen by the participants, not just chosen and presented by the interviewer. There should be some homogeneity in the elements in the sense that the participant sees the elements relating to and being representative of the behaviour being studied.

2. **Construct elicitation.** Having selected elements that the participant believes to encapsulate the behaviour being studied, the interviewer now seeks to understand what connects them together. The first stage of this involves the interviewer selecting three of the chosen elements at random and then presenting to the participant small cards with a summary of these elements. The participant is then asked to describe how they see two of the three to be alike and how the third may be different. The researcher selects different ‘triads’, to the point where all the elements have been contrasted or the participant cannot describe further ‘similarities’ or ‘differences’. Construct elicitation therefore draws out the participant’s perspective of the important features that encapsulate a particular form of consumer behaviour.

3. **Element comparisons.** The constructs elicited from participants are now turned into bipolar descriptions in a manner similar to the semantic differential scale described and illustrated in Chapter 12. For example, suppose that in a study of the process of effective new product development, three elements were compared: MTV, Gourmet Coffee and Paragliders. The participant may say that MTV and Gourmet Coffee are alike in that there are many similar competitive products that they can be compared with, whereas Paragliders is different in that there are few competitive ‘personal’ means to fly long distances. Whether this is factually correct or whether the interviewer agrees with this is immaterial; it is how the participant sees it that is important. Such a belief could be turned into a bipolar scale, as illustrated below:
Other scales would be constructed to cover the ways that participants compared the chosen elements, i.e. the constructs elicited would be turned into a series of bipolar scales. Participants would then be expected to evaluate all the original elements using these scales. If they felt that Gourmet Coffee has many competitors, they could tick a line at the (6) or (7) point. So, if there were 30 elements that encapsulate the behaviour under study and 20 constructs elicited to evaluate these elements, a total of $30 \times 20$, or 600, ratings would need to be performed.

4 Data analysis. A grid can be assembled for each participant to represent, in the above example, the $30 \times 20$ ratings. Again, an illustration of this comes from a small extract of the process of effective new product development study. The following represents an extract of the total response from one participant:

<table>
<thead>
<tr>
<th>Construct</th>
<th>MTV</th>
<th>Gourmet Coffee</th>
<th>Paragliders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market newness</td>
<td>6</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Company newness</td>
<td>3</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Technology newness</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

With a number of these completed grids, factor analysis (Chapter 24) can be performed to discover the important underlying factors or dimensions that encapsulate a particular form of behaviour. The analysis can continue by performing cluster analysis (Chapter 25) to explore patterns of similarity or dissimilarity in different types of participant, i.e. to discover and describe groups of participants who may view particular forms of behaviour in similar ways.

The above process can take a great deal of time to select the elements, to elicit the means to compare the elements and to evaluate them. It requires an amount of rapport between the interviewer and the participant and patience in working through the stages. All of the stages may not be completed in one interview. It may require the interviewer to return to the participant to develop the next stage, especially in transferring the elicited elements to bipolar descriptions to allow all the elements to be evaluated.

### The Zaltman metaphor elicitation technique

Another technique that creates a ‘mental map’ of the consumer’s view towards a particular product is the Zaltman metaphor elicitation technique (ZMET). It is a qualitative in-depth technique that is used by companies such as Procter & Gamble, AT&T, Kodak, Ford and General Motors. It was developed at the Harvard Business School by Professor Jerry Zaltman and is patented in the USA. In a ZMET study, before coming in for an in-depth interview, participants are asked to gather pictures that reflect their thoughts and feelings about an advertisement and brand. The technique uses images and metaphors to reveal how consumers think and feel about brands, issues or other research topics. It does not ask consumers ‘what they think about the things researchers think about’. Instead, it lets participants’ own frames of reference shape the in-depth interview, without losing sight of the research aims. The technique, its application and the power of visual metaphors are illustrated in the following examples.
Real research

**Diving for pearls**

ZMET allows the participant to define the frame of reference for an interview. The use of metaphor is extremely effective in revealing submerged thoughts and feelings, and specifically in allowing access to the emotional domain. Participants are given a question a few days before their actual interview, and asked to source (non-literal) images reflecting their feelings. For example, in a study of looking at how people choose which financial products to buy and which suppliers to use, one participant brought in a picture of two dogs, a fully grown Saint Bernard towering over a tiny Chihuahua, to express his feeling of being intimidated by large companies. This period of reflection brings tacit knowledge to the surface. At an in-depth interview, participants explain the significance of each image and how it relates to the question. Probing for clarification, cause and consequence reveals the meaning behind each idea and the connections between ideas. The results reveal the consumers’ mindset: the issues most salient to them and the thoughts and feelings they attach to each issue. The result is a consensus map of ‘the mind of the market’. Although product performance remains central to this map, the process also allows highly emotional outcomes, such as confidence, joy, fear and alienation, to emerge.

Real research

**Using metaphor**

Metaphors seem to express emotions more vividly than literal language because they evoke an emotional response directly. Memories that have emotional significance seem to have the greatest resonance; metaphors that link directly to emotions are the most powerful. The scales we use to measure consumer views of brands and brand communications are language based and literal, not visual or metaphorical. Participants need to consider their response before answering, but by consideration they get further away from emotions. The emotion may still be present but it becomes blended with thinking and is more prone to post-rationalisation. The Conquest Metaphorix (www.metaphorixuk.com) approach incorporates visual metaphorical scales based on primary metaphors linked with emotional states, such as love, affection and intimacy, which have particular relevance to brand engagement. These online scales use a range of engaging visual devices to represent metaphors associated with different emotional states, using visual depictions of (for example) proximity/closeness and warmth.

ZMET aims to understand the images and associations that underpin both spoken and tacit thoughts and feelings through the elicitation of both rational and emotional thinking. The process especially allows the emotional aspects of products and their use to become apparent. The resultant analysis creates a graphical visualisation of the ‘mind of the market’. This visualisation creates a link between consumer perceptions and those involved in creative activities of product design and marketing communications. Such an approach accelerates
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The creative process and helps design and advertising agencies to add more emotional value to their work.

Applications of in-depth interviews

Applying in-depth interviews, with high or low levels of structure, with a strong theoretical foundation such as laddering, the repertory grid technique or ZMET, or with the desire to generate grounded theory, presents challenges but also many rewards. There are many marketing decisions that can be made with support from researchers using the broad array of techniques under the heading of ‘in-depth interviews’. The following summarises the applications:

1. Interviews with professional people (e.g. finance directors using banking services).
2. Interviews with children (e.g. attitudes towards a theme park).
3. Interviews with elite individuals (e.g. wealthy individuals involved in large philanthropic ventures).
4. Detailed probing of the participant (e.g. new-product development for cars).
5. Discussion of confidential, sensitive or embarrassing topics (e.g. personal hygiene issues).
6. Situations where strong social norms exist and where the participant may be easily swayed by group response (e.g. attitudes of university students towards sports).
7. Detailed understanding of habitual or tacit behaviour (e.g. the ‘rituals’ an individual may go through when preparing to get ready for an evening out).
8. Detailed understanding of complicated behaviour (e.g. the purchase of fashion or ‘high-status’ goods).
9. Interviews with competitors who are unlikely to reveal the information in a group setting (e.g. travel agents’ perceptions of airline travel packages).
10. Situations where the product consumption experience is sensory in nature, affecting mood states and emotions (e.g. perfumes, bath soap).

In the application of in-depth interviews, the researcher can use other techniques to help maintain the interest of participants, to make the experience more enjoyable for the participants and the researcher alike and ultimately to draw out the true feelings of participants. A set of techniques that help to achieve all this, and that have been applied with great success over many years, is the body of indirect techniques called ‘projective techniques’.

Projective techniques

Projective techniques are a category of exercises designed to provoke imagination and creativity that can be used in in-depth interviews. Projective techniques are subject-oriented, non-verbal and indirect self-reporting techniques that have the ability to capture responses from participants in a less structured and more imaginative way than direct questioning. They get beyond the rational replies participants often make in interview situations, encouraging them to project their underlying motivations, beliefs, attitudes or feelings regarding the issues of concern. They are useful techniques for drawing out emotional values, exploring issues in a non-linear manner or for bypassing participants’ rational controls. They also help participants to verbalise unframed, subconscious, low-salience or low-involvement attitudes. Viewed as ‘face-saving’ techniques, projection provides
participants with the facility to project their thoughts and feelings onto another person or object (e.g. via completion tests). Fundamentally, projective techniques can enable research participants to express feelings and thoughts they would otherwise find difficult to articulate. In projective techniques, participants are asked to interpret the behaviour of others rather than to describe their own behaviour. In interpreting the behaviour of others, it is contended that participants indirectly project their own motivations, beliefs, attitudes or feelings onto the situation. Thus, the participants’ attitudes are uncovered by analysing their responses to scenarios that are deliberately unstructured, vague and ambiguous. The more ambiguous the situation, the more participants project their emotions, needs, motives, attitudes and values, as demonstrated by work in clinical psychology (on which projective techniques are based).

The following example illustrates a use of projective techniques as part of the process of pre-testing advertisements.

**Real research**

**Pre-testing mould-breaking advertisements**

In an environment where consumers value originality, communications that really ‘break the mould’ offer advertisers rewards in terms of increased relevance. In a study for Sony, TNS (www.tnsglobal.com) felt that qualitative projective questioning techniques could be used alongside quantitative pre-testing techniques on mould-breaking advertisements. TNS felt that projective techniques could help participants reveal how mould-breaking advertisements work at a deeper, emotional level. Its NeedScope™ technique used photo-sets representing different personality types. The Sony Bravia Television (www.sony.co.uk/electronics/bravia) ‘Paint’ commercial was chosen to apply the technique. The exploding ‘paint-fest’, set on a Glasgow council estate, was an unexpected way to advertise a new TV. There were no lists of features, no voice-over describing the benefits, no happy family sitting around their new TV and not even a glamorous tropical location. Sony’s website stated:

> When you’re introducing the next generation of television, you want to make an impact – but that doesn’t mean you have to be predictable. To announce the arrival of the new Bravia LCD and SXRD range, we want to get across a simple message – that the colour you will see on these screens will be like no other.

For a clear majority of participants, the brand represented a carefree, lively, bold personality. In terms of brand image, the strongest attributes were ‘vibrant colour’, ‘lively’, ‘outgoing’, ‘dynamic’ and ‘cool/trendy’ – very much where the Sony Bravia communication strategy wanted to be. The results from projective questioning were examined holistically with the results from other questions on likeability, recall and branding. Given the recognised importance of emotions in brand communications and engagement, projective techniques have a lot to offer in pre-testing advertisements.
As in psychology, these projective techniques are classified as association, completion, construction and expressive. Each of these classifications is discussed below.  

**Association techniques**

In association techniques, an individual is presented with a stimulus and asked to respond with the first thing that comes to mind. Word association is the best known of these techniques. In word association, participants are presented with a list of words, one at a time, and encouraged to respond without deliberation to each with the first word that comes to mind. The words of interest, called test words, are interspersed throughout the list, which also contains some neutral, or filler, words to disguise the purpose of the study. The participant’s response to each word is recorded verbatim and responses are timed so that participants who hesitate or reason out (defined as taking longer than three seconds to reply) can be identified. The interviewer, not the participant, records the responses.

The underlying assumption of this technique is that association allows participants to reveal their inner feelings about the topic of interest. Responses are analysed by calculating:

1. The frequency with which any word is given as a response.
2. The amount of time that elapses before a response is given.
3. The number of participants who do not respond at all to a test word within a reasonable period.

Those who do not respond at all are judged to have an emotional involvement so high that it blocks a response. It is often possible to classify the associations as favourable, unfavourable or neutral. An individual’s pattern of responses and the details of the response are used to determine the person’s underlying attitudes or feelings on the topic of interest, as shown in the following example.

---

**Real research**

**Dealing with dirt**

Word association was used to study women's attitudes towards detergents. Below is a list of stimulus words used and the responses of two women of similar age and household status. The sets of responses are quite different, suggesting that the women differ in personality and in their attitudes towards housekeeping. Ms M’s associations suggest that she is resigned to dirt. She sees dirt as inevitable and does not do much about it. She does not do hard cleaning, nor does she get much pleasure from her family. Ms C sees dirt too, but is energetic, factual-minded and less emotional. She is actively ready to combat dirt, and she uses soap and water as her weapons.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Ms M</th>
<th>Ms C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washday</td>
<td>Everyday</td>
<td>Ironing</td>
</tr>
<tr>
<td>Fresh</td>
<td>And sweet</td>
<td>Clean</td>
</tr>
<tr>
<td>Pure</td>
<td>Air</td>
<td>Soiled</td>
</tr>
<tr>
<td>Scrub</td>
<td>Does not; husband does</td>
<td>Clean</td>
</tr>
<tr>
<td>Filth</td>
<td>This neighbourhood</td>
<td>Dirt</td>
</tr>
<tr>
<td>Bubbles</td>
<td>Bath</td>
<td>Soap and water</td>
</tr>
<tr>
<td>Family</td>
<td>Squabbles</td>
<td>Children</td>
</tr>
<tr>
<td>Towels</td>
<td>Dirty</td>
<td>Wash</td>
</tr>
</tbody>
</table>
There are several variations to the standard word association procedure illustrated here. Participants may be asked to give the first two, three or four words that come to mind rather than only the first word. This technique can also be used in controlled tests, as contrasted with free association. In controlled tests, participants might be asked “what Formula One teams come to mind first when I mention “boring”?” More detailed information can be obtained from completion techniques, which are a natural extension association techniques.

### Completion techniques

In **completion techniques**, participants are asked to complete an incomplete stimulus situation. Common completion techniques in marketing research are sentence completion and story completion. Sentence completion is similar to word association. Participants are given incomplete sentences and are asked to complete them. Generally, they are asked to use the first word or phrase that comes to mind, as illustrated in the Formula 1 example below.

This example illustrates one advantage of sentence completion over word association: participants can be provided with a more directed stimulus. Sentence completion may provide more information about the subjects’ feelings than word association. Sentence completion is not as disguised as word association, however, and many participants may be able to guess the purpose of the study. A variation of sentence completion is paragraph completion, in which the participant completes a paragraph beginning with the stimulus phrase. A further expanded version of sentence completion and paragraph completion is story completion.

In **story completion**, participants are given part of a story – enough to direct attention to a particular topic but not to hint at the ending. They are required to give the conclusion in their own words; for example, a sentence-completion example in the case of Formula 1 motorsport might look like the following:

---

These findings suggest that the market for detergents could be segmented based on attitudes. Firms (such as Procter & Gamble) that market several different brands of washing powders and detergents could benefit from positioning different brands for different attitudinal segments.

---

**Sentence completion**

A Formula One fan that supports a team rather than a driver is ________________

__________________________________________________________________

A sponsor who selects drivers based on how competitive they are is ____________

__________________________________________________________________

The Ferrari team is most preferred by ____________________________________

__________________________________________________________________

When I think of watching Formula One on television, I ______________________

---

**Construction techniques**

**Construction techniques** are closely related to completion techniques. Construction techniques require the participants to construct a response in the form of a story, dialogue or description. In a construction technique, the researcher provides less initial structure for the
participants than in a completion technique. The two main construction techniques are picture response techniques and cartoon tests.

The roots of picture response techniques can be traced to the thematic apperception test (TAT), which consists of a series of pictures of ordinary as well as unusual events. In some of these pictures the persons or objects are clearly depicted, while in others they are relatively vague. The participant is asked to tell stories about these pictures. The participant’s interpretation of the pictures gives indications of that individual’s personality. For example, an individual may be characterised as impulsive, creative, unimaginative and so on. The term ‘thematic apperception test’ is used because themes are elicited based on the subject’s perceptual interpretation (apperception) of pictures.

In cartoon tests, cartoon characters are shown in a specific situation related to the problem. Participants are asked to indicate what one cartoon character might say in response to the comments of another character. The responses indicate the participants’ feelings, beliefs and attitudes towards the situation. Cartoon tests are simpler to administer and analyse than picture response techniques.

Expressive techniques

In expressive techniques, participants are presented with a verbal or visual situation and asked to relate the feelings and attitudes of other people to the situation. The participants express not their own feelings or attitudes, but those of others. The main expressive techniques are role playing, the third-person technique and personification.

In role playing, participants are asked to play the role or to assume the behaviour of someone else. Participants are asked to speak as though they were someone else, such as another household member with whom they would share a decision or an authority figure. For example, ‘Bernard, you are a 15-year-old boy; Eva, you play Bernard’s mother; George, you play Bernard’s father. Imagine you are at home deciding which summer holiday you would like this year as a family.’ The discussion that emerges is likely to reveal unspoken objections as well as those of overcoming resistance to features of the holiday, locations and ways of travelling there that may be favoured by Bernard but not his parents, or even his mother and not by the two males. The researcher assumes that the participants will project their own feelings into the role.43

In the third-person technique, participants are presented with a verbal or visual situation and are asked to relate the beliefs and attitudes of a third person in that situation.

In the personification technique, participants imagine that the brand is a person and then describe characteristics of that person.

Coors – Coors Light44

Brand personality

The most common definition states that brand personality is ‘the set of human characteristics associated with a brand’. Consumers find it natural to imbue brands with
Brand personality can also be uncovered using role play. In a group discussion scenario, participants may be asked to play out the personality of a brand. In the Coors example, the setting could be a sports bar after work on a Friday evening, with individuals acting out what they see as the personas of the brands Coors, Guinness, Becks, Stella Artois and Heineken. What the individuals as a brand do, what they say, how they interact with each other in the bar, all allow an expression of personality that straight questioning may not reveal. Video recording of the event, played back to the group, acts as a means to discuss and elicit further meaning of a brand’s personality, highlighting any positive and negative associations of the brand.

Advantages and disadvantages of projective techniques

The major advantage of projective techniques is that they may elicit responses that participants would be unwilling or unable to give if they knew the purpose of the study. At times, in direct questioning, the participant may intentionally or unintentionally misunderstand, misinterpret or mislead the researcher. Personal accounts can be more self-conscious and self-justifying than the actions themselves, because they represent the way an individual would like to be judged. This is one of the values of projective techniques, which frame the actions as those of ‘someone else’. Projective techniques can increase the validity of responses by disguising the purpose. This is particularly true when the issues to be addressed are personal, sensitive or subject to strong social norms. Projective techniques are also helpful when underlying motivations, beliefs and attitudes are operating at a subconscious level.

Projective techniques suffer from many of the disadvantages of unstructured direct techniques, but to a greater extent. These techniques generally require personal interviews with
individuals who are experienced interviewers and interpreters; hence they tend to be expensive. Furthermore, as in all qualitative techniques, there can be a risk of interpretation bias. With the exception of word association, all are open-ended techniques, making the analysis and interpretation more problematic.

Some projective techniques, such as role playing, require participants to engage in what may seem to be unusual behaviour. Certain participants may not have the self-confidence or the ability to express themselves fully with these techniques. In role playing, for example, the skills of acting may make some participants more articulate at expressing their feelings compared with others. The same may be said of techniques where pictures and cartoons are put together and interpreted, in that distinctive skills may make certain participants more adept and comfortable in expressing themselves. To counter this, one could argue that there is a great amount of skill required in articulating ideas and feelings in an open-ended in-depth interview. One could point to fiction writers or poets who are able to encapsulate particular feelings most clearly and succinctly, which, again, is enormously skilful.

With such skill requirements, the disadvantage of the technique lies in the nature of the participants who agree to participate, and how characteristic they may be of distinct target markets.

**Applications of projective techniques**

Projective techniques are used less frequently than unstructured direct methods (focus groups and in-depth interviews). A possible exception may be word association, which is commonly used to test brand names and occasionally to measure attitudes about particular products, brands, packages or advertisements. As the examples have shown, projective techniques can be used in a variety of situations. The usefulness of these techniques is enhanced when the following guidelines are observed. Projective techniques should be used:

1. Because the required information cannot be accurately obtained by direct questioning.
2. In an exploratory manner to elicit issues that participants find difficult to conceive and express.
3. To engage participants in the subject, by having fun in expressing themselves in interesting and novel ways.

---

**Comparison between qualitative techniques**

To summarise comparisons between qualitative techniques, Table 8.1 gives a relative comparison of focus groups, in-depth interviews, projective techniques and ethnographic approaches (qualitative observation).

The nature of qualitative research is such that, within the broad categories above, there are numerous variations of the techniques with distinct strengths and weaknesses in eliciting and representing consumer feelings. Really, it is not possible to say that one technique is better or worse than the other. Faced with a given problem, it would seem to be the case of deciding which technique is the most appropriate to represent or understand consumers. What may affect this choice is the confidence that marketing decision makers may have in particular techniques. Thus, for example, any number of arguments may be made for the use of a projective technique as being the best way to tackle a sensitive issue indirectly. However, if the marketer who has to use the research findings does not believe it to be a trustworthy technique, then other, perhaps less appropriate, techniques may have to be used.
### Table 8.1

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Focus groups</th>
<th>In-depth interviews</th>
<th>Projective techniques</th>
<th>Ethnographic techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Degree of structure</strong></td>
<td>Can vary from highly to loosely structured</td>
<td>Can vary from highly to loosely structured</td>
<td>Tends to be loosely structured</td>
<td>Loosely structured though can have a framework to guide observation</td>
</tr>
<tr>
<td><strong>Probing of individual participants</strong></td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>None when used in isolation and in a covert manner</td>
</tr>
<tr>
<td><strong>Moderator bias</strong></td>
<td>Medium</td>
<td>Relatively high</td>
<td>Low to high</td>
<td>None when used in isolation and in a covert manner</td>
</tr>
<tr>
<td><strong>Uncovering subconscious information</strong></td>
<td>Low</td>
<td>Medium to high</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td><strong>Discovering innovative information</strong></td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td><strong>Obtaining sensitive information</strong></td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td><strong>Involving unusual behaviour or questioning</strong></td>
<td>No</td>
<td>To a limited extent</td>
<td>Yes</td>
<td>Perhaps on the part of the observer</td>
</tr>
</tbody>
</table>

### Summary

The qualitative techniques of in-depth interviewing allow researchers to focus upon individuals with the qualities they deem to be important to their research objectives. With a ‘quality individual’ the researcher can question and probe to great depth and elicit a quality understanding of that individual’s behaviour or feelings. The technique is well suited to tackling commercially and personally sensitive issues. It is also well suited to interviewing children. There are many types of interview that can be applied under the term ‘in-depth interview’. They can range from the very open and unstructured to semi-structured exchanges. The application of structure in an in-depth interview can be founded on a theoretical underpinning of how individuals should be questioned and probed. Three relevant and widely used examples of interviews using a theoretical underpinning are laddering, repertory grid techniques and the Zaltman metaphor elicitation technique (ZMET). Laddering seeks to reveal chains of attributes, consequences and values that participants associate with products. The repertory grid seeks to elicit the underlying elements and the connection of those elements, related to a particular form of consumer behaviour. ZMET seeks to understand the images and associations that underpin both spoken and tacit thoughts and feelings through the elicitation of both rational and emotional thinking.

Indirect projective techniques aim to project the participant’s motivations, beliefs, attitudes and feelings onto ambiguous situations. Projective techniques may be classified as association (word association), completion (sentence completion, story completion), construction (picture response, cartoon tests) and expressive (role playing,
third-person personification) techniques. Projective techniques are particularly useful when participants are unwilling or unable to provide the required information by direct methods.

The qualitative researcher needs to develop an understanding of the interplay between characteristics of the target participants, the issues they will be questioned about and the context in which they will be questioned. The context can be broken down into the physical location of the interview and the protocol of starting, running and terminating the interview. Building up this understanding is vital to the success of conducting in-depth interviews and projective techniques in international markets.

The marketing research industry is concerned about how qualitative research participants are handled in interviews and observations. More consumers are being questioned in both domestic and business scenarios. If they are to ‘open up’ and reveal deeply held feelings, perhaps in front of a group of strangers, or if they are to take part in projective techniques that they may see as being unorthodox, they have to be reassured of how the data captured will be used.

Technology has opened up many possibilities to conduct in-depth interviews and use projective techniques on a global basis. A rich dialogue and engagement between an interviewer and a participant can be developed and recorded with much lower cost and time demands when compared with meeting face to face. The loss of subtle eye contact and body language may be a price to pay for the savings afforded by online research.

Questions

1. What is an in-depth interview? Summarise the process of administering an in-depth interview.
2. What are the major advantages of in-depth interviews?
3. What are the requirements of the researcher undertaking in-depth interviews? Why are these requirements particularly important when conducting interviews with managers?
4. Why may a structure be applied to the in-depth interview in the form of laddering or the repertory grid technique?
5. Describe the process of administering the repertory grid technique.
6. Evaluate the context and timing requirements that you think would be needed to make the repertory grid technique work.
7. Choose any particular application of an in-depth interview and present a case for why you think the technique may work much better than a focus group.
8. What are projective techniques? In what circumstances should projective techniques be used?
9. Describe the ‘word association’ technique. Give an example of a situation in which this technique is especially useful.
10. Describe the ‘story completion’ technique. Give an example of the type of participant and the context in which such a technique would work.
11. Describe the criteria by which researchers may evaluate the relative worth of qualitative techniques.
12. Why is the context of questioning particularly important when conducting in-depth interviews in international marketing research?
Why may in-depth interviews or projective techniques upset or disturb participants?

Describe a projective technique that you feel would work particularly well online - without the use of webcams.

What limitations are there to conducting in-depth interviews online, compared with meeting participants face to face?

Exercises

1. Could an in-depth interview about the phenomenon of online casinos be conducted online? Present a case for how you would conduct such interviews and set out what you see as the advantages and disadvantages of this approach.

2. Baileys Irish Cream wishes to better understand customer experiences of serving and enjoying its drink. Develop a cartoon test for this purpose.

3. A cosmetics firm would like to increase its penetration of the student market through a new range of organic and 'ethical' products. Conduct two experimental in-depth interviews with a male and female student. Write a report setting out plans for any subsequent form of in-depth interviews and associated techniques, showing how the experimental interviews have impacted upon these plans.

4. Jeffery West shoes (www.jeffery-west.co.uk) wishes to develop an understanding of its brand personality. Design a role-playing scenario that will help to achieve this aim. Who would you invite to the sessions? Where would you run the sessions? What roles would you ask the participants to play?

5. In a small group discuss the following issues: ‘Are there any dangers (for researchers and participants) in conducting in-depth studies on issues that participants hardly reflect upon on a day-to-day basis?’ and ‘Projective techniques cannot work well with shy and introverted participants.’

Video case exercise: Acme Whistles

Acme wishes to conduct in-depth interviews with b2b buyers who purchase (or could purchase) its whistles for sports-related applications. How would you recommend Acme conducts such interviews with participants spread across the globe? Create a topic guide that would help you to question participants about their purchasing behaviour. How could you use these interviews to support the development of new products?

Notes
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Qualitative research: data analysis

Qualitative analysis involves the process of making sense of data that are not expressed in numbers.
Objectives

After reading this chapter, you should be able to:

1. understand the importance of qualitative researchers being able to reflect upon and understand the social and cultural values that shape the way they gather and interpret qualitative data;
2. describe the stages involved in analysing qualitative data;
3. describe the array of data types that qualify as qualitative data;
4. explain the nature and role of coding in the stage of reducing qualitative data;
5. appreciate the benefits of being able to display the meaning and structure that qualitative researchers see in their data;
6. understand why qualitative data analysis pervades the whole process of data gathering and why the stages of analysis are iterative;
7. appreciate the nature and roles of grounded theory, content analysis and semiotics in qualitative data analysis;
8. understand the ethical implications of the ways that qualitative researchers interpret data;
9. appreciate the strengths and weaknesses of analysing data using qualitative analysis software.

Overview

The application of qualitative techniques is not necessarily a predefined and structured process. In the majority of instances, qualitative researchers modify their direction as they learn what and who they should focus their attention upon. Data-gathering techniques, the nature of participants and the issues explored can change and evolve as a project develops. This chapter starts by examining how researchers reflect upon what happens to the way they perceive and observe as these changes unfold. It discusses how these reflections form a key source of qualitative data to complement the narrative generated from interviews and observations.

The stages involved in a generic process of analysing qualitative data are outlined and described. The first stage of the process involves assembling qualitative data in their rich and varying formats. The second stage progresses to reducing the data, i.e. selecting, classifying and connecting data that researchers believe to be of the greatest significance. A key element of this stage is the concept of coding. The third stage involves the display of data, i.e. using graphical means to display the meaning and structure that researchers see in the data they have collected. Manual and electronic means of displaying data are discussed. The final stage involves verifying the data. Researchers aim to generate the most valid interpretation of the data they collect, which may be supported by existing theories or through the concept of theoretical sampling. Though these stages seem quite distinct, the reality is that they are iterative and totally interdependent upon each other; the stages unfold in ‘waves’ to produce an ultimate interpretation that should be of great value to decision makers. Three alternative perspectives on analysing qualitative data are presented. First, the purpose and concept of grounded theory are discussed, with the stages involved in building theory. Second, content analysis is presented, a much simpler approach to analysing qualitative data, which is sometimes viewed as a quantitative technique. Third, the purpose and concept of semiotics are presented. This approach adopts the view that consumers should be viewed as products of culture, constructed and largely determined by the popular culture within which they live. It allows for the integrated analysis of cues that emerge from text, pictures and sounds.

The social and cultural values of qualitative researchers affect how they gather and analyse data. Understanding the social and cultural norms of participants in international environments is discussed. The social and cultural values of researchers affect their interpretation of qualitative data, and the ethical implications of not reflecting upon these values are addressed.
The digital applications in the stages of qualitative data collection and analyses are described. There are many distinct advantages to the use of qualitative data analysis software, but many researchers contend that it should be a ‘hands-on’ process that cannot be mechanised. The arguments from both of these perspectives are presented. To be able to cope with the great amount of data generated from qualitative techniques, a great variety of software packages are available. Examples of analysis software are briefly described, followed by website addresses that allow demonstration versions of the software to be downloaded and explored. NVivo, a qualitative data analysis package specifically designed for researchers, is also presented.

The qualitative researcher

Self-reflection of social and cultural values

In Chapter 2, when discussing the diagnosis of research problems, we stated:

A major problem for researchers is that their perception of problems may be reflected through their own social and cultural development. Before defining the problem, researchers should reflect upon their unconscious reference to cultural values . . . The unconscious reference to cultural values can be seen to account for these differences.

This implies that researchers need to reflect upon their own values and attitudes – the factors that may bias the way they perceive and what they observe. This reflection is just as important in the analysis of qualitative data as it is in the diagnosis of research problems. To illustrate why researchers need to reflect upon what may bias the way they perceive and what they observe, we start this chapter with an example from the world of literature and the treatment of narrative. The example is a précis of an English translation of a Japanese novel; the example could be taken from any novel.

Real research

South of the Border, West of the Sun

This novel tells the story of an only child, Hajime, growing up in the suburbs of postwar Japan. His childhood sweetheart and sole companion in childhood was Shimamoto, also an only child. As children they spent long afternoons listening to her father’s record collection. When Hajime’s family moved away, the childhood sweethearts lost touch. The story moves to Hajime in his thirties. After a decade of drifting he has found happiness with his loving wife and two daughters, and success in running a jazz bar. Then Shimamoto reappears. She is beautiful, intense, enveloped in mystery. Hajime is catapulted into the past, putting at risk all he has at the present.

Imagine that you had been asked to read this novel, but before you read it you were expected to prepare by reading a description of conditions in postwar Japan. From that you might appreciate the significance of a record collection of 15 albums, and how privileged a family may be to own a record player and to have this collection. Imagine someone else being asked to prepare by reading a biography of the author. From that you might appreciate the social and economic conditions of his upbringing, the literature, music and education that he enjoyed. Preparing to read the novel in these two ways may mean that a reader sees very different things in the story. The reader may interpret passages differently, have a different
emotional attachment with the conditions and behaviour of the characters, and appreciate the
effect of quite subtle events upon the characters.

Put aside any prior reading and imagine a female reader enjoying the book. She may
empathise with the main female character, Shimamoto, and understand her attitudes, values
and behaviour in the way that male readers may not be able to comprehend. In the story,
Shimamoto suffered from polio as a child, which made her drag her left leg. Imagine a reader
who has had to cope with a disability and who may appreciate how, as a child, one copes
with the teasing of other young children. The two main characters were ‘only children’;
imagine a reader who was an only child and who can recall how he or she would view large
families and appreciate the joys, disappointments and array of emotions of being an only
child. The list could go on of the different perspectives of the story that may be seen. The
reader, with their inherent values and attitudes, may perceive many different things happen-
ing in the story. The reader does not normally reflect upon their unconscious values and
attitudes, but just enjoys the story. In talking to others about the story, the reader might be
surprised about how others see it. In watching the film version of the book, the reader might
be shocked at the different images the film director presents, images that are very different
from the one that resides in the reader’s head. Now consider whether there is one ultimate
interpretation of the novel, one ultimate ‘truth’. It is very difficult to conceive that there is
one ultimate interpretation. One may question why anyone would want to achieve such a
thing; surely the enjoyment of literature is the ability to have multiple interpretations and
‘truths’ of a novel?2

Narrative for the qualitative researcher

What is the link from the interpretation of a novel to qualitative data analysis in marketing
research? Quite simply, the qualitative researcher builds up a narrative and creates a story of
the consumers whom decision makers wish to understand. Imagine yourself as a qualitative
researcher, supporting decision makers who wish to develop advertisements for an expen-
sive ride-on lawnmower. The key target market they wish to understand is ‘wealthy men,
over the age of 60, who own a home(s) with at least 1 hectare of garden’. The decisions they
face may include the understanding of:

1. What gardening and cutting grass mean to target consumers.
2. How they feel about the experience of buying and using a lawnmower.
3. What relative values (tangible and intangible) are inherent in different brands of
   lawnmower.
4. What satisfaction they get from the completed job of mowing a large lawn.
5. The nature and qualities of celebrities they admire (who may be used to endorse and use
   the product in an advertisement).

These questions may be tackled through the use of focus groups. Imagine yourself run-
ning these groups. What could you bring to the groups if you have personally gone through
the experience of buying an expensive ride-on lawnmower and have gardening and lawn-
mowing experiences? You may have an empathy with the participants in the same manner
as the ‘only child’ reading of the experiences and emotions of an only child in a story. From
this empathy, you may be able to question, probe and interpret the participants’ answers
really well, drawing an enormous amount from them. Without those experiences you may
have to devise ways to ‘step into the shoes’ of the participants. You may look to the atti-
dudes, values and behaviour of your parents, grandparents or friends for a start, looking for
reference points that you are comfortable with, that make sense to you. As you go through
a pilot or experimental focus group, you may be surprised by certain participants talking
about their lawnmowers as ‘friends’, giving them pet names and devoting lavish care and
attention upon them. Getting an insight into this may mean looking at cases from past research projects or literature from analogous situations, such as descriptions of men forming a ‘bond’ with their cars.

The direction that qualitative researchers take in building up their understanding and ultimately their narrative is shaped by two factors. The first factor is the theoretical understanding of the researchers as they collect and analyse the data. This theoretical understanding can be viewed from two perspectives. The first is the use of theory published in secondary data, intelligence and literature. The use of theory from these sources may help the researchers to understand what they should focus their attention upon, in their questioning, probing, observations and interpretations. The second is the use of theory from a grounded theory perspective. The researchers may see limitations in existing theory that do not match the observations they are making. These limitations help the researchers to form the focus of their questioning, probing, observations and interpretations.

The second factor that shapes the direction that the researchers take is a marketing understanding. In the case of understanding the wealthy male lawnmower owner, the researchers need to understand what marketing decision makers are going to do with the story they create. The researchers need to appreciate the decisions faced in creating an advertisement, building a communications campaign or perhaps changing features of the product. Reference to theoretical and marketing understanding in researchers helps them to present the most valid interpretation of their story to decision makers. Unlike writing a novel, where the author is happy for the readers to take their own ‘truth’, researchers are seeking an ultimate interpretation and validity in their story. Achieving a valid interpretation enables the researchers to convey to decision makers a vision or picture of a target market that they can quickly ‘step into’. Marketing decision makers, for example, may wish to include a passage of music in an advertisement that the target market has an emotional attachment to, which they find positive and uplifting. With a rich picture or vision of this target market they may be able to choose the right piece of music. The decision makers’ cultural and social development may mean that the piece of music is meaningless to them, but you as a researcher have given them the confidence and enabled them to step into the world of the target market. The following example illustrates how qualitative research, based upon blogging via mobile devices, helped the Knorr brand to understand the characteristics, behaviour and views of a very distinctive target market.

### Real research

**Tokyo Girls Collection metrics**

In Japan, Knorr wished to develop a new Soup Pasta to target the primary gourmets of noodle cuisine: younger, female consumers. The hardest question Knorr faced was how to develop a Soup Pasta that fitted the target segment’s taste preferences. To generate and commercialise the product successfully, the company needed frank and honest opinions from young, female consumers during the idea generation, idea screening, concept development, product design and detailed engineering phases. In order to do this, Knorr decided to tie its new-product development project to the Tokyo Girls Collection (TGC). The TGC was a twice-annual celebration of ‘all things cute’, organised by Girlswalker.com magazine to showcase the season’s fashionable streetwear. The fashion event included such attractions as live performances by renowned artists, a charity auction and the final stage selection and presentation of the TGC Contest. The fashion show used only amateur models, known as ‘Dokusha moderu’ (in English, ‘reader models’), chosen from trendsetting girls’ magazines, such as Vivi or Ray. The TGC exemplified a grassroots movement that has become so huge in Japan that it has rendered the traditional fashion houses anachronistic. Many previous TGC tie-up campaigns have proven very successful, because young
The researcher’s learning as qualitative data

Qualitative researchers have to reflect upon their own social and cultural development, their own attitudes and values, to see how these have shaped the narrative and how they shape their interpretation of the narrative. The researchers should recognise their own limitations and the need to develop and learn; in the cases above, this means learning about wealthy men and their relationship with lawnmowers or Japanese girls and their relationships with soup and fashion. Ultimately they wish to present the most valid story that they see, to have examined the story from many perspectives, to have immersed themselves in the world of their target markets. The following example illustrates the research impact of not recognising one’s own biases and social/cultural conditioning.

Real research

We see our own beliefs reflected in research

Different advertising agencies cherish different beliefs about what will work and what will not work in an advertisement. Take, for instance, ‘influencing lifestyle’ (such as: drive less, drink less, stop smoking, don’t drink and drive). In this field, there are at least two different schools. One school promotes the ‘confrontation’ strategy; show the negative effects of behaviour as extremely as possible; show cancerous lungs in an anti-smoking campaign; show the remorseful victims of smoking-related diseases. Another school feels that such an approach does not really work, because the consumers will actively shut their system off from this kind of information, countering it with arguments such as ‘I have to die anyway’ or ‘I never have a problem drinking and driving’. This school claims that you can better focus on a more positive approach, or an approach that avoids showing negative consequences. Both schools will be able to find proof for their ideas, and both will tend to open up to reality supporting their ideas, avoiding evidence that goes against their views. In conducting research, both schools will find their views supported by consumers, one asking for ‘extreme examples’, the other claiming to be immune to such an approach and asking for a more positive approach. From the observations of Dutch researchers Jochum Stienstra (www.ferro-mco.nl) and Wim van der Noort (http://english.minaz.nl) in viewing focus group discussions, the participant that gives ‘the right answer’ is embraced: ‘You see, I knew it, scaring them off doesn’t work.’ Two participants later, another communication manager or researcher will hear proof of the opposite opinion: ‘This is exactly what I mean. They are asking for extreme emotions, otherwise they won’t listen.’ They contend that research that tries to find the right communication approach involves a danger: you might end up finding what you already thought was right, or – even worse – you might find an internal quarrel aggravated since both schools will find their standpoint proved. This means that research as we know it cannot help us out, cannot transfer the problem from the realms of belief to the realms of ‘proof’.
If you are reading a novel, you may not be inclined to make notes as your reading progresses. You may not make notes of other books to read that may help you to understand the condition of particular characters, or to understand the environment in which they behave. You may not wish to write down the way that you change and learn as you read through the story. A reflection of your unconscious social and cultural values as revealed through your interpretation of the novel may be the last thing you want to do.

As a qualitative researcher you need to do all the above as you build and interpret your story of target consumers. A notebook or diary should be on hand to note new question areas or probes you wish to tackle, and to reflect upon how they have worked. As interviews unfold and you feel your own development and understanding progress, a note of these feelings should be made. As you seek out specific secondary data, intelligence or theory to develop your understanding, you should note why. If you see limitations in existing theories or ideas, you should note why. As an understanding of how decision makers can use the observations that are being made, these should be recorded. Included in these notes should be feelings of failure to ask the right question or probe, emotional states should be noted, of feeling up or down, sad or angry, or nervous. Ultimately, the story that emerges in your own notebook should be a revelation of your own social and cultural values. There should be an explicit desire to develop this self-awareness and understand how it has shaped the direction of an investigation and the ultimate story that emerges.

The creation and development of the researcher’s notebook is a major part of the narrative that is vital to the successful interpretation of questions and observations of consumers. The key lesson that emerges from the creation and development of the researcher’s notebook is that qualitative data analysis is an ongoing process through all stages of data collection, not just when the data have been collected:

Analysis is a pervasive activity throughout the life of a research project. Analysis is not simply one of the later stages of research, to be followed by an equally separate phase of ‘writing up results’.

The evolution of questions and probes, deciding who should be targeted for questions and observations and even deciding the context for questioning or observing, means that analysis takes place as data are being gathered.

**The process of qualitative data analysis**

We examine four perspectives of analysing qualitative data, starting with a generic process. Many of the terms used here differ from those linked to specific types of software or to researchers who follow a particular theoretical approach derived from a specific discipline. The generic process outlined is designed to give an understanding of what is involved in qualitative data analysis and how the stages link and interact. The four stages of the generic process are outlined in Figure 9.1. The concept of coding is introduced in this section – a vital concept to understand in all approaches to analysing qualitative data. The second perspective presented is the concept of grounded theory. The third perspective is the process of content analysis. The fourth is the discipline of semiotics.

**Data assembly**

Data assembly means the gathering of data from a variety of sources. These would include:

1. Notes taken during or after interviewing or observations.
2. Reflections of researchers, moderators or observers involved in the data-collection process.
3. Theoretical support – from secondary data, intelligence or literature sources.
As discussed in the previous section, the researcher should get into the habit of maintaining a notebook, diary or field notes. As a qualitative investigation evolves in terms of the issues to explore and the participants to target, the researcher goes through a learning process. This learning process means that the researcher may see things differently as interviews or observations progress. Keeping field notes aids the researcher’s memory when it comes to the formal process of data analysis and helps enormously in categorising and interpreting collected data. It ultimately helps to generate a ‘deeper and more general sense of what is happening’.

In order to create a ‘deeper and more general sense of what is happening’, it is suggested that researchers keep four separate sets of notes in order to systematise the process and thus improve their reliability:

1. Short notes made at the time of observation or interview.
2. Expanded notes made as soon as possible after each session of interviews or observations.
3. A fieldwork journal to record problems and ideas that arise during each stage of fieldwork.

Data assembly also includes deciding lines of enquiry that should be developed and those that should be dropped. Given that qualitative research is primarily exploratory in nature, questions and probes are not fixed. As an interview or observation takes place, the researcher learns more about an issue and can develop a new question or probe and decide that a question, initially thought to be vital, is no longer relevant. There may be issues that can be compared over a series of interviews or observations, but the whole data collection and data assembly can evolve. Keeping notes is vital, as memory alone is fallible, unreliable and potentially biased. Being able to recall, for example, the hesitation in replying to a question displayed by a focus-group participant may, upon reflection, be seen as someone evading the issue. After all the group discussions have been completed and the same question has been
posed to others, the interpretation may change to the individual being embarrassed about an issue, primarily through becoming aware of their own ignorance. The researchers’ notes help them to recall how they were feeling at the point of setting the question, and recall the situation in other groups that gives meaning to a pause that shows up as a quiet spot in an audio or video recording. The notes may also help the researcher appreciate what is happening when laughter occurs by participants in qualitative techniques. Interpreting the meaning of laughter presents one challenge for researchers. When humour is present, group dynamics, the pitch and intensity of laughter, or even the sly smile that masks a feeling that something is incredibly funny would need to be recorded in the researcher’s notes, to set a context to the narrative of any discussion. The same challenges are faced in the example below, which deals with the nature of silence in an interview; what does a particular silence mean? The researcher’s notes at the time of the silence may hold vital clues to what is being felt by participants but not expressed.

Real research

Listening to the sounds of silence

My in-depth interview went really badly! It was full of long silences . . . my participants just would not open up!!

This is a cry from researchers who believe that discussions that are not full of verbal give and take have not ‘got going’. Many fail to understand that the silence received in response to the question asked may have told the researchers what they needed to know. The way people communicate is deeply linked with the culture, values and norms of a society. If one understands the reason for the silence, one can end up with a far stronger set of findings and interpretations. The following is based on the reflections of over 200 focus group discussions and 100 in-depth interviews conducted in different parts of India by Shobha Prasad (www.drshti.com). Silence in India could be based on the social structure between castes. For example, a study conducted in rural Rajasthan among young men ran into severe issues arising from mingling of castes within the focus group. There were demarcated places where castes were allowed to mingle and communicate; they would talk to each other outdoors but not indoors. It was only when some of the participants were taken out of the group that others opened up to voice their opinions. Language block was occasionally encountered where sessions were conducted in Hindi and participants had differing levels of comfort with the language. In some sessions, more educated participants would express themselves in English, creating a sense of inequality in the group. Those who were less educated would then become quiet unless the researcher directly addressed them and tried to draw them back into the discussion. Indians rarely contained strong emotions in silence; they tended to let these feelings out through words. Therefore silences resulting from the two extremes – extreme positive and extreme negative emotion – were rare and if they occurred were short-lived. ‘Extreme delight’ was very rarely silent. Extreme negativity tended to result in a short silence, which very often just ‘broke itself’. The body language accompanying strong negative emotions was very obvious: a closed expression, folded arms, rigid body and refusal to make eye contact. In some cases participants would whisper among themselves. The slightest direct probe was usually adequate to get a verbalisation of these thoughts. The more common causes for silence among both women and men was incomprehension, confusion and feelings of inadequacy, and a lack of confidence. These reasons generally came to light as the session went on, when at some point, in response to a probe, participants would admit to have been confused or bewildered.
Unfortunately, the recording and use of field notes or a diary is limited in many qualitative marketing research projects. This may be due to the contents of such notes, which could include photographs and other non-verbal data sources. These are unavoidably ‘subjective’, being what the researcher has chosen to notice. They are developmental, representing the learning and self-reflection that the researcher goes through. The subjective choices are reasoned choices, where issues are deliberately included or excluded. Understanding the reasons for those choices, recognising the learning and self-development that can emerge from these notes, can add so much more depth and greater insight into qualitative data. By developing self-awareness, qualitative researchers can take a more balanced view of the data they collect as they realise many of their own biases and hidden agendas.

Beyond taking notes or keeping a diary, many qualitative techniques make extensive use of material of a semi- or non-verbal nature, generated through participant tasks such as the use of projective techniques (as described in Chapter 8). These materials can include drawings, lists, stories, clay models or structures and collages of photographs, video footage and music. The commonly held view is that it is not these materials that should be analysed but the meanings attached to them by the participants who produced them. These meanings as narrative will have been captured as part of the recorded discussion, or are in the notes of the researcher. The materials themselves would normally be available during analysis, enabling the possibility to notice useful features such as consistencies and differences between participants. They can also be useful in communicating and illustrating findings. Other qualitative researchers go further, taking the view that it is legitimate to ‘read’ these materials in the absence of the participants who produced them. They would argue that significant and valid meaning can be extracted from them provided they have a strong theoretical basis to drawing their conclusions and meanings.

This relationship between participants’ discourse and non-verbal materials mirrors the debate in using photography in ethnographic studies (a common occurrence in qualitative marketing research, where participants are given disposable or digital cameras to capture stills or moving images of their experiences). Many significant anthropological ethnographies dating from the mid-1920s onwards include photographs relating to the fieldwork. The question that faces anthropologists relates to why photographs may be used in analysis and the relationship, if any, between the photograph and the written text. It is difficult to generalise, but it seems to be the case that photographs have been included in ethnographic reports more for evidential than analytic purposes. The photographs serve essentially presentational and illustrative purposes rather than providing a focus for a more sustained analysis of the visual dimensions of culture. Such perspectives are radically changing as more visual ethnographic techniques gain prominence in qualitative marketing research, as illustrated in the following example.

**Real research**

**Participant photography in visual ethnography**

Visual ethnography is an anthropological approach that incorporates visuality throughout the research process. In a project designed to investigate the consumption of households, an exploratory, initial investigation was designed to expose the various ways that household shoppers engaged with the consumption spaces that they visited. A key aim was to have the householders focus on their shopping in as natural a way as possible and record this so that it could be discussed during an in-depth interview. A researcher following participants on shopping trips was deemed to be quite intrusive, in that having a stranger along could affect the usual flow of the experience, no matter how much rapport was developed. It was important, however, to try to capture everyday practice as accurately as possible in order to bring to the
The key feature of the use of photography and visuals is the subtlety of characteristics or events that can be captured and portrayed where words alone may be deficient. This feature has an impact for qualitative researchers for two reasons. The first can be seen from the perspective of qualitative technique participants. Certain participants may not be able to express what they feel about a product, service, advertisement, brand or any design element of their experiences solely using words. They may, however, be able to use visual cues from sources such as photographs to represent their feelings. The second can be seen from the perspective of decision makers who use qualitative research findings. Certain marketing decision makers working in visually creative fields, such as advertising, product and package design and branding, work better with visual data compared with words or statistics. They may understand the impact of how consumers feel and will react to their designs through very subtle interpretations of visual data. Given the importance of visual data to this type of decision maker, we explore the concept of semiotics later in this chapter.

**Data reduction**

Data reduction involves handling the data. This process involves organising and structuring the data. It means having to throw some data away! Imagine a series of 10 focus group discussions and the amount of data that could be collected. There are the memories and notes of the moderator and any other observers who took part, there are the transcripts of what was actually said in interviews and there may be contributions from participants in the form of mood boards. The transcripts are a vital, and for most studies the, primary data source in qualitative data analysis, and much care should be taken in transcribing them. Transferring the dialogue from tape or digital devices can be tortuous as recordings are notoriously ‘unclear’. Imagine a focus group in full swing: not every participant takes their turn to speak without talking over other participants, and then they may not speak clearly and loudly enough. As a result it can take a great deal of time to work out what participants actually said and how the questions, responses and ideas connect together. In producing transcripts, it is much better for the researchers to work
through the recordings and piece together the components using their notes and memory of events. This is very time-consuming, so many researchers use typists to transcribe their recordings of interviews – arguing that their time is better spent reading through and editing transcripts produced in this manner. The use of online software for in-depth interviews and focus groups means that this time-consuming task is eliminated, as the transcript is built up as the interview progresses.

The researchers with their transcripts, notes and other supporting material have to decide what is relevant in all these data. Reducing the data involves a process of coding data, which means breaking down the data into discrete chunks and attaching a reference to those chunks of data. Coding is a vital part of coping with qualitative data analysis and, given this importance, the process is discussed in some detail.

Researchers need to be able to organise, manage and retrieve the most meaningful bits of qualitative data that they collect. This is normally done by assigning ‘labels’ or codes to the data, based upon what the researcher sees as a meaningful categorisation. What happens is that the researcher condenses the great mass of data from a study into analysable units by creating categories from the data.\(^{14}\) This process is termed the coding of data. Coding is the process of bringing together participants’ responses and other data sources into categories that form similar ideas, concepts, themes, or steps or stages in process. Coding can also enable the categorisation of names, evidence or time sequences. Any hesitations, emotional states or levels of humour can be coded. Indeed, anything that is felt to be revealing in the data can be coded. Data such as a simple response to a question can be coded in many different ways, or placed into many different categories; there is no expectation of mutual exclusivity, and data can be re-coded as often as is thought necessary.\(^{15}\)

An illustration of coding is presented using the data presented in Table 9.1. This table presents the verbatim responses from an open-ended question in a self-completion survey targeted at 12 to 14 year olds. The question asked participants what facilities they would like in a planned new community centre. Though the technique used was quantitative, the survey generated qualitative data and, in its much shortened format, demonstrates the process that qualitative researchers must go through.

In categorising the responses, the researcher could create codes of ‘swimming pool’ or ‘disco’ and count the times that these were literally expressed. Alternatively, the researcher could code on the basis of ‘sports activities’ or ‘recreational activities’ and group together activities such as ‘swimming, basketball and snooker’ for sports and ‘computers,
television, discos and tuck shop’ for recreational activities. The researcher could code ‘indoor activities’ and ‘outdoor activities’, or activities that would need supervision and those that would need no supervision. There are many ways that the researcher can categorise the data, it is their choice. Consider how the researcher may cope with the requests for a ‘computer room’ and ‘computers’. Could these be combined under one heading of ‘computing’ or would this lose the meaning of having a devoted space, away from other activities that could be noisy and distracting? Consider also how the researcher would cope with the requests for ‘stuff for all ages’, ‘what people will enjoy’ and ‘all the things people enjoy’. It may seem obvious that a new leisure centre needs to develop facilities that people enjoy and that these may be discarded, but there may be a hint in the first statement of ‘stuff for all ages’ that may link to the word ‘people’ used in the two other statements. If the researcher interprets the statements in this way, a category of ‘activities to draw in all ages’ could be created; these responses may be seen as tapping into a notion of a leisure centre that is welcoming and not exclusive.

Table 9.2 presents a small selection of the verbatim responses from the same open-ended question in a self-completion survey, this time targeted at adults.

<table>
<thead>
<tr>
<th>Requested feature of new community centre</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regard for residents living nearby, special car parking area to avoid streets nearby being jammed</td>
<td>Male</td>
</tr>
<tr>
<td>New centre would soon bring the wrong sort of people; it could form a centre for thugs and crime</td>
<td>Male</td>
</tr>
<tr>
<td>Strict rules so as to inconvenience local people living close by as little as possible, e.g. noise</td>
<td>Male</td>
</tr>
<tr>
<td>Run and organised well to run functions at affordable prices with dress rules for the lounge and bar</td>
<td>Male</td>
</tr>
<tr>
<td>Membership should be given on signature of applicants to a strict set of rules</td>
<td>Male</td>
</tr>
<tr>
<td>Emphasis on youth on the estate and run in a way to encourage rather than regiment them</td>
<td>Male</td>
</tr>
<tr>
<td>Supervised youth activities, daytime crèche, dance floor, serve coffee/soft drinks for youths</td>
<td>Female</td>
</tr>
<tr>
<td>Should be very welcoming and developed for all kinds of people</td>
<td>Female</td>
</tr>
<tr>
<td>Active participation by those using the facilities, which should give opportunities for the young</td>
<td>Female</td>
</tr>
<tr>
<td>To make a safe place for all people of all ages to enjoy</td>
<td>Female</td>
</tr>
<tr>
<td>Exterior should be modern; inside decorated tastefully with nice seats and tables, plenty of hall space</td>
<td>Female</td>
</tr>
<tr>
<td>Youth club with a youth leader, luncheon club for older groups and gentle keep-fit for the elderly</td>
<td>Female</td>
</tr>
</tbody>
</table>

The interesting feature in comparing the statements from the adults with those from the teenagers is how they express themselves in more detail and how they thought beyond specific facilities that make up the leisure centre. These statements were unprompted, so one can imagine how much richer the explanations and justifications would be with an in-depth interview or a focus group. Again, there are many ways that the researcher can categorise the data, perhaps even more than with the teenagers. Categorising these adult statements is not as straightforward as for the teenagers’. The researcher could draw out the words ‘youth’ or ‘rules’ and set these as categories. The researcher could pull out named ‘facilities’ such as ‘dance floor’ and ‘nice seats and tables’, or ‘activities’ such as ‘youth club’ and ‘luncheon club’. What becomes apparent in reading through the statements (especially with the full set of responses) are the implied problems related to issues of parking, the types of people that are attracted or could be attracted, and how ‘regimented’ or not the centre should be. These are categories or patterns that may be apparent to a researcher, though not explicitly expressed. There may be words expressed that make up the categories, but the words broken down and taken in isolation may lose their impact, if they are just counted.
Table 9.2 illustrates that categorisation into the component words may mean that the contextual material that gives these words meaning can be lost. From the above example, coding can be thought of as a means to:

1. **Retrieve data**, i.e. from the whole mass of data, particular words or statements can be searched for and retrieved to examine the ‘fit’ with other words or statements.
2. **Organise the data**, i.e. words or statements can be reordered, put alongside each other and similarities and differences evaluated.
3. **Interpret data**, i.e. as words or statements are retrieved and organised in different ways, interpretations of the similarities and differences can be made.

Coding is a process that enables the researchers to identify what they see as meaningful and to set the stage to draw conclusions and interpret meaning. Codes are essentially labels to assign meaning to the data compiled during a study.

In broad terms, the coding process involves the following stages:

1. **Set up a broad group of coding categories.** These would emerge from an initial reading of the gathered data and the intended purpose of the study. For example, these may be the themes that structured a number of focus group interviews or in-depth interviews.
2. **Work through the data to uncover ‘chunks’ of data that may be put into brackets or underlined or highlighted.** Codes are usually attached to ‘chunks’ of varying size, i.e. words, phrases, sentences, paragraphs, an extended story, an image, indeed any component of the collected data, connected or unconnected to a specific context. Sometimes a single sentence or paragraph might be coded into several categories. For example, one paragraph where participants are overtly discussing parking problems at a community centre may also be discussing issues of ‘mobility’ or ‘independence’. Once the start and end of a chunk to be coded is established, a name or number is assigned to it.
3. **Review the descriptions given to the codes.** Working through the data, it may be clear that important themes emerging from the data do not fit into the pre-set categories, or that one theme blurs into two or more separate concepts. At this point new categories have to be set to fit the data. With new categories, the data must then be reviewed and recoded where appropriate. This stage therefore is one of immersion in the data and refining the nature of categories as more meaning is uncovered in the data.
4. **Examine differences between types of participant.** This could be simple demographic comparisons, e.g. to see if there are differences between men and women in how they view independence. The comparisons could be between types of participant that emerge from other codes, e.g. lifestyle aspirations may emerge from the data, with groups emerging that may be labelled ‘sophisticated minimalists’ and ‘spiritual warriors’. Comparisons of the behaviour between these emerging groups can be made. Through these comparisons, new insights may emerge about the assigned codes and the descriptors applied to them. New insights may also emerge about the way that participants are described and categorised, combining knowledge of their demographic, geographic, behavioural, psychographic and psychological characteristics.
5. **Develop models of interconnectivity among the coded categories.** This involves basic graphical modelling to explain a sequence of events or a process that the data describe. It could show how categories relate to each other, how participants may be alike or differ and how different contexts impact upon the categories and participants. Again, new insights may emerge about the meaning seen in the data, and the coding process may be further refined.
6. **Iterate between the code descriptions and the developing model.** This stage is again one of immersion in the data, with continual refining of the nature of categories and
the structural relationship of those categories. These iterations continue until the researchers have what they believe to be the most valid meaning that they see in the data.

The relative advantages and disadvantages of manual or electronic approaches to analysing qualitative data, and especially the iterative process of coding and modelling, are presented later in the chapter. The point to consider at this stage is that the immersion in the data to draw out meaning is not formulaic, especially as one considers the different types of qualitative data that can be included in analyses. Reducing qualitative data to the essence of meaning as seen by the researchers is a highly creative and subjective process. Given the time that may be allocated to this process, coding can be observed from two perspectives. First, if there is relatively little time for the researchers to immerse themselves in the data, it can be thought of as a means to simplify or reduce the mass of data. If an initial broad group of coding categories is kept and their number is relatively small, then the data can be ‘stripped down’ to a simple general form. This coding approach can be compared directly with simple forms of content analysis. Second, if more time can be afforded, it can be thought of as a means to expand, transform and reconceptualise data, opening up more diverse ideas and analytical possibilities. The general analytical approach is to open up the categories in order to interrogate them further, to try to identify and speculate about further features. Coding here is about going beyond the data, thinking creatively with the data, asking the data questions and generating theories and frameworks.

Coding is a major process involved in data reduction. The process forces the researchers to focus upon what they believe to be the most valid meaning held in the data. In order to develop that meaning further, the researchers need to communicate their vision to others, to evaluate their interpretations of the data and to reflect upon their own vision. The stage of data display is the means by which researchers communicate their vision of meaning in the data.

**Data display**

Data display is an organised, compressed assembly of information that permits conclusion-drawing and action. The most frequent form of display for qualitative data in the past has been extended text. Such an approach is cumbersome, dispersed and sequential, poorly structured and extremely bulky. The qualitative researcher can resolve these problems with the use of matrices, graphs, charts, networks or ‘word clouds’. All are designed to assemble information into an immediately accessible, compact form so that the analyst can see what is happening and either draw justified conclusions or move on to the next step of analysis the displays suggests may be useful. The creation and use of displays is not an end output of analysis, it is an integral part of the analytic process. For example, designing a matrix as a display involves decisions on what should be displayed in the rows and columns, and deciding what qualitative data, in which form, should be entered in the cells.

Data display also allows a ‘public’ view of how the researcher has made connections between the different ‘data chunks’. Even if others may not have made the same connections or interpreted the data in exactly the same manner, the logic of connections should be clear. The display may be in a graphical format, with boxes summarising issues that have emerged and connecting arrows showing the interconnection between issues. Verbatim quotes can be used to illustrate the issues or the interconnections. Pictures, drawings, music or advertisements can also be used to illustrate issues or interconnections. The overall structure allows the decision maker who is to use the analysis to see the general meaning in the collected data. The illustration of issues or interconnections brings that meaning to life.

One of the simplest means to display data is through the use of a spreadsheet. This can be built up and displayed in a manual or electronic format. Table 9.3 presents an example of how a spreadsheet may be set out. This spreadsheet is a sample of all the interviews that may be conducted and the number of issues that may be tackled. The example relates to a bus and tram operator that wishes to understand the attitudes and behaviour of 18 to 25 year olds.
related to using public transport. In the columns, details of each interview are presented and, in the final column, notes are made of observations between interviews, with a focus on each issue. In the rows, the issues that were discussed in the interviews are presented. These issues may be generated from the topic guide used and/or from the notes of the researchers related to what they see as the emerging issues. The final row details notes of the dynamics of the group, explaining why particular exchanges may be interpreted in a particular way. The analyst cuts and pastes extracts from the transcripts into the relevant cells. With the spreadsheet built up of the reordered transcripts (each focus group may tackle the issues in a different order and with different emphases), comparisons can be made across the columns on particular issues, looking for similarities and differences. Connections between issues can be mapped out with the use of arrows to show the flow of dialogue. The responses from types of participants, such as ‘city-dwellers’ or ‘suburb-dwellers’, can be colour coded in order to compare similarities or differences. Different notes, images or any other supplementary material can be pasted onto the spreadsheet to help in the interpretation; all the assembled data can be displayed, or more probably a reduced and coded set of data can be displayed.

Such a spreadsheet can be built up manually using large sheets of paper from, for example, flip charts, divided into a grid, and the evidence (such as chunks of the transcript) physically pasted in. This could even be tacked to a large wall, allowing the researcher to stand back, reflect, move things about and add data. The big advantage of this approach is being able to visualise the whole body of data and to move around the data to ‘play’ with ideas and connections. This works particularly well when there is more than one person working on the analysis and they are drawing ideas and questions out of each other as they relate to the data. The disadvantage is that editing, moving data around and recategorising data can become very cumbersome and messy. This is where electronic means of displaying the data work well. With electronic means, images and notes can be scanned in and added to the transcripts. Changes can be made very easily and quickly in moving data around, recategorising and incorporating new material. Different versions can be easily stored to allow an evaluation of how the thought processes of the researcher have developed. The disadvantage of the approach is that, when attempting to view the data in their entirety, the entire data set is there but, in effect, is viewed through a ‘window’ with a limited field of vision. The ‘window’ can be readily moved about, but the overall perspective is limited.

### Table 9.3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Evening travel</td>
<td>Verbatim discourse taken from the interview that relates to this issue</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commuting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freedom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friends</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Notes on the dynamics of individual groups?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 9.3 Spread sheet data display of focus group discourse*
Another simple means to display data is through the use of a qualitative cross-tabulation. Table 9.4 presents an example of how a cross-tabulation may be set out. Again, the example relates to a bus and tram operator that wishes to understand the attitudes and behaviour of 18 to 25 year olds related to using public transport. The table shows a sample of categories that have been built around the issue of ‘evening travel’. As the analyst works through the transcripts and codes distinct chunks of data, and with knowledge of who expressed a particular view that is embodied in that chunk, that relationship can be displayed. The table shows that the analyst has established codes to represent views of ‘expense’, ‘personal attacks’, ‘spontaneity’ and ‘style’. With a simple classification of participants, in this case by gender, the analyst can display differences in the number of incidences that a specific code emerges. The large differences between males and females in how they brought up the issues ‘expense’ and ‘personal attacks’ can help the analyst to explore the data further, or indeed collect more data to understand what is creating such divergent attitudes and behaviour. Again, different notes, images or any other supplementary material can be pasted onto the cross-tabulation to help in the interpretation.

The other major means of displaying data is to use flow charts. Figure 9.2 displays a very basic structure of the issues or major categories and subcategories related to how 18–25 year olds view the use of public transport after an evening out.

Visualising the data in this matter can allow the researchers to dip back into the transcripts and their notes to seek alternative ways of connecting evidence and justifying connections.
This means that this form of graphic can play a vital role in data reduction and coding, i.e. in making sense of the data, as well as in portraying a final interpretation of the data. Most proprietary qualitative analysis software packages allow data structures to be displayed as in Figure 9.2, but with far more sophisticated features to display structure, differences and supporting evidence. A simple illustration of this in Figure 9.2 is the ‘M/F’ label attached to categories, used to display behavioural tendencies of male or female participants. With a proprietary qualitative analysis package, quite distinctive structures for participant types may be mapped, with the ability to tap into supporting evidence in actual categories or in the links between categories. Once researchers have displayed what they see as the meaning in the data, they need to demonstrate the credibility of their vision. This involves data verification.

Data verification

Data verification involves seeking alternative explanations through other data sources and theories. From the start of data collection, qualitative researchers are beginning to decide the meaning of their observations, and noticing regularities, patterns, explanations, possible configurations, causal flows and propositions. The researcher should form these meanings ‘lightly’, maintaining openness and scepticism, developing conclusions that are embryonic and vague at first, then increasingly explicit and grounded. Final conclusions may not appear until data collection is over, depending upon the volume of data collected in all their forms, the coding, storage and retrieval methods used and the resource constraints placed upon researchers. When final conclusions have been drawn, researchers need to demonstrate that they have presented a valid meaning of the data that they have collected. They need to show that the structure or meaning they see is not just a reflection of their own views. This is where the concept of theoretical understanding, as discussed at the start of this chapter, can help. It is also where the use of the researchers’ field notes proves to be invaluable. The use of theory from secondary data, intelligence and the literature can help to guide what may be reasonably expected as a meaning. Other means to verify the data can be through seeking ‘similar’ research findings and explanations taken from different contexts, different time frames and different researchers. Though the findings from these different scenarios will not be the same, there can be categories that give qualitative researchers the confidence that they are representing a valid view of their participants. This process is illustrated in the following example.

Real research

Ethnographic interpretations

Ethnography generally emphasises deep understanding through a focus on small numbers of participants and getting to know their lifestyles intimately. Interpretations become more robust when researchers openly draw upon information from other sources. As well as using more traditional marketing research sources, such as focus groups or surveys, other methods can be integrated. To understand what kind of products and services might resonate effectively with Generation Y consumers, researchers from IDEO (www.ideo.com) went as deep as they could with individuals, interviewing and observing them in different contexts. They talked to experts: parents, teachers, youth programme leaders and therapists. They held classes at universities made up of students from this generation and collaborated with them to study their own cohort. They engaged individuals who were willing to make mini-documentary videos of their own lives. Combining insight from these various sources and experiences, they were able to reach a deeper understanding around complex areas such as identity. They could see how identity played out through their behaviours in co-opting brands, sampling from pop culture and borrowing from other continents, cultures and time periods. By triangulating methods, their understanding became more nuanced and ultimately more useful as a foundation for relevant innovation.
Two forms of validation have been suggested as particularly appropriate to the logic of qualitative research. The first is termed ‘triangulation’, a term derived from navigation, where different bearings give the correct position of an object. Triangulation is a process that facilitates the validation of data through cross-verification from more than two sources. In research terms, comparing different kinds of data (e.g. dialogue and photographs, quantitative and qualitative) and different methods (e.g. observations and interviews) allows reflection upon the extent of corroboration, and what may be the causes of any differences. The second is termed ‘participant validation’. This involves taking one’s findings back to the participants under study. Where the feedback from participants on emergent conclusions is verified by them, there can be more confidence in the validity of the findings.

(The concept of validity will be examined in more detail in Chapter 12.) It is worth noting that the qualitative researchers should not just present an interpretation and then seek validation or verification of that perspective. The search for verification is a quest that permeates the whole research process. At face value, data assembly, reduction, display and verification appear to be quite distinct and consecutive stages of data analysis. The reality is that they are iterative and totally interdependent upon each other. As researchers assemble new data, they should be thinking of means to validate their views, asking questions of different individuals in different ways and recording these thoughts in their field notes. As data are being reduced and coded, the researchers seek different possible explanations and evidence to support categorising, naming and connecting views in a particular manner. Researchers should question their interpretations of words and gestures and their own ways of seeing. This questioning process adds to the verification. The use of data display is a means to communicate to others the meaning and structure that researchers ‘see’ in qualitative data. The display allows others to understand that vision, to question and evaluate it. The exposure and critique of the vision by other researchers and decision makers further verify the data. Ultimately, such critique can direct the researchers to further data assembly, reduction and display; the stages may unfold in ‘waves’ to produce an ultimate interpretation of great value to decision makers.

**Triangulation**

A process that facilitates the validation of data through cross-verification from more than two sources.

---

In 1967 Glaser and Strauss published the seminal work *The Discovery of Grounded Theory*. It was their formal description of the approach to handling and interpreting qualitative data that they had developed in the 1960s in a participant observation study of hospital staff’s care and management of dying patients. The method they developed was labelled *grounded theory* to reflect the source of the developed theory, which is ultimately grounded in the behaviour, words and action of those under study. The essence of their beliefs was:

- The need to conduct field research if one wants to understand what is going on.
- The importance of theory grounded in ‘reality’.
- The nature of field experiences for participants and researcher as something that continually evolves.
- The active role of persons in shaping the worlds they live in through the process of symbolic interaction.
- An emphasis on change and process and the variability and complexity of life.
- The interrelationship between meaning in the perception of participants and their action.

The application of grounded theory means that the researcher develops conclusions that are grounded in the ‘data’. Grounded theory is meant to be transparent; in other words, for any given conclusion or theory that comes out of the analysis, anyone should be able to reference the theory back to the text, see the steps the researchers have taken to arrive at their conclusions, and follow the development of the theory in a step-by-step way, leaving little or
Grounded theory researchers collect data and analyse them simultaneously, right from the initial phases of research. They would argue that in the initial stages of research it is not possible to know exactly what the most significant social and psychological processes are in particular settings. Research could be guided by existing theories, which may help to predict processes, but they would argue that such guidance may constrain their observations, forcing them to observe a particular setting from a narrow perspective. So they start with broad areas of interest and form preliminary interviewing questions to open up many areas that could hold relevance. They explore and examine participants’ views and then further develop questions around those views, seeking out participants whose experiences address the emerging issues. This sequence is repeated several times during a research project, which means that researchers are kept ‘close’ to their data. Grounded theory gives researchers tools to analyse data that are concurrent with obtaining additional focused data that inform, extend and refine emerging analytical themes. This means that interviews become more focused, with a tight fit between the collected data and the data analysis. With grounded theory, the researcher works in the actual environments in which the actions take place, in order to relate participants’ perspectives to the environments through which they emerge (such as ethnographers sharing the homes of families to observe how they use and listen to the radio). The style of grounded theory adapts well to capturing the contextual complexities in which action unfolds, enabling researchers to understand better the interrelationships of context and action. It is especially useful where existing theories fail to explain observed phenomena, enabling researchers to challenge existing accepted views and think beyond conventional paradigms.

Essentially, the approach is most commonly used to:

1. Generate new theory where little is already known.
2. Provide a fresh perspective on existing knowledge, i.e. to supplement existing theories.
3. Challenge existing theories. Researchers may challenge or disagree with existing theories for two reasons. The first is based upon the substantive representation of what the theory explains, e.g. of how children respond to certain forms of advertising. The second may be based upon how the theory was created, i.e. the research approach, techniques or forms of analysis.

**The grounded theory approach to analysing data**

Grounded theory provides researchers with guidelines for analysing data at several points in the research process, not simply at an end point or ‘analysis stage’. It involves the following four stages:

1. **Coding data.** *Grounded theory data coding* is at least a two-step process. It starts with an initial or open coding process, which forces the researchers to begin making broad analytical decisions about the data they are collecting. It moves on to more selective or focused coding, in which the researchers use the most frequently appearing initial codes to synthesise and conceptualise large amounts of data. In essence, coding is a form of shorthand that distils events and meanings without losing their essential properties. During the coding process, researchers work through their collected data on a line-by-line basis, use ‘active’ terms or descriptors to define what is happening in the data, and ultimately follow leads in the initial coding through further data gathering. Throughout the process of coding in grounded theory, the researchers should regularly address the data, as they are built up and in their entirety, with the following list of questions. Attempting to answer these facilitates the questioning of how codes are defined, connected and subsumed into broader categories.

   a. **What?** What is it about here? Which phenomenon is mentioned?
   b. **Who?** Which persons are involved? What roles do they play? How do they interact?
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How? Which aspects of the phenomenon are mentioned (or not mentioned)?

When? How long? Where? Time, course, location?


Why? Which reasons are given or can be reconstructed?

What for? With what intention, to what purpose?

By which? Means, tactics and strategies for reaching that goal.

2. **Memo writing.**  **Memo writing** links coding to the writing of a first draft of the analysis. This stage helps researchers to: define the properties of the categories that they have created; specify conditions under which each category has developed; and note the impact of each category and the interrelationships with other categories. Memos can be anything from loosely written notes to fully formed analytical arguments, which are added to the original data and interpretations. The process of memo writing helps the researcher to achieve the following: 35

- **a** Stop and think about what is emerging from the data.
- **b** Generate ideas to explore through other means of collecting data.
- **c** Reflect upon gaps and missed opportunities in earlier interviews and observations.
- **d** Reflect upon the meanings and impact of personal field notes.
- **e** Treat coded data as distinct categories to analyse.
- **f** Clarify categories, through their definitions, properties, distinctive elements, consequences and interconnectivity with other categories.
- **g** Make explicit and constant comparisons of data with data, category with category, concept with concept.

3. **Theoretical sampling.** This concept was introduced in Chapter 6 in our discussion of the differences between a positivist and interpretivist approach to research. This type of sampling is not designed to represent a chosen population, but to develop theory by seeking out new data. The process of gathering more data is driven by the challenges in building categories and concepts that are derived from evolving theory. It is based on the notion of seeking out different situations and learning from the comparisons that can be made. **Theoretical sampling** helps researchers to construct and discard hypotheses and theoretical explanations of the data they are immersed in. Its purpose is to encourage researchers to go to places, people or events that will maximise their opportunities to discover variations among concepts. By generating more focused data to fill in any gaps in emerging categories and concepts, the whole process of theory building becomes more precise, explanatory and predictive. The process of theoretical sampling helps the researcher to achieve the following: 36

- **a** Define gaps within and between emerging categories that their coding suggests.
- **b** Discover variation within these categories.
- **c** Develop the validity of categories and their interconnections.
- **d** Seek out and gather more focused and rich data.
- **e** Seek out and gather other theoretical frameworks that may help to explain what is emerging in the data.

4. **Integrating analysis.** Producing more focused and well-developed memos as the analysis proceeds should enable researchers to produce theory that is clear and well validated.
Researchers should aim to integrate the memos they have crafted in order to reflect the theoretical direction of their analysis or stages of a process. They have to create the order (how do the ideas fit together?) and the connectivity (what order makes the most sense?) that they see emerging from their memos. The process of integrating analysis helps the researchers to achieve the following:

- **a** Sort the memos, usually done by the titles of categories.
- **b** Map out a number of ways to order the memos.
- **c** Choose an order that works for the analysis and whoever is going to use and benefit from the emergent theory.
- **d** Create clear links between categories.

When ordering memos, researchers should consider whether a particular order reflects or challenges the logic of the experiences of participants and their target audiences of decision makers. A balance needs to be made between both parties, which may mean collapsing categories for clarity and ease of reading.

### Limitations of grounded theory

Grounded theory has been criticised for its failure to acknowledge implicit theories that guide researchers in the early stages of their work. Grounded theory researchers argue that such guidance may constrain their observations, forcing them to question and observe a particular setting from a narrow perspective. The downside of claiming to have such an approach is that it may be extremely difficult to ignore theories that may be embedded into researchers’ ways of thinking. It may also be counterproductive to ignore relevant theories (used with a healthy dose of scepticism) that could be useful in creating focus in gathering and interpreting data. Another major criticism of grounded theory is that the process can degenerate into a fairly empty building of categories, with a great abundance of description, especially when aided by data analysis software.  

### Content analysis

In qualitative research, **content analysis** is one of the classical procedures for analysing textual material, forms of communication and images rather than behaviour or physical objects. The focus of the analysis may range from the narrative or images held in brochures or advertising copy, to dialogues held in interview data. Primarily, the objective of content analysis is to ‘reduce’ the data, to simplify by summarising and structuring the data according to rules derived from existing theory. In effect, even though a researcher may be working with qualitative data, content analysis should be classified as a quantitative technique based upon classifying and ‘counting’. Content analysis is seen by many as an ‘objective’, systematic and quantitative description of the manifest content of a communication. The term ‘content analysis’ is set to include observation as well as analytic activity. The unit of analysis may be words (different words or types of words in the message), characters (individuals or objects), themes (propositions), space and time measures (length or duration of the message) or topics (subject of the message). Analytical categories for classifying the units are developed, and the communication is broken down according to prescribed rules. Marketing research applications involve observing and analysing the content or message of advertisements, newspaper articles, TV and radio programmes and the like. The following example illustrates an application and process of content analysis that was visually based.
Content analysis has several virtues. First of all, it is a standardised technique that permits the processing of large amounts of data covering long time spans. It is an unobtrusive research method, avoiding the problems of researcher effects on the data that are inherent in interpretative research methods such as in-depth interviewing.

**Limitations of content analysis**

Content analysis has its shortcomings; the most serious involve the issues of manifest content, data fragmentation and quantification. For qualitative researchers, these set limits on the usefulness of the method for the analysis of visual representations:

1. **Manifest content.** A crucial requirement to the success of content analysis is that the established categories of analysis are sufficiently precise to enable different coders to arrive at the same results when the same body of material (e.g. advertising copy) is
examined. Thus, manifest content refers to what may be seen to be manifestly apparent in the established categories of any communication. This means that, in coding the meanings in any communication, a clearly defined category system must plainly state the characteristics of content – there can be no implicit or hidden meanings from the coding operation. For some analysts, the insistence upon coding only manifest content is too restrictive. The essence of their argument is that excessive emphasis on a standardised approach can result in reliability being attained at the expense of validity. The significance of the message may lie more in its context than in its manifest content.

2 Data fragmentation. By virtue of the constraint of focusing upon manifest content, the tendency is to break up communications into their elements, and it is solely the presence, absence or frequency of these elements that is deemed relevant to the investigation. This categorisation isolates those elements of the communication determined by the researcher’s analytical framework or theory. This process de-contextualises the message in a communication – a process described as ‘losing the phenomenon’, or failing to respect the original right of the data.

3 Quantification. It has been argued that content analysis is essentially a quantitative research technique and that applying qualitative considerations in the technique risks its objectivity and its systematic nature. The strength of the technique lies in allowing the selection and rational organisation of categories to condense the substantive meanings of a communication, with an aim to testing assumptions or hypotheses. If the aim of a study were to count frequencies in order to test hypotheses about communications, then the technique has much to offer. In this case it could be argued that the requirements of objectivity and a systematic approach should be the prime aim of the content analyst, and that the issue of manifest content be treated on a case-by-case basis. When examining individual cases and contexts, the presence or absence of a ‘theme’ may be measured, but not the frequency with which it occurs in the communication. What the essence is of that ‘theme’ takes the method into the realms of qualitative research.

Semiotics

We have described a range of different qualitative techniques and approaches that primarily focus on the participants or the consumers, questioning and observing them in a direct or indirect manner. Semiotics takes a different approach, in that consumers are not viewed as independent, self-determining agents, making their own choices. Rather, consumers are viewed as products of culture – constructed and largely determined by the popular culture within which they live. Consumer needs and aspirations are seen as not being the result of freely made choices of the individual, but a reflection of the surrounding cultural discourses. Semiotics therefore moves the researcher’s focus towards the cultural context of the consumer, including both popular culture and the marketing context. Semiotics combines knowledge and research techniques from across a spectrum of disciplines, including linguistics, psychology, anthropology, cultural studies and the visual arts. It analyses data such as paintings and photography that some other qualitative research methods do not tackle so well. It is based on a detailed analysis of language and images, which untangle how meaning is conveyed as well as what that meaning is. A semiotic approach can be integrated with qualitative techniques that may generate much visual data, such as ethnography. This link is illustrated in the following example.
Semiotic researchers aim to develop a richer and more holistic understanding of consumers by unearthing the cultural frameworks that underpin their behaviour. This can work across diverse global markets, supporting the design of brands and all the creative output that shapes brands in different cultures. In approaching a research problem, a conventional qualitative researcher might ask, ‘Why does Frank buy Pot Noodle?’. The semiotic researcher would be more likely to ask, ‘How does consumer culture give meaning to Pot Noodle, and what are these meanings?’. The semiotic researcher might argue that if we can answer these questions, we will be able to make a good guess not just at why Frank buys it, but also why anyone buys it. This is because behavioural meanings are constructed within popular culture, and consumers are influenced and constrained by this cultural context. An understanding of the broader cultural context is something that semiotic analysis is uniquely well placed to provide, because it focuses on the culture and not just on the consumer.

Examples of how semiotics can help marketing decision makers are:

- Mapping out a new market or a whole field of cultural activity.
- Seeing opportunities to position new brands.
- Analysing how different aspects of marketing communications work together, and the means to create synergies across different media.
- Evaluating in-store developments and harmonising the different aspects of marketing communications.
• Diagnosing problems with brand or marketing communications.
• Providing models and guidelines for successful brand communications, indicating the key signifiers within the relevant context.
• Understanding the process of encoding and decoding more precisely, to minimise the potential for misunderstanding between the marketer and the consumer.

As can be seen from the above list, semiotics can play a major role in the development of a wide array of marketing communications. In terms of conducting a qualitative analysis of marketing communications, the approach goes into far more depth in comparison with content analysis. Semioticians investigate the subtext of communication. They begin with the brand, combing through the cultural connotations of advertising imagery and language, the colour, shape and forms of corporate identity, where the brand is distributed and how it is displayed. Then they look outwards to the consumer’s world, hunting for shifts in cultural meaning – how concepts such as masculinity, heroism or indulgence have changed over time and how they might be reinterpreted. To illustrate this point, the following questions may be set by a researcher examining the advertising of a particular brand, looking at the past, the potential and the competition. The questions would be directed at the text, sounds and images of the advertisements, the wide breadth of qualitative data:

• What are the major signifiers (i.e. the material signs – what it is)?
• What signifieds (i.e. the conceptual sign – what it means) might they be creating and to whom?
• How do the advertisements work on a symbolic/metaphorical and on a product/metonymical (literal) level?
• How do the form and content of the advertisements work together?
• What codes (i.e. bundles of signs) do the advertisements use?
• How do the advertisements measure up to the brand’s historical codes and those of its competitors?
• How do the advertisements work in relation to the brand’s history and its futures?
• Are the advertisements using a dominant (everyday, mainstream), emergent (leading-edge, culturally dynamic) or residual (old-fashioned, lacking in energy) set of codes, or are residual codes being applied in an emergent way?
• What kinds of discourse or discourses are apparent, e.g. postmodernism, feminism, spirituality?

This set of questions and processes will illuminate the advertising material under development. They will help the researcher to understand more completely the material that viewers will be evaluating. However, this may not be readily achievable using a single researcher. To maximise the potential of semiotics, an action research approach (described in Chapter 6) may offer the best results. This would involve taking a more facilitative and involving approach – sharing the actual techniques and questions of semiotic analysis with researchers and decision makers working together towards the co-creation of knowledge. This would be more open and interactive. Semiotics specialists would be vital to the process, but as facilitators and mentors in a workshop-style of joint working, helping clients identify and understand the way forward themselves. A more involving approach also provides the tools to recode, enabling the client to move from insight to the successful implementation of new strategy in any of the applications above.

**Limitations of semiotics**

Although semiotics is able to analyse a great breadth of interrelated qualitative data, there are four core criticisms:

1. **Reliability.** The main criticism of semiotics lies in how reliable or replicable it is. Although an individual analyst’s interpretation may be very insightful and could be a valid
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representation of cultural influences upon the consumer, there is little guarantee that another analyst would come to the same conclusion about the relevant codes or structures.

2 Qualitative data set. In practice it can be hard to assemble the relevant data to analyse, given that there is usually no discourse or discussion as might be assembled with a series of focus groups or in-depth interviews.

3 Logic of interpretation. It is not usually clear how the analyst has arrived at an interpretation. It must be accepted that there is no unique way to interpret text or other types of qualitative data. On this score, Derrida makes the point that no single interpretation can ever claim to be the final one. In the case of semiotics, in many instances an interpretation seems to rely upon a shared knowledge of a cultural background and intuition, which may be valid but extremely difficult to validate. This is where an action research approach can help, where the team of researchers and marketing decision makers share and ‘own’ the interpretation.

4 Consumer theory. The position of the consumer can be unclear in semiotic analysis. In principle, the consumer is seen as passive, determined by culture and unable to break out of their contextual frame. Many consumer theorists would disagree with this view, giving the consumer a more active role in interpreting, accepting or resisting the brand’s semiotically encoded meanings.

Qualitative data analysis software

As with quantitative data analyses, it is possible to complete qualitative analyses without the aid of a computer. With quantitative analysis, it would be a rare occurrence to analyse data without a computer. With qualitative analysis it is not so rare; many researchers still believe in a ‘hands-on’ immersion in the rich data they have collected. Using the computer should provide speed, memory, ease of data access and the ability to transform and manipulate data in many ways. Overall, it should allow a far more efficient and ultimately effective process, as the researcher’s effort can then be focused upon generating the most effective support for decision makers as quickly as possible, rather than upon laborious administrative tasks. The following list summarises qualitative research activities that may be supported by the use of computers:

1 Field notes. Making notes before, during and after interviews and observations. Writing and editing these notes if needed as part of a data display to justify a particular interpretation.

2 Transcripts. Building up transcripts to represent the discourse in interviews.

3 Coding. Attaching keywords to chunks of data or text.

4 Storage, search and retrieval. Keeping data in an organised manner, so that relevant segments of data or text can be located, pulled out and evaluated.

5 Connection. Linking relevant data segments with each other.

6 Memos. Writing up reflective comments that can be ‘pasted’ onto relevant codes and connections.

7 Data display. Placing selected or reduced data in a condensed and organised format using a spreadsheet matrix or network. The display can be part of the development of the analysis or in the final vision produced by the researcher.

8 Drawing conclusions and verification. Aiding the researcher to interpret the data display and to test or confirm findings.
9 **Theory building.** Developing systematic and conceptually coherent explanations of findings that are meaningful to marketing decision makers.

10 **Reporting.** Presenting interim and final reports of the findings in a written and oral manner.

Many of these tasks can be performed with readily available word-processing, spreadsheet and presentation packages. Many researchers may be very comfortable using such packages to gather and record data and to present findings. What may be new to many researchers is the use of proprietary software to help with the technical integration of data assembly, reduction, display and verification. Improvements in the functions and power of software that copes with this technical integration occur at a rapid pace. To see examples of different qualitative data analysis packages, download demos and cases and evaluate how applicable they may be to a particular qualitative technique, visit the following websites:

<table>
<thead>
<tr>
<th>Qualitative data analysis software</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVivo</td>
<td><a href="http://www.qsrinternational.com">www.qsrinternational.com</a></td>
</tr>
<tr>
<td>Atlas.ti</td>
<td><a href="http://www.atlasti.com">www.atlasti.com</a></td>
</tr>
<tr>
<td>MAXQDA</td>
<td><a href="http://www.maxqda.com">www.maxqda.com</a></td>
</tr>
</tbody>
</table>

The following example illustrates why Progressive Sports Technologies (www.progressivesports.co.uk) use NVivo and the qualitative techniques that are supported by this software. We recommend that you visit the QSR website to evaluate descriptions of applications and cases of NVivo applications. If you do not already have access to NVivo through your university or employer, you can access a demo from the NVivo website at the above address.

Qualitative data analysis packages do not automate the analysis process, nor is that their purpose. The process of coding, as described in the data verification section, depends upon the interpretations made by the researcher. The overall description, model or theory that emerges from the analysis also depends upon interpretations made by the researcher. No analysis package can perform such interpretations. Qualitative data analysis is not formulaic; it requires an approach that gives quick feedback to the researcher on the results of emergent questions. This involves an iterative cycle of reflection and innovation, which means total interaction between the researcher and the computer. So, rather than seeing analysis as an automated process, the purpose of software is to aid the researcher to analyse data in a systematic and thorough manner. The researcher seeks patterns, meanings and interconnections in the qualitative data. This can be conducted manually, but by using software the researcher can manipulate the data far more efficiently to help see patterns, meanings and interconnections and, ultimately, to develop theory.

**Advantages of computer-assisted qualitative data analysis**

1 **Speed.** The speed at which programs can carry out sorting procedures on large volumes of data is fast. This gives the researcher more time to think about the meaning of data, enabling rapid feedback of the results of particular analytic ideas so that new ones can be formulated. Analysis becomes more devoted to creative and intellectual tasks, less immersed in routine.

2 **Rigour.** Rigour adds to the trust placed in research findings. In this context it means counting the number of times things occur, as well as demonstrating that negative incidences have been located rather than selecting anecdotes that support a particular interpretation.

3 **Team.** In collaborative research projects, where researchers need to agree on the meaning of codes, a check can easily be made of whether team members are interpreting segments in the same way. This is particularly useful as coding moves from the more descriptive
and mundane codes to ones that reflect broader theoretical concerns. Researchers can pass coded interviews between them, and compare the results.

4 **Sampling.** It is easy to keep track of who *has* been interviewed, compared with the intentions of who *should* be interviewed. Beyond the sampling of individuals is the concept of theoretical sampling, i.e. the inclusion of events that corroborate or contradict developing theory. As researchers have more time to spend on creative and intellectual tasks, they can develop stronger descriptions and theories and strengthen the validity of their views by ensuring they have sampled sufficient incidences. ⁵⁹

It must be reinforced that software packages cannot interpret and find meaning in qualitative data. The programs do facilitate, and in some cases automate, the identification and coding of text. But there is sometimes a false assumption that identification and coding are simple and unproblematic, and critical evaluation and scrutiny of coded segments and code counts are not needed. By facilitating quick analyses, which focus on quantitative category relationships, the software may discourage more time-consuming, in-depth interpretations. Thus, while the programs are intended as a means of allowing the researcher to stay close to the data, their misuse can have the unintended result of distancing the researcher from the data. As discussed earlier, many decision makers who use qualitative marketing research do not question how analysis is completed, or indeed why it should be completed. The following arguments illustrate the nature of their concerns. ⁶⁰

**Disadvantages of computer-assisted qualitative data analysis**

1 **Mechanistic data analysis.** The computer cannot replace the creative process expected of the qualitative researcher. The researcher can evaluate the interrelated play on particular words, the tone of voice or the gestures of a particular participant. The sensitivity towards these relationships and connections can be lost in a mechanistic search for statements.

2 **Loss of the overview.** The researcher may be seduced into concentrating on the detail of individual chunks of data and assigning codes to the data. This focus may detract from the overall context that is so vital to identify and name chunks of data. Making sense of codes can be greatly facilitated by an ability to visualise the data in their entirety.

3 **Obsession with volume.** Given the ability to manipulate large amounts of data, there may be a push to increase the number of interviews. This may be counterproductive in that the emphasis should be on the interrelated qualities of:
   a individual participants
   b the data-capture process.

4 **Exclusion of non-text data.** As noted earlier, qualitative ‘text’ can include notes, observations, pictures and music that make up the total ‘picture’ or holistic representation of individuals. Many programs can only cope with the narrative of questions and answers recorded in transcripts (though rapid developments have been made to overcome this shortcoming).

Qualitative analysis software developers have recognised the above limitations and have gone to great pains to overcome them. One of the trade-offs faced by software developers in overcoming these limitations is the user-friendliness of their programs compared with the sophistication of being able to manipulate and represent the structure that may lie in multifarious data. As qualitative researchers use and learn how to generate the most from the software, user-friendliness may take a lesser, though not ignored, role. Experienced qualitative researchers can demand more sophistication to match the realities of coping with qualitative data. For the novice qualitative researcher the packages may seem daunting, but this problem is analogous to an initial exposure to statistical packages such as SPSS. In all cases, researchers need to appreciate how the software may serve them and work through the examples and cases, to experiment and to build up their knowledge and confidence.
Progressive Sports Technologies Ltd is a UK-based sports innovation consultancy that specialises in the research and design of cutting-edge fitness equipment for major global sports brands such as Nike, Reebok and Speedo. In a research project on elite sporting products it used NVivo to conduct qualitative data analysis. The sport and fitness sector is a highly competitive industry where athletes and participants search for the latest training advancements in order to gain improved results. Whether training at an elite level or working out for general health and fitness, sporting participants demand goods and services that will better help them achieve their goals. The biggest challenge for sporting manufacturers is working out exactly what elite athletes want from their equipment. Understanding what this elite group wants is more difficult than it sounds. Athletes who are at the top of their game and striving for the smallest improvement in results may not necessarily be able to articulate where they want changes made. Traditionally, sporting-equipment designers have first created prototypes of new products and then asked athletes for their feedback, in order to fine tune the equipment. At Progressive, this process has been turned on its head by opening up direct communication channels between its designers and the elite athletes via a new perception study. In Progressive’s perception study, detailed interviews were conducted with 25 elite athletes across two countries. By providing the athletes with four distinct products within the same category, such as four very different pairs of running shoes, each participant was asked to describe their perceptions towards the different products in great detail. All interviews were recorded, transcribed and entered into NVivo. The software was used to group all keywords and themes that the athletes were describing. Numerous athletes were tested on multiple days, in different venues and countries. The software was used as an archive of all the testing carried out. The data files had in the order of 50,000 words relating to the athletes’ product perceptions. The software was seen as a huge time saver and allowed Progressive to organise the work in a clear and logical manner. The time saved was huge, the process definitely halved the sorting and evaluation time. In addition, the audiovisual capabilities available in NVivo allowed Progressive to import all files under one umbrella, including sound and movie files for future studies.

Summary
Qualitative researchers should reflect upon how their social and cultural values affect the way they perceive and observe target participants. These reflections should be built up as field notes as the whole process of data gathering develops and evolves. These notes form a key source of qualitative data to complement the broad array of qualitative data generated from interviews and observations. To successfully draw together a valid interpretation, qualitative data analysis must be set in the context of a theoretical understanding of the issue being researched and an understanding of the marketing decision makers’ use of the findings.

The first stage of the process of analysing qualitative data involves assembling data in their rich and varying formats. The second stage involves reducing the data, i.e. selecting, classifying and connecting data that are believed to be of the greatest significance. A key element of this stage is the concept of coding. The third stage involves displaying data, i.e. using graphical means to display the meaning and structure that a researcher sees in the data collected. The final stage involves verifying the data. The researcher aims to generate the most valid interpretation of these data, which may be
Three of the most commonly used approaches to analysing qualitative marketing research lie in grounded theory, content analysis and semiotics. Grounded theory is an approach that develops theory that is ultimately grounded in the behaviour, words and action of those under study. Content analysis is used to ‘reduce’ qualitative data, to simplify them by summarising and structuring the data according to rules derived from existing theory. Semiotics combines research techniques from across a spectrum of disciplines, including linguistics, psychology, anthropology, cultural studies and the visual arts. It helps to analyse visual data that some other qualitative research methods do not tackle so well.

The qualitative researcher needs to develop an understanding of the social and cultural frames of target participants in international markets. At the same time, qualitative researchers must have a strong awareness of their own social and cultural frames. Only when they have examined both perspectives can they effectively interpret consumer responses. To be able to cope with the large amount of data generated from qualitative techniques, a great variety of software packages are available. Used correctly, they can facilitate a speedy and rigorous exploration of qualitative data, allowing teams of researchers to perform creative and incisive analyses and interpretations. The main concern with the use of qualitative data analysis packages lies in the potential for them to be mechanistic and to encourage yet more interviews to be completed, sacrificing the quality of data capture.

Questions

1. How may the social and cultural background of researchers affect the way they:
   a. gather qualitative data?
   b. interpret the whole array of qualitative data they have gathered?

2. What is the significance of a qualitative researcher having a theoretical and marketing understanding of the subject they are researching?

3. Why should a qualitative researcher maintain a field notebook?

4. What should be recorded in a field notebook?

5. What may be classified as ‘data’ when assembling data as part of the data analysis process?

6. What does the word ‘coding’ mean in the context of qualitative data analysis? What problems do you see associated with the process of coding?

7. What are the advantages and disadvantages of handing over recordings of qualitative interviews to a typist who has taken no part in the interviews?

8. Evaluate the purpose of displaying qualitative data.

9. What advantages and disadvantages do you see in displaying qualitative data in a spreadsheet format?

10. Evaluate ‘when’ the stage of data verification should occur.

11. How may theoretical sampling aid the process of verification?
12 How may different types of software help in the whole process of qualitative data gathering and analysis?

13 Evaluate the main concerns that exist with the use of software in qualitative data analysis.

14 Why is the researcher’s understanding of their social and cultural values particularly important in international marketing research?

15 Why does the interpretation of qualitative findings have ethical implications?

Exercises

1 You have been given the task of conducting a series of in-depth interviews about luxury cruises targeted at women of 50 years of age and over. What preparatory work could you do to understand the characteristics of this subject, the target group and how the target group relates to the subject?

2 You have just started to work for a major qualitative marketing research agency. The CEO notes that her researchers use a great variety of methods to keep field notes, ranging from scrappy notes taken at interviews to detailed diaries. You have been given the task of designing a format of field notes that will incorporate ‘short notes made at the time of observation or interview’, ‘expanded notes made as soon as possible after each session of interviews or observations’, ‘a fieldwork journal to record problems and ideas that arise during each stage of fieldwork’ and ‘a provisional running record of analysis and interpretation’. Present the design and the case you would make to other researchers to use your format.

3 You have conducted a series of focus groups with 18 to 21 year olds about travelling home from evening events. As you complete each group, you ask participants to photograph significant events during their journeys home for the forthcoming weekend using their mobile phones. What would you do with the images that they send to you?

4 An ethnographic study is planned of young men using Lynx deodorant. Compare the relative merits of the qualitative data analysis packages ATLAS.ti (www.atlasti.com) and NVivo (www.qsrinternational.com) in terms of coping with the types of data that will be generated and the interpretations that will be performed.

5 In a small group, discuss the following issues: ‘Quantitative techniques of analysis and data display have no role to play in qualitative data analysis’ and ‘Theoretical sampling could never work in commercial marketing research given that it creates an open-ended agenda of issues to explore and participants to pursue.’

Notes


2. Interpreting narrative, i.e. the nature and scope of analysing literature, is a major subject area in its own right. For a simple introduction to the field, see Barry, P., *An Introduction to Literary and Cultural Theory* 3rd edn (Manchester: Manchester University Press, 2009).


20. This is a very basic overview of the different means to display qualitative data. For a fuller discussion, the following is recommended: Huberman, M. and Miles, M.B., The Qualitative Researcher’s Companion: Classic and Contemporary Readings (Thousand Oaks, CA: Sage, 2002); and especially the five chapters devoted to data display in Miles, M.B. and Huberman, A.M., Qualitative Data Analysis: An Expanded Sourcebook, 2nd edn (Thousand Oaks, CA: Sage, 1994), 90–244.


36. Ibid., p. 689.
Survey and quantitative observation techniques

Know exactly what you want to measure – and then select a survey or observation technique that creates cooperative participants, willing to think and be honest.
Objectives

After reading this chapter, you should be able to:

1. discuss and classify survey techniques available to researchers, and describe various survey techniques;
2. identify the criteria for evaluating survey techniques, compare the different techniques and evaluate which is the best for a particular research project;
3. explain and classify the different quantitative observation techniques;
4. identify the criteria for evaluating observation techniques, compare the different techniques and evaluate which are suited for a particular research project;
5. describe the relative advantages and disadvantages of observation techniques and compare them with survey techniques;
6. discuss the considerations involved in implementing surveys and observation techniques in an international setting;
7. appreciate how digital developments are shaping the manner in which surveys and quantitative observation techniques are managed and applied.

Overview

In this chapter, we focus on the major techniques employed in descriptive research designs: surveys and quantitative observation. Descriptive research (as explained in Chapter 3) has as its prime objective the description of something, usually consumer or market characteristics. Survey and quantitative observation techniques are vital techniques in descriptive research designs. Survey techniques may be classified by mode of administration as online, telephone surveys, face-to-face and postal surveys. We describe each of these techniques and present a comparative evaluation of all survey techniques. Then we consider the major observational techniques: personal observation including mystery shopping research, electronic observation and trace analysis. The use of the internet has reshaped how surveys are designed and delivered in manners that are more engaging for participants.

To begin our discussion, we present two examples of how these digital developments are shaping the practice of survey and observation design. The first example illustrates how researchers designed and implemented an internet survey via mobile phone. The second example illustrates advances in outdoor communications and a means to measure the impact of individuals observing billboards and posters.

Real research

Location-specific mobile research

Adidas Japan wanted to gauge the performance of an advertising campaign targeted at football fans. The company’s particular need was to assess whether the Tokyo-based campaign had succeeded in generating awareness outside the capital, via television coverage. In order to do this, the company decided to conduct a mobile survey at an international football match played in the city of Sendai. Fans were invited to participate via flyers handed to them as they entered the stadium. The flyers explained how to enter the survey with details of a prize draw and the chance of winning shirts signed by star players. The flyers generated a 29% hit rate on the survey home page and a 33%
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The great outdoors goes digital

Many outdoor poster and billboard locations have been converted to digital screens by JCDecaux (www.jcdecaux.co.uk) and Clear Channel (www.clearchannel.com). Advertisers are able to utilise the flexibility of the screens to show different copy at different times of the day and make live changes throughout a campaign. This flexibility allows smaller advertisers to rent space for a limited time, in effect hiring screen time. This also means that the medium competes with TV advertisements. Added to this ability to digitise outdoor advertisements is the increased ability to measure their impact. In Canada, scientists have developed Eyebox2 (www.xuuk.com/eyebox2), whereby infrared technology assesses how many passers-by turn to look at a display (and for how long). The data from these observations can be linked to point-of-sale data in stores to give even more powerful insights into the impact of a billboard.

Survey methods

The survey method of obtaining information is based upon the use of structured questionnaires administered to a sample of a target population. Participants may be asked a variety of questions regarding their behaviour, intentions, attitudes, awareness, motivations and demographic and lifestyle characteristics. These questions may be asked verbally, in writing or via a computer (including mobile devices), and the responses may be obtained in any of these forms. ‘Structured’ here refers to the degree of standardisation imposed on the data-collection process. In structured data collection, a formal questionnaire is prepared and the questions are asked in a prearranged order; thus, the process is also direct. Whether research is classified as direct or indirect is based on whether the true purpose is known to the participants. A direct approach is undisguised in that the purpose of the project is disclosed to the participants or is otherwise obvious to them from the questions asked (as explained in Chapter 7).

The structured direct survey, the most popular data-collection method, involves administering a questionnaire. In a typical questionnaire, most questions are fixed-response alternative questions that require the participant to select from a predetermined set of responses. Consider, for example, the following question, designed to measure a dimension of students’ attitudes towards the way they are assessed in marketing research classes:

| I prefer written examinations compared with continual assessment |
|------------------|---|---|---|---|---|
| Strongly agree   |   |   |   |   |   |
| Agree            |   |   |   |   |   |
| Neutral          |   |   |   |   |   |
| Disagree         |   |   |   |   |   |
| Strongly disagree|   |   |   |   |   |

The survey method has several advantages. First, the questionnaire is simple to administer. Second, the data obtained are consistent because the responses are limited to the alternatives...
The disadvantages are that participants may be unable or unwilling to provide the desired information. For example, consider questions about motivational factors. Participants may not be consciously aware of their motives for choosing specific brands or shopping at particular stores. Therefore, they may be unable to provide accurate answers to questions about their motives. Participants may be unwilling to respond if the information requested is sensitive or personal. In addition, structured questions and fixed-response alternative questions may result in loss of validity for certain types of data, such as beliefs and feelings. Finally, wording questions in a consistent manner to all potential survey participants is not easy (see Chapter 13 on questionnaire design). In other words, the survey imposes the language and logic of the researcher on the questionnaire participants. Given this core characteristic of survey techniques, great care must be taken to ensure that the language and logic used in questionnaires are meaningful and valid to potential participants. Despite the above disadvantages, the survey approach is by far the most common method of primary data collection in marketing research, representing around 72% of all marketing research spending.

Access to survey participants may be conducted through two routes (see Figure 10.1). The first is via traditional approaches to building sampling frames, i.e. through personal contact, directories and databases. (These will be discussed in more detail in Chapters 14 and 15.) The second is via the access panel (described in Chapter 3). In short, specialist companies (such as ResearchNow, www.researchnow.com) manage large panels of individuals who have agreed to take part in surveys that are relevant to their backgrounds, location and/or interests. Access panels primarily work for online surveys and have been instrumental in the
rapid growth of online surveys. However, it is possible to use the details of panel members to allow other methods of survey to be conducted.

Survey questionnaires may be administered in four major modes: (1) online surveys; (2) telephone surveys; (3) face-to-face surveys; and (4) postal surveys. Online surveys can be conducted via the internet on devices in home and offices. The use of mobile devices in administering surveys could be classified as a telephone survey. While many mobile devices are indeed telephones, the majority of mobile device use is now for accessing services through the internet. Mobile devices enable consumers to access audio and video, while communicating via text, email, social media and web browsing. Globally there are more smartphones in circulation that have great power and functionality and are able to cope with an array of research engagements. We thus classify mobile devices as a form of online survey. Telephone surveys may be further classified as traditional telephone survey and computer-assisted telephone interviews (CATIs). Face-to-face surveys may be conducted in the home or workplace, as street surveys, or as computer-assisted personal interviews (CAPIs). The final major method, postal surveys, takes the form of the traditional hard-copy, self-completion survey administered through the post. We now describe each method.

**Online surveys**

Online surveys can be conducted on devices in homes or the workplace, or administered on mobile devices. Unsurprisingly, given the broader trends in technology adoption, online surveys have now become the dominant means of delivering surveys. Some of the issues in terms of declining response rates are covered later in this book, but the following example illustrates why the online survey is so popular. The survey experience can be designed in a personalised manner, and it can be much cheaper and faster to administer compared with traditional phone or face-to-face survey methods.

**Real research**

**Happy campers**

Hugh Inwood, Director at The Research Box (www.researchbox.co.uk), was approached by the British Holiday & Home Parks Association (BH&HPA) to develop an automated means of collecting customer satisfaction data. BH&HPA is an organisation representing the interests of the British holiday parks industry. Membership is made up of the owners and managers of park home estates, touring and tenting parks, caravan holiday home parks, chalet parks and self-catering accommodation. BH&HPA wanted to develop a single-visitor satisfaction survey that could be used by all its holiday park members. The aim of the survey was to provide all the parks with customer feedback, enabling them to benchmark their performance against other parks and to improve their own levels of customer service. The Research Box used Snap survey software (www.snapsurveys.com) to set up a system to host and collect responses from a single survey, but one that was personalised to the individual circumstances at over 2,000 parks. Questions asked were dependent on the accommodation type and facilities available. Each park had its own unique web link to its version of the survey questionnaire. Customers were invited to fill out the survey online, or to complete a paper version that the park then manually entered onto the system. The system was capable of collecting more than 100,000 survey responses a year. If any unfavourable comments were received, they were emailed directly to the
Email surveys

Email surveys can be seen as the forerunner to the development of online surveys. Although the main use of email in surveys is to send invitations to complete online surveys, text-based email surveys can be also convenient for participants because they require no facilities or expertise beyond those that they use in their day-to-day email communications. They can be particularly effective on mobile devices. To conduct an email survey, a list of email addresses is first obtained. The survey is written within the body of the email message, which is then sent out over the internet. Participants type the answers to either closed-ended or open-ended questions at designated places, and click 'reply'. Responses are then data entered and tabulated in the manner of a postal survey, or imported with software that interprets the emailed responses and reads the answers directly into a format compatible with the requirements of an analysis package. Email surveys have several limitations, primarily being that they can appear dry and uninteresting.6 Given the advantages of other online survey methods, the popularity of the email survey is waning. The problems of the email survey for certain types of participant are illustrated in the following example.

Real research

Send an email? Err . . . sorry, you seem to have mistaken me for a sad old geezer

Email is in steady decline as younger people switch to social networking, texting and instant messaging. According to the marketing research company comScore (www.comscore.com), the under 25s are abandoning email. Younger users say that email still has its uses, for receiving their favourite newsletters or when writing formal messages to strangers. As a result, many have taken to more personal forms of communication. The likes of Facebook, Instagram and messaging platforms ensure that people only ever get contacted by people whom they have already accepted as friends. A similar trend is developing worldwide and is likely to continue. ‘It’s an evolution’, said Ian Angell, a Professor of Information Systems at the London School of Economics. ‘This is how faxes have more or less disappeared.’

Given the technical limitations of most email systems, questionnaires cannot utilise programmed skip patterns, logic checks or randomisation. The limited intelligence of ASCII text cannot keep a participant from, say, choosing both ‘yes’ and ‘no’ to a question where only one response is meaningful. Skipping instructions (e.g. ‘If the answer to Question 5 is yes, go to Question 9’) must appear explicitly, just as on paper, as there is no automated routing. These factors can reduce the quality of data from an email survey and can require much post-survey data cleaning.8 There are also problems in locating accurate and current email address lists and, even if these can be located, given spam protection software, there is no guarantee that an email will reach intended participants.
Online surveys using fixed and mobile devices

Early versions of internet surveys were labelled as CAWI (computer-assisted web interviews) to follow previous acronyms within the research industry of CATIs (computer-assisted telephone interviews) and CAPIs (computer-assisted personal interviews). The far simpler term ‘online’ is used for all internet surveys hosted on a website. Participants may be recruited online from potential participant databases maintained by either a research agency or a panel management company, or they can be recruited by conventional techniques (telephone, face to face or postal). Frequently, participants are not recruited, but those who happen to be visiting a website on which the survey is posted (or other popular websites) are invited to participate in the survey. Either all or every nth web visitor is allowed to participate. Web surveys offer several advantages over email surveys. It is usual to construct buttons, checkboxes and data entry fields that prevent participants from selecting more than one response where only one is intended, or from otherwise typing where no response is required. Skip patterns can be programmed and performed automatically, as in CATI or CAPI. It is possible to validate responses as they are entered. Additional survey stimuli, such as graphical images and links to other web pages, may be integrated into or around the survey. The visual layout and care taken in designing additional stimuli can do much for participant engagement. This can contribute to a higher-quality experience for participants, encouraging a more committed response.

Researchers are also increasingly conducting online surveys using mobile devices. The smartphone and tablet offer many possibilities as tools that are in nearly every pocket or purse, providing both portability and immediacy for anytime, anywhere data collection. (The use of mobile devices for survey research is discussed in more detail in Chapter 18.)

The following lists summarise the advantages and disadvantages of online surveys.9

Advantages

- **Speed.** Compared with other survey methods, especially when conducting international research, the time taken to conduct a survey can be reduced to a matter of days rather than weeks. Even if one includes the time taken to contact participants, to establish their willingness to take part in a survey, for them to reply, for the survey to be sent, for it to be completed and then emailed back (the procedure adopted to reduce the perception of ‘junk’ email), such a survey can be completed relatively quickly. The only other method that could match its speed would be the telephone survey.

- **Cost.** Once the electronic questionnaire is designed, it is almost as easy to mail it to 10,000 people as to 10, since there are no printing, stationery and postage costs. Preparing data for analyses needs less manual intervention and can be also much cheaper.

- **Quality of response.** A range of design features can be used to make the survey more appealing and interesting. Graphics can be used to create visual and moving forms of scaling to maintain the interest of participants, but also to put them in a frame of mind that elicits more from them. The following example illustrates how Sony views this advantage.

Real research

‘Surveytainment’10

Many of the methods Sony implemented in its online surveys included what it referred to as ‘surveytainment’. This encapsulated a way of making surveys more emotional, engaging and fun for participants. Surveytainment used eye-catching question types and technology, including audio and video clips, drag-and-drop rankings and collaborative tools. For example, by using a ‘whiteboard’ application participants could show Sony what made an attractive cover by rearranging and altering the images provided.
Although more complex, it was also possible for participants to upload their own images or text. The key to making ‘surveytainment’ effective was in ensuring that the techniques increased participant understanding. For example, the more imagery on a screen, the less likely a participant may read any long question text, relying on inference versus the written word. Sony believed that the ideas behind ‘surveytainment’ had a unique importance in the music/entertainment industry as it introduced sound and imagery into questions that would otherwise be static or require participants to rely on recall. Before the aid of the web and digital recordings, song and video testing with large samples was limited and financially impractical. But no longer are tests based upon focus group responses to a CD on a stereo system; there can be thousands of active music enthusiasts, experiencing and responding to a song or video in their natural music listening habitat – online, and in their home, offices or anywhere!

- **Interviewer bias removed.** The method maintains the key advantage of postal surveys in being able to present a consistent form of measurement.

- **Data quality.** Logic and validity checks can be built in, thus allowing the development of more personalised questionnaire designs. In areas where open-ended or ‘other – please state’ responses are required, the participant types in answers ready for analysis.

- **Contacting certain target groups.** Many participants may be reluctant to complete surveys by traditional methods such as postal and face-to-face surveys. Much of this reluctance can be attributed to the context of where the survey is administered and how comfortable participants are in these contexts. With the online survey, the participants are largely in control of the context and can respond in circumstances that they feel comfortable with. In addition, with the growth of access panels where participants sign up to take part in research projects, very precise definitions of participant types can be devised.

### Disadvantages

- **Sampling frames.** There are a growing number of access panels that provide means to access particular types of participant. However, there are still major questions surrounding their representativeness and the motivations of panel members. Email directories exist beyond access panels, but there can be questions about their currency, accuracy and means of classifying different types of target participant. Another sampling issue is that participants who are recruited through browsing or clicking through banner ads or sources such as Facebook are self-selecting and the researcher does not know whether those who choose to take part are really representative of a target population. Being able to generalise findings to a particular population becomes difficult with a self-selecting sample.

- **Access to the web.** Though access to the internet has grown enormously, and continues to grow in even remote and poor communities across the globe, the penetration of households and businesses can still vary within countries and across countries. For example, use amongst the over 65s is still limited in many countries. Much depends upon the characteristics of the types of participant that are being targeted for a survey. Even if they do have access to the internet, do they have access to the means to engage with the survey in the manner intended by the questionnaire designer?

- **Technical problems.** Depending upon the hardware and software that participants use, the questionnaire may not work as intended by the designer; this is particularly true with surveys that are completed on mobile devices where there are a very wide selection of screen sizes that may require more restraint in the graphic design of such surveys.
Telephone surveys

As stated earlier, telephone surveys may be categorised as traditional or computer-assisted. As the use of internet surveys increases, telephone surveys have declined.

Traditional telephone surveys

Traditional telephone surveys involve phoning a sample of participants and asking them a series of questions, using a paper questionnaire to record the responses. From a central location, a wide geographical area can be covered, including international markets. Given that telephone interviewers cannot give participants any visual prompts, they have to write down answers to any open-ended questions and may have to flick through the questionnaire to find appropriate questions for a particular participant (filtering). These surveys tend to be short in duration and have questions with few options as possible answers. Today, this approach is rarely used in commercial marketing research, the more common approach being CATI.

Computer-assisted telephone interviews (CATIs)

CATI uses a computerised questionnaire administered to participants over the telephone with a questionnaire on a networked computer or a PC. The interviewer sits in front of a terminal and wears a small headset. The terminal replaces a paper questionnaire, and the headset substitutes for a telephone. Upon command, the computer dials the telephone number to be called. When contact is made, the interviewer reads questions posed on the screen and records the participant’s answers directly to the computer, ready for immediate analysis. The main benefit of CATI is the speed of collecting data and analyses. Speed is of the essence in subjects where participant attitudes and behaviour can change quickly, an example being the ‘latest’ toys that parents may wish to buy for their children. One of the most widespread uses of CATI is for political opinion polls.

With CATI, the computer systematically guides the interviewer. Only one question at a time appears on the screen. The computer checks the responses for appropriateness and consistency. It uses the responses as they are obtained to personalise the questionnaire. Data collection flows naturally and smoothly. Interviewing time is reduced, data quality is enhanced and the laborious steps in the data-collection process, coding questionnaires and entering data into the computer, are eliminated. Because the responses are entered directly into the computer, interim and update reports on data collection or results can be provided almost instantaneously.

The biggest drawback of CATI lies in participants’ willingness to be interviewed by telephone. In many countries the percentage of people who only have a mobile device is now greater than those who have a landline. In some countries the segment of the population that used only a mobile phone was dominant as far back as 2007, and in developing markets this trend is likely to only be more pronounced.¹³

There are many factors that make it very difficult to conduct telephone surveys. At times, the technique may be confused in the minds of participants with cold-call selling techniques. To overcome this problem requires interviewers who are trained to reassure participants and to make the interviewing experience worthwhile. In most businesses, phone calls are screened; how else could managers avoid calls from companies and individuals they do not want to talk to? Many businesses have set up formal procedures to minimise unnecessary calls to management. This is a hurdle that well-trained interviewers are taught to circumvent. Experienced interviewers can ‘run the gauntlet’ of three or four screenings and still secure an interview without in any way upsetting the interviewee.¹⁴
Face-to-face surveys

Face-to-face surveying methods may be categorised as home, workplace, street or computer-assisted. As a proportion of global spend on marketing research techniques, face-to-face surveys are in decline, one of the main reasons being the costs involved, as illustrated in the following example.

Real research  European Social Survey\textsuperscript{15}

The European Social Survey (ESS) (www.europeansocialsurvey.org) is an attitude survey time series carried out in over 30 countries across Europe. The survey began in 2001 and fieldwork is carried out from September to December every two years. The questionnaire consists of two parts: a core section that is repeated every round, and two rotating modules that are repeated less frequently. The core modules include subjects such as media consumption, political and social trust, religious identification and sociodemographic background data, while the rotating modules each cover a substantive topic in more detail. Rotating modules so far have covered topics such as well-being, work-life balance, ageing, welfare attitudes, immigration and citizenship. To help ensure equivalence of outputs, the hour-long survey interview is conducted face to face in all countries. This mode was initially chosen not only because it tends to get the highest response rates and is the only mode that offers complete coverage in all countries, but also because the ESS questionnaire is particularly well suited to face-to-face interviews. In particular, it involves a long interview, many showcards and some complex routing. It is, however, becoming clear that using face-to-face interviewing as the sole mode of data collection might now need to be reconsidered in view of its rising cost and diminishing response rates. In addition, different countries have different experiences and expertise as well as different penetration of data-collection modes, which means they may be better equipped to use a different mode.

Real research  PARC: 360-degree view of the consumer\textsuperscript{16}

The Pan Arab Research Centre (PARC) (http://arabresearch.iniquus.com/) conducts an ongoing, comprehensive study of the Arab Republic of Egypt. The scope of the survey covers product and brand usage, media exposure, lifestyle and attitudes, daily activities, shopping behaviour and leisure activities. Fieldwork is conducted across different seasons of the year and consists of approximately 5,000 interviews. Two different methods are used to question participants: first, a home interview is used to collect demographics
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As well as using face-to-face surveys for ad hoc studies, they are also widely used by syndicated firms for omnibus surveys, as illustrated in the following example.

Real research

Millward Brown Ulster omnibus survey

The omnibus survey is a cost-effective means of measuring and tracking consumer awareness, behaviour and attitudes. Each omnibus survey incorporates a range of topics. The costs for each survey are directly shared between clients in proportion to the number of questions each decides to include. However, the questions included and the ensuing results are exclusive to each client, with each section treated completely confidentially. The Ulster omnibus survey is based upon a nationally and regionally representative sample of 1,000 adults aged 16 or over, in Northern Ireland. It is conducted twice monthly by personal surveys conducted in-home. The omnibus survey delivers extensive background information on the participants and their household. This covers standard demographics of gender, age, socio-economic group, ethnicity, working status, marital status, household size, presence and age of children in the household, religion, mobility and tenure, through to issues such as internet access. All of this information is available, either for targeting questions or for cross-analysis, to determine any significant differences in responses by segments. Applications of the Ulster omnibus survey include:

- **Advertising.** The majority of Northern Ireland’s high-profile advertising campaigns have used this omnibus to benchmark attitudes pre-campaign and track them post-campaign to measure advertising effectiveness.
- **Charities.** The methodology has been used by many charities to measure awareness, behaviour and attitudes towards specific organisations, their messages and donation giving.
- **Health.** Changing attitudes and behaviour in the area of personal health and activity have been routinely assessed using the omnibus survey. Some aspects of behaviours that have been monitored include issues such as smoking, drinking, healthy eating, recreational drug use and physical activity.

Face-to-face surveys are used extensively in business-to-business research for participant subjects who cannot be effectively interviewed by telephone or post. Managers being interviewed have the comfort and security of their office and can control the timing and pace of the interview. For the researcher, the big benefit of meeting managers in their office is the ability to build up a rapport, probe and gain the full attention of the manager.
Street surveys

For street surveys, participants are intercepted while they are shopping in city centres or shopping centres. They may be questioned there and then in the street, or taken to a specific test facility. In the testing of new product formulations, test facilities are ideal to allow participants the time and context to sample and evaluate products. The technique can also be used to test merchandising ideas, advertisements and other forms of marketing communications. The big advantage of the street survey is that it is more efficient for the participant to come to the interviewer than for the interviewer to go to the participant.18

Computer-assisted personal interviews (CAPIs)

In CAPI, a computer partially replaces the interviewer. There are several user-friendly software packages that design easy-to-use surveys with help screens and understandable instructions. The use of colour, graphical images and on- and off-screen stimuli can all contribute to making the interview process both interesting and stimulating. This method has been classified as a face-to-face survey technique because an interviewer is usually present to guide the participant as needed. CAPI has been used to collect data at test facilities from street surveys, product clinics, conferences and trade shows. It can be used in a kiosk format at locations such as museums or heritage sites to conduct visitor surveys. It may also be used for home or workplace surveys. The following example illustrates an application of CAPI where many visual aspects of football sponsorship could be displayed for questioning.

Real research  Brands fall short of their goal19

Major consumer brands use a plethora of sports sponsorship platforms, from players to stadiums, to communicate with a global consumer market and gain international exposure and recognition. Sporting events are an effective vehicle to gain access to a swathe of potential customers yet, according to the CAPI study conducted by TNS Sport, young people and children have a greater awareness than adults of those brands that sponsor leading football clubs. Its research among people who watch football on TV revealed that spontaneous recall of brands by adults (aged over 16) across a range of sponsors was generally less than that of children (aged 10–19).

A major development for marketers, especially in financial services, has been the use of customer satisfaction surveys to guide strategic and operational decisions. With traditional survey techniques, the interviewer may have to carry a huge questionnaire to cope with questions that measure attitudes to a range of banks and a range of services taken from those banks. With CAPI, when a particular bank is chosen, particular questions may be filtered out, and choosing a particular service from that bank can filter out further questions. Questions specific to the participant may then be asked, making the interview process far more efficient.

Postal surveys

In the postal survey, questionnaires are mailed to preselected potential participants. As with other forms of ‘offline’ market research, postal surveys have sharply declined in use. A typical mailed package consists of the outgoing envelope, cover letter, questionnaire, return
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envelope and possibly an incentive. The participants complete and return the questionnaires. There is no verbal interaction between the researcher and the participant in the survey process. There may be an initial contact with potential participants, to establish the correct person to send the questionnaire to, and to motivate them before they receive the survey. Before data collection can begin, a sampling frame needs to be compiled so that potential participants can be identified. Therefore, an initial task is to obtain a valid mailing list. Mailing lists can be compiled from telephone directories, customer databases or association membership databases, or can be purchased from publication subscription lists or commercial mailing list companies. Regardless of its source, a mailing list should be current and closely related to the population of interest. (Chapters 13 and 14 will detail the full questionnaire design and sampling implications of this approach.) With an understanding of characteristics of target participants and what will motivate them to respond honestly, as fully and as quickly as possible, the researcher must also make decisions about the various elements of the postal survey package (see Table 10.1).

<table>
<thead>
<tr>
<th>Table 10.1</th>
<th>Some decisions related to the postal survey package</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outgoing envelope</strong></td>
<td>Method of addressing; envelope size; colour; postage</td>
</tr>
<tr>
<td><strong>Covering letter</strong></td>
<td>Personalisation; sponsorship; type of appeal; signature</td>
</tr>
<tr>
<td><strong>Questionnaire</strong></td>
<td>Size, length and content; colour and layout; format and reproduction; participant anonymity</td>
</tr>
<tr>
<td><strong>Instructions</strong></td>
<td>As part of covering letter; a separate sheet; alongside individual questions</td>
</tr>
<tr>
<td><strong>Return envelope</strong></td>
<td>Whether to include one; type of envelope; postage</td>
</tr>
<tr>
<td><strong>Incentives</strong></td>
<td>Feedback of findings; monetary v. non-monetary; prepaid v. promised amount</td>
</tr>
</tbody>
</table>

A comparative evaluation of survey methods

Not all survey techniques are appropriate in a given situation. Therefore, the researcher should conduct a comparative evaluation to determine which techniques are appropriate. Table 10.2 compares the different survey techniques through a range of criteria. For any particular research project, the relative importance attached to these criteria will vary. These factors may be broadly classified as task, situational and participant factors. Task factors relate to tasks that have to be performed to collect the data and to the topic of the survey. These factors consist of flexibility of data collection, diversity of questions, use of physical stimuli, sample control, quantity of data and response rate. The situational factors comprise control of the data-collection environment, control of field force, potential for interviewer bias, potential to probe participants, potential to build rapport, speed and cost. The participant factors relate to perceived participant anonymity, social desirability, obtaining sensitive information, low incidence rate and participant control. We discuss in detail an evaluation of the different survey methods on each of these factors.

Task factors

The demand that the survey task places upon participants and the data-collection process influences the survey method that should be used.
Flexibility of data collection

The flexibility of data collection is determined primarily by the extent to which the participant can interact with the interviewer and the survey questionnaire. The face-to-face survey, whether conducted as a home, workplace or street survey, affords a very high flexibility of the form of data collection. Because the participant and the interviewer meet face to face, the interviewer can administer complex questionnaires, explain and clarify difficult questions and even use unstructured techniques.

By contrast, the traditional telephone survey allows only moderate flexibility because it is more difficult to use unstructured techniques, ask complex questions, or obtain in-depth answers to open-ended questions over the telephone. CATI and CAPI and online surveys allow somewhat greater flexibility because the researcher can use various question formats, can personalise the questionnaire and can handle complex skip or filter patterns (directions for skipping questions in the questionnaire based on the subject’s responses). One benefit of the online survey is the ease with which a survey may be modified. For example, early data returns may suggest additional questions that should be asked. Changing or adding questions as the need becomes apparent would be almost impossible with a postal survey, possible but difficult with face-to-face or telephone surveys, but achievable in a matter of minutes with some online surveys.

Diversity of questions

The diversity of questions that can be asked in a survey depends on the degree of interaction that the participant has with the interviewer and the questionnaire, as well as the participant’s ability actually to see the questions. A variety of questions can be asked in a face-to-face survey because the participant can see the questionnaire and the interviewer is present to clarify ambiguities. Thus, home and office surveys, street interviews and CAPI allow for diversity. In online surveys, multimedia capabilities can be utilised and so the ability to ask a diverse set of questions is moderate to high, despite the absence of an interviewer. In postal surveys and email surveys, less diversity is possible. In traditional telephone surveys and CATI, the participant cannot see the questions while answering, and this limits the diversity of questions. For example, in a telephone survey or CATI, it would be very difficult to ask participants to rank 15 TV programmes in terms of preference.

Use of physical stimuli

Often it is helpful or necessary to use physical stimuli such as products, product prototypes, commercials or promotional displays during an interview. For the most basic example, a taste test involves tasting a product and answering questions that evaluate the taste. In other cases, photographs, maps or other audio/visual cues are helpful. In these cases, face-to-face surveys conducted at central locations (guided through street surveys and CAPI) are preferable to home surveys. In the central location, many intricate visual stimuli can be set up prior to the actual interview. Postal surveys are moderate on this dimension, because sometimes it is possible to mail the facilitating aids or even product samples. Online surveys are also moderately suitable, because the questionnaires can include multimedia elements such as prototype web pages and advertisements. The use of physical stimuli is limited in traditional telephone surveys and CATIs, as well as in email surveys (depending upon the participant’s ability to open attachments).

Sample control

Sample control is the ability of the survey mode to reach participants specified in the sample effectively and efficiently.²² At least in principle, home and workplace face-to-face surveys offer the best sample control. It is possible to control which sampling units or participants are interviewed, who is interviewed, the degree of participation of other members of the
household and many other aspects of data collection. In practice, to achieve a high degree of control, the researcher has to overcome several problems. It is difficult to find participants at home during the day because many people work outside the home. Also, for safety reasons, interviewers are reluctant to venture into certain neighbourhoods and people have become cautious of responding to strangers at their door. Street surveys allow only a moderate degree of sample control. Although the interviewer has control over which participants to intercept, the choice is limited to individuals who are walking down a street or through a shopping centre, and frequent shoppers have a greater probability of being included. Also, potential participants can intentionally avoid or initiate contact with the interviewer. Compared with street surveys, CAPI offers slightly better control, as sampling quotas can be set and participants randomised automatically.

Moderate to high sampling control can be achieved with traditional telephone surveys and CATIs. Telephones offer access to geographically dispersed participants and hard-to-reach areas. These procedures depend upon a sampling frame – a list of population units with
their telephone numbers.\textsuperscript{23} The sampling frames normally used are telephone directories, but telephone directories are limited in that:

(1) not everyone has a phone or even a ‘conventional’ phone, while some individuals have several phone numbers partly due to the growing use of mobile phones with rapidly changing numbers;\textsuperscript{24} (2) the growth in number portability, which allows people to transfer their landline telephone number to a mobile phone and to move to any geographical area of the country;\textsuperscript{25} (3) some individuals have unlisted phones or are ex-directory and directories do not reflect new phones in service or recently disconnected phones; and (4) some individuals no longer use landlines, relying solely or using their mobile phone.

Online and postal surveys require a list of addresses of individuals or households eligible for inclusion in the sample. This requirement has underpinned the growth of access panels across the globe. These surveys can reach geographically dispersed participants and hard-to-reach areas. Without the use of access panels, mailing lists are sometimes unavailable, outdated or incomplete, especially for electronic addresses. Another factor outside the researcher’s control is whether the questionnaire is answered and who answers it. Some subjects refuse to respond because of lack of interest or motivation; others cannot respond because they are illiterate.\textsuperscript{26} Given these reasons, the degree of sample control in online and postal surveys without the use of access panels tends to be low.\textsuperscript{27}

The use of access panels provides moderate to high control over the sample. They can provide samples matched to national census statistics on key demographic variables. It is also possible to identify specific user groups within a panel and to direct the survey to households with specific characteristics. Specific members of households in the panel can be questioned. Finally, low-incidence groups, groups that occur infrequently in the population, can be reached with panels, but there is a question of the extent to which a panel can be considered representative of an entire population.

Not all populations are candidates for online survey research. Although participants can be screened to meet qualifying criteria and quotas imposed, the ability to meet quotas is limited by the number and characteristics of participants who may visit a website. However, there are some exceptions to this broad statement. For example, computer-product purchasers and users of internet services are ideal populations. Business and professional users of internet services are also an excellent population to reach with online surveys. Sample control is low to moderate for online surveys, while email surveys suffer from many of the limitations of postal surveys and thus offer low sample control.

**Quantity of data**

Home and workplace face-to-face surveys allow the researcher to collect relatively large amounts of data. The social relationship between the interviewer and the participant, as well as the home or office environment, can motivate the participant to spend more time in the interview. Less effort is required of the participant in a face-to-face survey than in a telephone or postal survey. The interviewer records answers to open-ended questions and provides visual aids to help with lengthy and complex scales. Some face-to-face surveys last for as long as 75 minutes. In contrast to home and workplace surveys, street surveys and CAPIs provide only moderate amounts of data. Because these surveys are conducted in shopping centres and other central locations, a participant’s time is more limited. Typically, the interview time is 20 minutes or less.

Postal surveys also yield moderate amounts of data. Fairly long questionnaires can be used because short questionnaires do not necessarily generate higher response rates than long ones. The same is true for email and online surveys, although online is a better medium in this respect.

Traditional telephone surveys, CATIs and surveys conducted using mobile devices result in limited quantities of data. They tend to be shorter than other surveys because participants
can easily terminate the telephone conversation or engagement at their own discretion. These interviews commonly last about 15 minutes and could be shorter in the case of mobile devices. Longer interviews may be conducted when the subject matter and the questioning tasks set are of interest to the participants.\textsuperscript{28}

**Response rate**

Survey **response rate** is broadly defined as the percentage of the total attempted interviews that are completed. Concerns over declining response rates have been a characteristic of market research over the last two decades. Paradoxically, one of the reasons why traditional face-to-face techniques remain in use is that they can achieve response rates that are not possible with online surveys. Face-to-face, home and workplace, street and CAPI surveys yield the highest response rates (typically between 40 and 80%), though the actual response rate for any survey will vary hugely depending on the context of the survey, the country and demographics and any incentives (monetary or psychological) for taking part in the survey.

Telephone surveys, traditional and CATI, can yield response rates between 40 and 50%. These modes also suffer from not-at-homes or no-answers. In a study involving qualitative interviews and a census of all Australian telephone market research providers, it was reported that about half of all placed telephone calls go unanswered; refusals can outnumber interviews by up to six to one. Three call-backs per survey were built into the research design in most companies but, surprisingly, in some cases there were none, despite research that shows that call-backs can increase response rates by up to 76%.\textsuperscript{29}

**Real research**

Where participants are particularly reluctant to give their opinions\textsuperscript{30}

Non-response is a common problem in most countries, but Germany had a particularly bad reputation when it came to ‘closed doors’. A manager, responsible for supplier management at a domestic products company, worked with most global agencies in Germany for quantitative research. For products in baby care, for example, it proved very cumbersome to find out German opinion: ‘Door to door was virtually impossible, due also to the fact that there are a lot of apartment blocks. Telephone research was very difficult too, Germans were very careful before answering.’ John Attfield of RMM Marketing Research International worked in England before his 11-year stint in Germany. The differences in response he observed were dramatic. He took extra care in designing questionnaires, for instance:

\[
\text{One cannot approach Germans with the same introductory texts as in, for instance, the US. In the US the assumption is made that the participant was going to enjoy the survey. But in Germany people thought it was a pain.}
\]

Postal surveys have the poorest response rate. In a postal survey of randomly selected participants, without any pre- or post-mailing contact, response rates can be less than 15% – sometimes much less. Such low response rates can lead to serious bias (non-response bias). This is because whether a person responds to a postal survey is related to how well the benefits of taking part in the survey are meaningful to the person and are clearly communicated to them. The magnitude of non-response bias increases as the response rate decreases.

Online surveys can have very poor response rates – very frequently under 10% – though much will depend upon how comprehensive and current the sampling frame is. With a well-constructed sampling frame that is relevant to the survey topic, online survey response
rates can be relatively high. This challenge is where the access panel has helped to improve online response rates. With a good relationship between panel participants and the panel owner, and well-chosen incentives to take part in online surveys, response rates can be greatly improved.

A comprehensive though dated review of the literature covering 497 response rates in 93 journal articles found weighted average response rates of 81.7%, 72.3% and 47.3% for, respectively, face-to-face, telephone and postal surveys. However, response rates have decreased in recent times and many current researchers would be delighted with such high response rates. The same review also found that response rates increase with the following:

- Either prepaid or promised monetary incentives.
- An increase in the amount of monetary incentive.
- Non-monetary premiums and rewards (pens, pencils, books).
- Preliminary notification.
- Foot-in-the-door techniques. These are multiple-request strategies. The first request is relatively small, and all or most people agree to comply. The small request is followed by a larger request, called the critical request, which is actually the target behaviour being researched.
- Personalisation.
- Follow-up letters.

(A further discussion of improving response rates is given in Chapter 15.)

Situational factors

In any practical situation, the researcher has to balance the need to collect accurate and high-quality data with the budget and time constraints. The situational factors that are important include control of the data-collection environment, control of field force, potential for interviewer bias, potential to probe participants, potential to build rapport, speed and cost.

Control of the data-collection environment

The context in which a questionnaire is completed can affect the way that a participant answers questions. An example of this would be the amount of distraction from other people around, noise and temperature. The degree of control a researcher has over the context or environment in which the participant answers the questionnaire differentiates the various survey modes. Face-to-face surveys conducted at central locations (from street surveys and CAPIs) offer the greatest degree of environmental control. For example, the researcher can set up a special facility for demonstrating a product upon which a survey is based. Home and workplace face-to-face surveys offer moderate to high control because the interviewer is present. Traditional telephone surveys and CATIs offer moderate control. The interviewer cannot see the environment in which the interview is being conducted, but can sense the background conditions and encourage the participant to be attentive and involved. In postal surveys, email and online surveys, the researcher has little or no control over the environment. In the case of mobile online surveys, the questionnaire can be completed anywhere with the result that there is little or no consistency in the context in which the survey is completed. However, this ability for the participant to have control over the context may be instrumental in their fully engaging in the survey.

Control of field force

The field force consists of interviewers and supervisors involved in data collection. Because they require no such personnel, postal surveys, email and online surveys eliminate field force problems. Traditional telephone surveys, CATIs, street surveys and CAPIs all offer
moderate degrees of control because the interviews are conducted at a central location, making supervision relatively simple. Home and workplace face-to-face surveys are problematic in this respect. Because many interviewers work in many different locations, continual supervision is impractical.33

**Potential for interviewer bias**

An interviewer can bias the results of a survey by the manner in which the interviewer:

- Selects participants (e.g. interviewing a male aged 34 when required to interview a male aged between 36 and 45).
- Asks research questions (omitting questions).
- Poses questions in another way when participants do not understand the question as presented on the questionnaire.
- Probes (e.g. by offering examples to encourage participants).
- Records answers (recording an answer incorrectly or incompletely).

The extent of the interviewer’s role determines the potential for bias.34 Home, workplace and street face-to-face surveys are highly susceptible to interviewer bias. Traditional telephone surveys and CATIs are less susceptible, although the potential is still there: for example, with inflection and tone of voice, interviewers can convey their own attitudes and thereby suggest answers. CAPIs have a low potential for bias. Postal surveys, email and online surveys are free of it.

**Potential to probe participants**

Although the interviewer has the potential to create bias in the responses elicited from participants, it is balanced somewhat by the amount of probing that can be done. For example, a survey may ask participants which brands of beer they have seen advertised on TV over the past month. A list of brands could be presented to participants and they could simply look at the list and call out the names. What may be important in the survey is what brands they could remember. There may be a first response, of a brand that could be remembered unaided. A simple probe such as ‘any others?’ or ‘any involving sports personalities?’ could be recorded as a second response.

Much deeper prompts and probes can be conducted, within limits. The intention is not to turn the structured interview into a qualitative interview but, for example, some of the reasons why a participant has chosen a brand may be revealed. Home, workplace and street face-to-face surveys have great potential for probing participants. Traditional telephone surveys and CATIs can also probe but not to the same extent as being face to face. CAPIs have limited potential to probe, though particular routines can be built into a survey to ask for further details. Postal surveys, email and online surveys have very limited means to probe participants.

**Potential to build rapport**

Another counter to the bias in the responses elicited from participants by face-to-face surveys is the amount of rapport that can be built up with participants. Rapport may be vital to communicate why the survey is being conducted, with a corresponding rationale for the participant to spend time answering the questions. Beyond motivating participants to take part in a survey is the need for the participant to answer truthfully, to reflect upon the questions properly and not to rush through the questionnaire. Building up a good rapport with participants can be vital to gain a full and honest response to a survey.

Home, workplace and street face-to-face surveys have great potential to build up rapport with participants. Traditional telephone surveys and CATIs can also develop rapport but not to the same extent as being face to face. CAPI has limited potential to build up rapport
through particular graphics and messages that can be built into a survey. Postal surveys, email and online surveys have very limited means to build up a rapport with participants. This challenge is where the access panel has helped to improve the online experience. With a good relationship between panel participants and the panel owner, and well-chosen incentives to take part in online surveys, rapport can be developed.

**Speed**

First, there is the speed with which a questionnaire can be created, distributed to participants and the data returned. Because printing, mailing and data-keying delays are eliminated, data can be in hand within hours of writing an online or telephone questionnaire. Data are obtained in electronic form, so statistical analysis software can be programmed to process standard questionnaires and return statistical summaries and charts automatically. Thus, online surveys can be an extremely fast method of obtaining data from a large number of participants. The email survey is also fast, although slower than the online survey, since more time is needed to compile an email list and data entry is also required.

Traditional telephone surveys and CATIs are also fast means of obtaining information. When a central telephone facility is used, several hundred telephone interviews can be done per day. Data for even large national surveys can be collected in a matter of days, or even within a day. Next in speed are street and CAPI surveys that reach potential participants in central locations. Home face-to-face surveys are slower because there is dead time between interviews while the interviewer travels to the next participant. To expedite data collection, interviews can be conducted in different markets or regions simultaneously. Postal surveys are typically the slowest. It usually takes several weeks to receive completed questionnaires; follow-up mailings to boost response rates take even longer.

**Low cost**

For large samples, the cost of online surveys is the lowest. Printing, mailing, keying and interviewer costs are eliminated, and the incremental costs per participant are typically low, so studies with large numbers of participants can be done at substantial savings compared with postal, telephone or face-to-face surveys. Face-to-face surveys tend to be the most expensive mode of data collection per completed response, whereas postal surveys tend to be the least expensive. In general, the cost increases from online to email, postal, traditional telephone, CATI, CAPI, street and, finally, face-to-face home and workplace surveys. This is a reflection of the progressively larger field staff and greater supervision and control. Relative costs, however, depend on the subject of enquiry and the procedures adopted.  

**Participant factors**

Since surveys are generally targeted at specific participant groups, participant characteristics have to be considered when selecting a survey method. The participant factors that are important include perceived participant anonymity, social desirability, obtaining sensitive information, low incidence rate and participant control.

**Perceived participant anonymity**

Perceived participant anonymity refers to the participants’ perceptions that their identities will not be discerned by the interviewer or the researcher. Perceived anonymity of the participant is high in postal surveys and online surveys because there is no contact with an interviewer while responding. It is low in face-to-face surveys (home, street and CAPI) due to face-to-face contact with the interviewer. Traditional telephone surveys and CATIs fall in the middle. It is also moderate with email; while there is no contact with the interviewer, participants know that their names can be located on the return email.
Social desirability

Social desirability is the tendency of participants to give answers that they feel to be acceptable in front of others, including interviewers. When participants are questioned face to face by an interviewer, they may give an answer that they feel to be ‘acceptable’ rather than how they really feel or behave. Because postal and online surveys do not involve any social interaction between the interviewer and participant, they are least susceptible to social desirability. Traditional telephone surveys and CATIs are moderately good at handling socially desirable responses, as there is an amount of anonymity afforded by not meeting face to face. The weakest techniques are face-to-face surveys, though in the case of home and workplace surveys the chance to build up a rapport with participants may nurture them to reveal how they really feel. The best techniques to avoid participants distorting their views are those where face-to-face contact is avoided; this is the case in postal surveys.

Obtaining sensitive information

Sensitive information may mean an issue that is personally sensitive, such as the way in which a participant may be classified or the use of hygiene products. What may be deemed ‘sensitive’ varies enormously between different types of participant. For some participants, asking questions about the type and amount of household cleaning products may be seen as revealing characteristics of their personal cleanliness; they see it as a sensitive issue and would need a lot of reassurance before revealing the truth. Many classification questions in a survey, such as the participant’s age, gender, educational or income level, can also be seen as highly sensitive. In business research, characteristics of an organisation’s activities may be seen as commercially sensitive.

In some situations, the interviewer plays a very important role in explaining to participants why they are being asked such a question and that their views will be handled in a confidential and proper manner. Home and workplace surveys allow the time and context to build up such explanations and reassure participants. Interviews conducted in this way may be seen as the best means to handle certain sensitive topics. For some issues, participants may not wish to face any interviewer and would like to complete the survey alone. CAPI can be set up so that the interviewer introduces the participant to a terminal and then leaves the participant to get on with the on-screen interview. Postal and online surveys can be seen as moderately successful in handling sensitive questions. Their success depends upon how well the purpose of sensitive questions is introduced. Handled correctly, participants can take their time to answer questions without any embarrassing contact. For telephone and street surveys, the interviewer can reassure the participant about the questions being asked, but may not have the time and context really to relax participants and overcome any embarrassment.

Perceived anonymity, social desirability and obtaining sensitive information are interrelated criteria. With some exceptions, social desirability is the mirror image of perceived anonymity. When perceived anonymity is high, social desirability is low and vice versa. With some exceptions, obtaining sensitive information is directly related to perceptions of anonymity. Participants are more willing to give sensitive information when they perceive that their responses will be anonymous.

Low incidence rate

Incidence rate refers to the rate of occurrence or the percentage of persons eligible to participate in the study. Incidence rate determines how many contacts need to be screened for a given sample-size requirement (as will be discussed in more detail in Chapter 15). There are times when the researcher is faced with a situation where the incidence rate of survey participants is low. This is generally the case when the ‘population’ represents a niche or a highly targeted market. Suppose a study was focused upon buyers of new sports cars, specifically to measure and understand the characteristics of consumers who aspire to own and could afford a new Audi R8. The incidence of such potential consumers in the wider population would be very low. A lot of wasted effort would be exerted if the ‘general population’ were to be
sampled for a survey. In such cases, a survey method should be selected that can locate qualified participants efficiently and minimise waste. The access panel, which can profile potential participants in some detail, offers great benefits in understanding incidence. The telephone survey can be very effective as a method of screening potential participants to determine eligibility; all it takes is a phone call. Face-to-face methods are all inefficient because the interviewer has to make personal contact with potential participants. Postal surveys and email are moderate in terms of efficiency as they are relatively low cost and can be used to contact a large number of potential participants, so the desired sample size of qualified participants is obtained. Online, however, is very good in this respect, as screening questions can be used to weed out ineligible participants quickly and efficiently.

**Participant control**

Methods that allow participant control over the interviewing process can solicit greater cooperation and engagement. Two aspects of control are particularly important to participants. The first is control over when to answer the survey, and the flexibility to answer it in parts at different times, and even via different modes. The second aspect of control pertains to the ability of the participants to regulate the rate or pace at which they answer the survey. Postal surveys and email are the best in giving this control to participants. Some control is lost in online surveys because in random pop-up surveys participants do not have the flexibility of answering at a later time. However, online surveys can be designed to allow participants to come back and complete them. The pace of telephone surveys is regulated by the interviewer and although the telephone call can be rescheduled, the participant must commit to a specific time. With face-to-face methods, the pace is regulated by the interviewer and generally the interview cannot be rescheduled. The main exception in face-to-face methods may lie with workplace surveys, as accessing business participants may be driven by their timetables.

**Other survey methods**

We have covered the basic survey methods. Other survey methods are also used, which are variations of these basic methods. The more popular of these other methods are described in Table 10.3.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages/disadvantages</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Completely automated telephone survey (CATS)</strong></td>
<td>Same as CATI</td>
<td>Useful for short, in-bound surveys initiated by participant</td>
</tr>
<tr>
<td><strong>Central-location interview</strong></td>
<td>Same as street survey</td>
<td>Examples include new product tests, advertising tests, trade shows, conferences</td>
</tr>
<tr>
<td><strong>Kiosk-based computer interview</strong></td>
<td>Same as CAPI</td>
<td>Useful in museum, heritage and exhibition sites</td>
</tr>
<tr>
<td><strong>Drop-off survey</strong></td>
<td>Same as postal survey, except higher cost and higher response rate</td>
<td>Useful for local market surveys</td>
</tr>
</tbody>
</table>
Chapter 10  Survey and quantitative observation techniques

Mixed-mode surveys

As is evident from Table 10.2 and the preceding discussion, no survey method is superior in all situations. Depending on such factors as information requirements, budgetary constraints (time and money) and participant characteristics, none, one, two or even all techniques may be appropriate. Remember that the various data collection modes are not mutually exclusive, but can be employed in a complementary fashion to build on each other’s strengths and compensate for each other’s weaknesses. The researcher can employ these techniques in combination and develop creative twists within each technique. With the growth in the use of email and the internet as a means of communication, online methods have become the most feasible and popular means of conducting surveys. Where online methods are not appropriate for particular types of participant, a choice can be made by individual participants to select the survey method that they prefer. Most survey analysis packages that include the function of questionnaire design have the ability to formulate the questionnaire into all survey method formats. Mixed-mode designs are increasingly being used for multi-country studies. Depending on the mix of countries being surveyed, face-to-face, CATI or online methods may be employed, with online being the preferred choice for the majority of countries with relatively high internet penetration. Single-mode within-country and mixed-mode between-country methods may be the most common mixed-mode designs in marketing research. Mixed-mode research offers one of the most serious ways to tackle falling response rates. The key features of making mixed-mode research work are:

• Common questions across all modes.
• Different templates applied to different modes to ensure that each looks appropriate.
• Mode-specific text alternatives in addition to support for foreign-language translations.
• A single database for all survey data, updated in real time.
• The ability to determine the mode of initial contact from the sample.
• Easy switching of any interview from one mode to another.
• Automatic concealment of any interviewer-recorded data when switching a self-completion mode.
• Management tools that allow progress to be viewed across all modes and identify separate modes.
• Support for mode-specific questions or question types.

Care should be exercised when using different methods in the same domestic marketing research project. The method used may affect the response obtained, and hence the responses obtained by different methods may not be comparable.

Observation techniques

Quantitative observation techniques are extensively used in descriptive research. Observation involves recording the behavioural patterns of people, objects and events in a systematic manner to obtain information about the phenomenon of interest. The observer does not question or communicate with the people being observed unless he or she takes the role of a mystery shopper. Information may be recorded as the events occur, or from records of past events. Observational techniques may be structured or unstructured, disguised or undisguised. Furthermore, observation may be conducted in a natural or a contrived environment.
Structured versus unstructured observation

For **structured observation**, the researcher specifies in detail what is to be observed and how the measurements are to be recorded, such as when an auditor performs a stock or inventory analysis in a store. This reduces the potential for observer bias and enhances the reliability of the data. Structured observation is appropriate when the phenomena under study can be clearly defined and counted. For example, suppose that the researcher wished to measure the ratio of visitors to buyers in a store. The reason for such observations could be to understand the amount of browsing that occurs in a store. The researcher could observe and count the number of individuals who enter the store and the number who make a purchase. Counting people who enter a shop could be a manual observation, and could have a rule that the store visitors are counted ‘if they actually look at any of the products on display’. Counting the number of transactions through the till may be a simpler electronic observation. With these two counts the researcher could simply calculate the required ratio. Structured observation is suitable for use in conclusive research.

In **unstructured observation** the observer monitors all aspects of the phenomenon that seem relevant to the problem at hand, such as observing children playing with new toys and trying to understand what activities they enjoy the most. This form of observation can be used when a research problem has yet to be formulated precisely and when flexibility is needed in observation to identify essential components of the problem and to develop hypotheses. Unstructured observation is most appropriate for exploratory research (and as such was discussed in detail in Chapter 6 under the heading of ‘ethnography’). Ethnographic techniques require a researcher to spend a large amount of time observing a particular group of people, by sharing their way of life.

Disguised versus undisguised observation

In disguised observation, the participants are unaware that they are being observed. Disguise enables participants to behave naturally because people tend to behave differently when they know they are being observed. Disguise may be accomplished by using two-way mirrors, hidden cameras or inconspicuous electronic devices. Observers may be disguised as shoppers, sales assistants or other appropriate roles. One of the most widespread techniques of observation is through the use of mystery shoppers, as illustrated in the following example.

### Real research

**Mystery shopping uncovers age discrimination**

Age UK is a major UK-based charity that fights for the rights of all older people in society. The charity funded research to investigate evidence of discrimination in the markets for motor and travel insurance, as experienced by older people. A solid evidence base was required that demonstrated in depth the behaviour, successes, challenges and frustrations that older customers faced. Evidence was provided by creating a comprehensive study based upon in-depth interviews, group discussions and an innovative mystery shopping exercise. The latter involved recruiting a sample of those aged 65 to 85 and a control sample aged 30 to 49. Participants made real-life insurance quote requests through different channels, and gave interviews before and after the event. The study delivered substantial evidence of age discrimination, both in terms of offering services at all and in the pricing
Typically, a mystery shopper would go into a bank, for example, note practical things such as the number of counter positions open, the number of people queuing, or the availability of specific leaflets, and then ask a number of specific questions. The mystery shopper takes the role of the ordinary ‘man or woman in the street’, behaves just as a normal customer would, asks the same sorts of questions a customer would, leaves and fills in a questionnaire detailing the various components observed in the visit. Mystery shopping differs from conventional survey research in that it aims to collect facts rather than perceptions. Conventional customer-service research is all about customer perceptions. Mystery shopping, on the other hand, aims to be as objective as possible and to record as accurately as possible what actually happened in encounters such as the following.45

1 Personal visits:
   - How long were you in the queue?
   - How many tills were open?
   - Did the counter clerk apologise if you were kept waiting?
   - What form of greeting or farewell was given?

2 Telephone calls:
   - How many rings were there before the phone was answered?
   - Did the person who answered the phone go on to answer all your questions?
   - Were you asked a password?
   - How many times during the conversation was your name used?

A major development in disguised and undisguised observation lies in social media research techniques. The terms used to represent disguised and undisguised may be replaced with the terms ‘passive’ and ‘active’ respectively.46 Passive observation through social media incorporates a variety of sentiment and buzz mining techniques. These include searching the internet for conversations from blogs to Twitter, from social networks to comments on news stories, gathering information about brands and social issues. Active observation through social media can include participant blogs and communities. (These techniques are covered in more detail in Chapter 17.)

In undisguised or passive observation, participants are aware that they are under observation either by being told that an observer is in their presence or by its being obvious that someone is recording their behaviour. Researchers disagree on how much effect the presence of an observer has on behaviour. One viewpoint is that the observer effect is minor and short-lived. The other position is that the observer can seriously bias the behaviour patterns.47 There are ethical considerations to disguised versus undisguised observations that will be tackled at the end of this chapter.

**Natural versus contrived observation**

**Natural observation** involves observing behaviour as it takes place in the environment. For example, one could observe the behaviour of participants eating a new menu option in a pizza restaurant. In **contrived observation**, participants’ behaviour is observed in an artificial environment, such as a test kitchen.
The advantage of natural observation is that the observed phenomenon will more accurately reflect the true phenomenon, as the behaviour occurs in a context that feels natural to the participant. The disadvantages are the cost of waiting for the phenomenon to occur and the difficulty of measuring the phenomenon in a natural setting.

**Observation techniques classified by mode of administration**

As shown in Figure 10.2, observation techniques may be classified by mode of administration – personal observation, electronic observation and trace analysis.

**Personal observation**

In **personal observation**, a researcher observes actual behaviour as it occurs. The observer does not attempt to control or manipulate the phenomenon being observed but merely records what takes place. For example, a researcher might record the time, day and number of shoppers who enter a shop and observe where those shoppers ‘flow’ once they are in the shop. This information could aid in designing a store’s layout and determining the location of individual departments, shelf locations and merchandise displays.

**Electronic observation**

In **electronic observation**, electronic devices rather than human observers record the phenomenon being observed. The devices may or may not require the participants’ direct participation. They are used for continuously recording ongoing behaviour for later analysis. Of the electronic devices that do not require participants’ direct participation, the A.C. Nielsen audimeter is best known. The audimeter is attached to a TV set to record continually the channel to which a set is tuned. Another way to monitor viewers is through the people meter. People meters attempt to measure not only the channels to which a set is tuned, but also who is watching. In recent years, there has been much interest in collecting and analysing television set-top box (STB) data. As TV moves from analogue to digital signals, digital STBs are increasingly common in homes. Where these are attached to some sort of return path (as is the case in many homes subscribing to cable or satellite TV services), these data can be aggregated and licensed to companies wishing to measure TV viewership. Advances in distributed computing make it feasible to analyse these data on a huge scale. Whereas previous TV measurement relied on panels consisting of thousands of households, data can now be collected and analysed for millions of households. This holds the promise of providing accurate measurement for much (and perhaps all) of the niche TV content that eludes current panel-based methods in many countries.

Chapter 5 detailed and evaluated an array of electronic observation techniques, including purchasing and browsing behaviour through web analytics. The chapter also detailed the observation of in-store purchasing behaviour through the use of the bar codes on products.

---

**Figure 10.2**

*A classification of observation methods*
The use of optical scanners can determine which products have been sold. With a link to a ‘loyalty card’, electronic observation links the whole array of purchases made by a consumer to the actual identity of that consumer. In this example, electronic observation does not require the direct involvement of the participants.

In contrast to the internet, there are many electronic observation devices that do require participant involvement. These electronic devices may be classified into five groups: (1) eye-tracking monitors; (2) pupillometers; (3) psycho-galvanometers; (4) voice-pitch analysers; and (5) devices measuring response latency. **Eye-tracking equipment** – such as oculometers, eye cameras or eye-view minuters – records the gaze movements of the eye. These devices can be used to determine how a participant reads an advertisement or views a TV commercial and for how long the participant looks at various parts of the stimulus, as illustrated in the following example. Such information is directly relevant to assessing advertising effectiveness.

---

**Real research**

**Through the shoppers’ eyes**

Mobile eye tracking allows the researcher to see exactly what the shoppers see as they go about their shopping. ‘Magic glasses’ contain two video cameras, one pointing outwards to record the field of vision and one pointing at each shoppers’ eye to measure exactly where it focuses. The eye positions are overlaid onto the field of vision so the researcher can pinpoint exactly what each shopper looks at and for how long. Jigsaw Research (www.jigsawresearch.com.au), in partnership with Access Testing (www.accesstesting.com.au), completed a study using mobile eye tracking for Colgate Palmolive. Shoppers were recruited to meet up with researchers in a store. Following questions on their attitudes to shopping, participants were set up with the ‘magic glasses’ and their shopping trolley. After being sent off alone for a warm-up task, each participant was sent off to complete the research task: making a purchase based on his or her current or most recent purchase needs. Once the task was complete, the video footage was immediately replayed to the shoppers so they could talk through the process. The researchers could see the real-life purchase process through the shoppers’ eyes and follow it up with discussion around why they had behaved as they did. The researchers saw shoppers get lost, pick up the wrong products and spend minutes agonising over which special offer to buy. They even saw them talking and singing to themselves (the glasses also have a microphone) and eyeing up fellow shoppers. Researchers could see what participants actually did, compared with what they said they would do.

---

**Neuromarketing**

The application of neuroscience in marketing, primarily to measure emotions through brain imaging.

**Psycho-galvanometer**

An instrument that measures a participant’s galvanic skin response.

**Galvanic skin response**

Changes in the electrical resistance of the skin that relate to a participant’s affective state.

**Voice-pitch analysis**

Measurement of emotional reactions through changes in a participant’s voice.
Response latency is the time a participant takes before answering a question. It is used as a measure of the relative preference for various alternatives.\textsuperscript{54} Response time is thought to be directly related to uncertainty. Therefore, the longer a participant takes to choose between two alternatives, the closer the alternatives are in terms of preference. On the other hand, if the participant makes a quick decision, one alternative is clearly preferred. With the increased popularity of computer-assisted data collection, response latency can be recorded accurately and without the participant’s awareness. Use of eye-tracking monitors, neuromarketing, psycho-galvanometers and voice-pitch analysers assumes that physiological reactions are associated with specific cognitive and affective responses. This has yet to be clearly demonstrated. Furthermore, calibration of these devices to measure physiological arousal is difficult, and they are expensive to use. Another limitation is that participants are placed in an artificial environment and know that they are being observed.

Trace analysis

An observation method that can be inexpensive if used创造性地 is trace analysis. In trace analysis, data collection is based on physical traces, or evidence, of past behaviour. These traces may be left by the participants intentionally or unintentionally. Several innovative applications of trace analysis have been made in marketing research:

- The selective erosion of tiles in a museum indexed by the replacement rate was used to determine the relative popularity of exhibits.
- The number of different fingerprints on a page was used to gauge the readership of various advertisements in a magazine.
- The position of the radio dials in cars brought in for service was used to estimate share of listening audience of various radio stations. Advertisers used the estimates to decide on which stations to advertise.
- The age and condition of cars in a car park were used to assess the affluence of customers.
- The magazines people donated to charity were used to determine people’s favourite magazines.
- Internet visitors leave traces that can be analysed to examine browsing and usage behaviour through web cookies.

The following example briefly outlines the use of cookies (which basically underpin much of the web analytics that were described in Chapter 5).

Real research

Have a cookie\textsuperscript{55}

The cookie is an identification code stored in the web surfer’s browser that identifies a particular user. Companies and individuals that host websites use cookies to observe behavioural characteristics of visitors. Cookies follow the traveller through the website and record the pages accessed by the visitor and the number of minutes spent on each page. The name, address, phone number and access site can be collected by the cookie and saved into a database if the visitor enters any information. During a follow-up visit, the cookie accesses this information and has the ability to repeat it to the visitor. In essence, the cookie collects data on the user during every visit to the site. For example, Expedia (www.expedia.com) uses cookies to collect information about site traffic. The information helps marketing personnel at the travel site to collect demographics on the reader. Also, the company can monitor ‘hits’ on particular topics and gain valuable feedback on user interest. Data collection is based upon visitor behaviour. This disguised technique enables Expedia to monitor use patterns and to eliminate socially acceptable response bias. Information collected in this manner has been used to modify editorial content and format to make the website more appealing and useful to visitors.
A comparative evaluation of the observation techniques is given in Table 10.4. The different observation techniques are evaluated in terms of the degree of structure, degree of disguise, ability to observe in a natural setting, observation bias, measurement and analysis bias and additional general factors.

Structure relates to the specification of what is to be observed and how the measurements are to be recorded. As can be seen from Table 10.4, personal observation is low and trace analysis is medium on the degree of structure. Electronic observation can vary widely from low to high, depending on the techniques used. Techniques such as optical scanners are very structured, in that the characteristics to be measured – for example, characteristics of items purchased and scanned in supermarket checkouts – are precisely defined. In contrast, electronic techniques, such as the use of hidden cameras to observe children at play with toys, tend to be unstructured.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Personal observation</th>
<th>Electronic observation</th>
<th>Trace analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree of structure</td>
<td>*</td>
<td>* to *****</td>
<td>***</td>
</tr>
<tr>
<td>Degree of disguise</td>
<td>***</td>
<td>****</td>
<td>*****</td>
</tr>
<tr>
<td>Natural setting</td>
<td>*****</td>
<td>****</td>
<td>*</td>
</tr>
<tr>
<td>Observation bias</td>
<td>*****</td>
<td>*</td>
<td>***</td>
</tr>
<tr>
<td>Analysis bias</td>
<td>*****</td>
<td>**</td>
<td>***</td>
</tr>
<tr>
<td>General remarks</td>
<td>Most flexible</td>
<td>Can be intrusive</td>
<td>Limited traces available</td>
</tr>
</tbody>
</table>

Personal observation offers a medium degree of disguise because there are limitations on the extent to which the observer can be disguised as a shopper, sales assistant or employee. Trace analysis offers a high degree of disguise because the data are collected ‘after the fact’ – that is, after the phenomenon to be observed has taken place. Some electronic observations, such as hidden cameras, offer excellent disguise, whereas others, such as the use of eye-tracking equipment, are very difficult to disguise.

The ability to observe in a natural setting is low in trace analysis because the observation takes place after the behaviour has occurred. Personal observation and audits are excellent on this score because human observers can observe people or objects in a variety of natural settings. Electronic observation techniques vary from low (e.g. use of eye-tracking equipment) to high (e.g. use of turnstiles).

Observation bias is low in the case of electronic observation because a human observer is not involved. Observation bias is medium for trace analysis. In this technique, human observers are involved and the characteristics to be observed are not very well defined. The observers typically do not interact with human participants during the observation process, thus lessening the degree of bias. It is high for personal observation due to the use of human observers, who interact with the phenomenon being observed.

Trace analysis has a medium degree of data analysis bias as the definition of variables is not very precise. Electronic observation techniques can have a low (e.g. scanner data) to
medium (e.g. hidden camera) degree of analysis bias. Unlike personal observation, the bias in electronic observation is limited to the medium level due to improved measurement and classification, because the phenomenon to be observed can be recorded continuously using electronic devices.

In addition, personal observation is the most flexible, because human observers can observe a wide variety of phenomena in a wide variety of settings. Some electronic observation techniques, such as the use of eye-tracking equipment, can be very intrusive, leading to artificiality and bias. Audits using human auditors tend to be expensive. As mentioned earlier, trace analysis is a method that is limited to where consumers actually leave ‘traces’. This occurs infrequently, and very creative approaches are needed to capture these traces.

Evaluating the criteria presented in Table 10.4 helps to identify the most appropriate observation technique, given the phenomena to be observed, the nature of participants being observed and the context in which the observation occurs. To strengthen the choice of a particular observation technique, it is also helpful to compare the relative advantages and disadvantages of observation versus survey techniques.

### Advantages and disadvantages of observation techniques

Other than the use of scanner data, few marketing research projects rely solely on observational techniques to obtain primary data. This implies that observational techniques have some major disadvantages compared with survey techniques. Yet these techniques offer some advantages that make their use, in conjunction with survey techniques, quite fruitful.

#### Relative advantages of observation techniques

The greatest advantage of observational techniques is that they permit measurement of actual behaviour rather than reports of intended or preferred behaviour. There is no reporting bias, and potential bias caused by the interviewer and the interviewing process is eliminated or reduced. Certain types of data can be collected only by observation. These include behaviour patterns that the participant is unaware of or unable to communicate. For example, information on babies’ and toddlers’ toy preferences is best obtained by observing babies at play, because they are unable to express themselves adequately. Moreover, if the observed phenomenon occurs frequently or is of short duration, observational techniques may cost less and be faster than survey techniques.

#### Relative disadvantages of observation techniques

The biggest disadvantage of observation is that the reasons for the observed behaviour may be difficult to determine because little is known about the underlying motives, beliefs, attitudes and preferences. For example, people observed buying a brand of cereal may or may not like it themselves; they may be purchasing that brand for someone else in the household. Another limitation of observation is the extent to which researchers are prepared to evaluate the level of their own bias, and how this can affect what they observe (this was discussed in Chapter 9). In addition, observational data can be time-consuming and expensive to collect. It is also difficult to observe certain forms of behaviour, such as personal activities that occur in the privacy of the consumer’s home. Finally, in some cases, such as in the use of hidden cameras, the use of observational techniques may border on being, or may actually be, unethical. It can be argued that individuals being observed should be made aware of the situation, but this may cause them to behave in a contrived manner.
The two basic means of obtaining primary quantitative data in descriptive research are through survey and observation techniques. Survey involves the direct questioning of participants, while observation entails recording participant behaviour or the behaviour of service deliverers.

Surveys involve the administration of a questionnaire and may be classified, based on the method or mode of administration, as: (1) online surveys; (2) email surveys; (3) traditional telephone surveys; (4) computer-assisted telephone interviews (CATIs); (5) home or workplace face-to-face surveys; (6) street surveys; (7) computer-assisted personal interviews (CAPIs); and (8) traditional postal surveys. Of these techniques, online surveys have grown to be the dominant mechanism of delivering surveys in countries with good levels of internet access. However, online surveys suffer from particular problems with response rates and bias. Although these data collection techniques are usually thought of as distinct and ‘competitive’, they should not be considered to be mutually exclusive, in much the same manner as using quantitative and qualitative techniques should not be considered to be mutually exclusive. It is possible to employ them productively in mixed-mode approaches, especially in conducting surveys across cultures.

Quantitative observational techniques may be classified as structured or unstructured, disguised or undisguised and natural or contrived. The major techniques are personal observation (including mystery shopping), electronic observation (including some active and passive social media research techniques) and trace analysis. Compared with surveys, the relative advantages of observational techniques are that they permit measurement of actual behaviour, there is no reporting bias and there is less potential for interviewer bias. Also, certain types of data can best, or only, be obtained by observation. The relative disadvantages of observation are that very little can be inferred about motives, beliefs, attitudes and preferences, there is a potential for observer bias, most techniques are time-consuming and expensive, it is difficult to observe some forms of behaviour and questions of ethical techniques of observation are far more contentious. Observation is rarely used as the sole method of obtaining primary data, but it can be usefully employed in conjunction with other marketing research techniques to corroborate, validate and enrich analyses and interpretations.

Each individual survey method has its own distinct advantages and disadvantages that the researcher must evaluate. But if the researcher is designing a survey that is to work in different geographical locations, the additional challenges and opportunities inherent to their selected locations must also be evaluated. Participants’ anonymity should be protected, and their names should not be turned over to clients. People should not be observed without consent for research in situations where they would not expect to be observed by the public. Digital developments in marketing research have fundamentally changed the way that researchers engage with participants, design questionnaires, collect survey data and analyse them. These developments continue with the use of mobile devices to conduct surveys and quantitative observations.

Questions

1. Given that survey researchers may impose their language and logic upon potential participants, what do you see as being the advantages and disadvantages of conducting surveys?

2. Discuss the dilemma faced by the survey designer who wishes to develop a survey that is not prone to interviewer bias but also sees that interviewer rapport with participants is vital to the success of the survey.
Exercises

1 A manager from your college/university has been asked to review which survey method would be the most effective for a study of undergraduate experiences and attitudes at the end of each academic year. She has come to you to help her make the case. Explain which method would be best and why you have made that decision.

2 Visit the YouGov organisation’s website at www.yougov.com. Which survey methods have been used by YouGov in some of the recent surveys posted on this site? Given YouGov’s specialist studies and target participants, describe any limitations that you see in the survey methods it uses.

3 Locate an online survey, print off the pages and examine the content carefully. What would be the relative advantages of administering the same survey via a street survey? What would a street interviewer need to change to make this survey effective in a street situation?

4 You have been hired by a campus bookstore to observe covertly students making purchasing decisions while shopping. Spend 30 minutes making these observations and write a report that covers:
   a  How you feel students make their purchasing decisions for books and any other goods available in the shop.
   b  What you feel to be the benefits, limitations and challenges of this approach.

5 In a small group, discuss the following issue: ‘Given the decline in response and cooperation rates to surveys, it would be much better for marketers to invest in quantitative observation techniques and forget conducting surveys.’
Notes

1. Till, A., 'Right here...Right now...', Research World (December 2006), 44–5.
7. Ahmed, M., 'Send an e-mail? Err...sorry, you seem to have mistaken me for a sad old geezer', The Times (24 December 2010), 19.
11. Poynter, R., 'Online research: Stop asking questions and start listening', Admap (July/August 2010), 32–4.
24. Heeg, R., 'Every study in Belgium is an international study', Research World (February 2004), 8–9.


Causal research design: experimentation

Causality can never be proved; in other words, it can never be demonstrated decisively. Inferences of cause-and-effect relationships are the best that can be achieved.
Objectives

After reading this chapter, you should be able to:

1. explain the concept of causality as defined in marketing research and distinguish between the ordinary meaning and the scientific meaning of causality;
2. define and differentiate two types of validity: internal validity and external validity;
3. discuss the various extraneous variables that can affect the validity of results obtained through experimentation and explain how the researcher can control extraneous variables;
4. describe and evaluate experimental designs and the differences among pre-experimental, true experimental, quasi-experimental and statistical designs;
5. compare and contrast the use of laboratory versus field experimentation and experimental versus non-experimental designs in marketing research;
6. describe test marketing and its various forms: standard test market, controlled test market, simulated test market, electronic and other forms of test marketing;
7. understand the problems of internal and external validity of field experiments when conducted in international markets.

Overview

We introduced causal designs in Chapter 3, where we discussed their relationship to exploratory and descriptive designs and defined experimentation as the primary method employed in causal designs. This chapter explores the concept of causality further. We identify the necessary conditions for causality, examine the role of validity in experimentation and consider the extraneous variables and procedures for controlling them. We present a classification of experimental designs and consider specific designs, along with the relative merits of laboratory and field experiments. An application in the area of test marketing is discussed in detail. The considerations involved in conducting experimental research when researching international markets are discussed. Several ethical issues, which arise in experimentation, are identified. The chapter also discusses how digital developments in marketing research are enabling researchers to conduct improved and/or new forms of experimentation. We begin with an example that encapsulates the opportunities inherent in the application and process of experimentation.

Real research

How the tone and wording of advertisements interact

There are many examples of positive and negative advertisements. For instance, in a positive advert, Sony showed a young woman sitting in a café chatting on the phone. It would seem she was enjoying her leisure time by using her mobile phone. In contrast, the Red Cross showed an advert with one of its volunteers holding a young boy while the characters look at a war-torn landscape. The caption read, ‘Whatever the future holds, we’ll be there.’ By focusing on negative aspects, and how the Red Cross can overcome such a situation, the advert was taking a sad affective tone. Affective tone is defined here as the overall feeling of the advertisement. In a study to draw together the two constructs of message affect and framing, an experiment was conducted to discover whether and how they interact. The experiment was undertaken in the context of television advertisements for mobile phones. The researchers set two hypotheses for this
study. **H1**: For advertisements with a happy or sad affective tone, positive message frames are more persuasive than negative message frames. **H2**: Advertisements with the incongruous positive (negative) frame and sad (happy) tone are more persuasive than the congruous negative (positive) frame and sad (happy) tone. The method designed to test these competing hypotheses was a 2 (affective tone: happy, sad) × 2 (message framing: positive, negative) between-subjects factorial design. A total of 187 participants were randomly assigned to treatment conditions. Mobile telephones were chosen as the context for the advert as they were known to be important but not crucial items to the participant sample. Message framing was manipulated by inserting three attributes of information on a black screen background (i.e. convenience, business productivity and personal security). For the positive framing conditions this meant the following words being displayed on screen (negative framing in parentheses).

<table>
<thead>
<tr>
<th>A mobile offers you:</th>
<th>(No mobile means):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convenience</td>
<td>(Inconvenience)</td>
</tr>
<tr>
<td>Greater productivity</td>
<td>(Being unproductive)</td>
</tr>
<tr>
<td>Personal security in emergencies</td>
<td>(Isolation in emergencies)</td>
</tr>
</tbody>
</table>

Participants were told that the purpose of the study was to find out how people evaluate TV programmes and adverts. An episode of *The Simpsons* was then played, followed by the advert, after which participants completed a questionnaire. The choice of TV programme was based on showing the participants a programme that would keep the attention-levels high, distract participants away from the purpose of the experiment and minimise the biases associated with lab experimentation. The entire procedure took less than 37 minutes to complete. The results showed that for adverts with a positive affective tone, it was negative frames rather than positive frames that produced the most favourable attitudes. This result was in accordance with **H2**. By contrast, for adverts with a negative affective tone, using positive framing appeared to be the most persuasive, which supported the negative state avoidance rationale for **H1** and the incongruity rationale for **H2**. The experiment revealed two alternative yet complementary perspectives of the relationship between message affect and framing.

### Concept of causality

**Causality**

Causality applies when the occurrence of X increases the probability of the occurrence of Y.

Experimentation is commonly used to infer causal relationships. The concept of *causality* requires some explanation. The scientific concept of causality is complex. ‘Causality’ means something very different to the average person on the street than to a scientist. A statement such as ‘X causes Y’ will have the following meanings to an ordinary person and to a scientist:

<table>
<thead>
<tr>
<th>Ordinary meaning</th>
<th>Scientific meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>X is the only cause of Y</td>
<td>X is only one of a number of possible causes of Y</td>
</tr>
<tr>
<td>X must always lead to Y</td>
<td>The occurrence of X makes the occurrence of Y more probable (X is a probabilistic cause of Y)</td>
</tr>
<tr>
<td>It is possible to prove that X is a cause of Y</td>
<td>We can never prove that X is a cause of Y. At best, we can infer that X is a cause of Y</td>
</tr>
</tbody>
</table>

The scientific meaning of causality is more appropriate to marketing research than is the ordinary meaning. Marketing effects are caused by multiple variables and the relationship
between cause and effect tends to be probabilistic. Moreover, we can never prove causality (i.e. demonstrate it conclusively); we can only infer a cause-and-effect relationship. In other words, it is possible that the true causal relation, if one exists, will not have been identified.

We further clarify the concept of causality by discussing the conditions for causality.

**Conditions for causality**

Before making causal inferences, or assuming causality, three conditions must be satisfied: (1) concomitant variation; (2) time order of occurrence of variables; and (3) elimination of other possible causal factors. These conditions are necessary but not sufficient to demonstrate causality. No one of these three conditions, or all three conditions combined, can demonstrate decisively that a causal relationship exists. These conditions are explained in more detail in the following sections.

**Concomitant variation**

Concomitant variation is the extent to which a cause, \( X \), and an effect, \( Y \), occur together or vary together in the way predicted by the hypothesis under consideration. Evidence pertaining to concomitant variation can be obtained in a qualitative or quantitative manner.

For example, in the qualitative case, the management of a travel company may believe that the retention of customers is highly dependent on the quality of its service. This hypothesis could be examined by assessing concomitant variation. Here, the causal factor \( X \) is service level and the effect factor \( Y \) is retention level. A concomitant variation supporting the hypothesis would imply that travel companies with satisfactory levels of service would also have a satisfactory retention of customers. Likewise, travel companies with unsatisfactory service would exhibit unsatisfactory retention of customers. If, on the other hand, the opposite pattern was found, we would conclude that the hypothesis was untenable.

For a quantitative example, consider a random survey of 1,000 participants questioned about the purchasing of a skiing holiday. This survey yields the data in Table 11.1. The participants have been classified into high- and low-education groups based on a median or even split. This table suggests that the purchase of a skiing holiday is influenced by education level. Participants with high education are more likely to purchase a skiing holiday: 73% of the participants with high education have a high purchase level, whereas only 64% of those with low education have a high purchase level. Furthermore, this is based on a relatively large sample of 1,000 participants.

Based on this evidence, can we conclude that high education causes a high purchasing level of skiing holidays? Certainly not! All that can be said is that association makes the hypothesis more tenable; it does not prove it. What about the effect of other possible causal factors, such as income? Skiing holidays can be expensive, so people with higher incomes may be more able to afford them. Table 11.2 shows the relationship between the purchase of

<table>
<thead>
<tr>
<th>Table 11.1 Evidence of concomitant variation between purchase of a skiing holiday and education</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purchase of a skiing holiday from a travel company, ( Y )</strong></td>
</tr>
<tr>
<td><strong>Education, ( X )</strong></td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td>Low</td>
</tr>
</tbody>
</table>
a skiing holiday and education for different income segments. This is equivalent to holding
the effect of income constant. Here, again, the sample has been split at the median to produce
high- and low-income groups of equal size. Table 11.2 shows that the difference in purchasing
levels of a skiing holiday between high- and low-education participants has been reduced
considerably. This suggests that the association indicated by Table 11.1 may be spurious.

We could give similar examples to show why the absence of initial evidence of concomi-
tant variation does not imply that there is no causation. It is possible that considering a third
variable will crystallise an association that was originally obscure. The time order of the
occurrence of variables provides additional insights into causality.

### Time order of occurrence of variables

The time order of occurrence condition states that the causing event must occur either before
or simultaneously with the effect; it cannot occur afterwards. By definition, an effect cannot
be produced by an event that occurs after the effect has taken place. It is possible, however,
for each event in a relationship to be both a cause and an effect of the other event. In other
words, a variable can be both a cause and an effect in the same causal relationship. To illus-
trate, customers who shop frequently in a particular supermarket are more likely to have a
loyalty card for that supermarket. In addition, customers who have a loyalty card for a super-
market are likely to shop there frequently.

Consider travel companies and the challenge of retaining their customers. If the quality of
their service offering is the cause of retention, then improvements in service must be made
before, or at least simultaneously with, an increase in retention. These improvements might
consist of training or hiring more staff in their branches. Then, in subsequent months, the
retention of customers should increase. Alternatively, retention may increase simultaneously
with the training or hiring of additional branch staff. On the other hand, suppose that a travel
company experienced an appreciable increase in the level of retaining customers and then
decided to use some of that money generated to retrain its branch staff, leading to an improve-
ment in service. In this case, the improved service quality cannot be a cause of increased
retention; rather, just the opposite hypothesis might be plausible.

### Absence of other possible causal factors

The absence of other possible causal factors means that the factor or variable being investigat-
gated should be the only possible causal explanation. Travel company service quality may be a

<table>
<thead>
<tr>
<th>Table 11.2</th>
<th>Purchase of skiing holiday by income and education</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low-income</strong></td>
<td></td>
</tr>
<tr>
<td>Purchase</td>
<td>High</td>
</tr>
<tr>
<td>Education</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td><strong>High-income</strong></td>
<td></td>
</tr>
<tr>
<td>Purchase</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Low</td>
</tr>
</tbody>
</table>
cause of retention if we can be sure that changes in all other factors affecting retention – pricing, advertising, promotional offers, product characteristics, competition and so forth – were held constant or were otherwise controlled.

In an after-the-fact examination of a situation, we can never confidently rule out all other causal factors. In contrast, with experimental designs it is possible to control some of the other causal factors. It is also possible to balance the effects of some of the uncontrolled variables so that only random variations resulting from these uncontrolled variables will be measured. These aspects are discussed in more detail later in this chapter.

The difficulty of establishing a causal relationship is illustrated by the following example. If you were to design this experiment, imagine trying to pinpoint what ‘creativity’ means in the context of designing an advertisement.

### Real research

**Advertising creativity matters**

A common view is that creativity is a mission of the entire advertising industry, its raison d’être. In a frequently cited study, wasteful advertising creativity in advertising agencies in the form of an abundance of creative ideas yielded more effective advertisements in the long term. An experiment was undertaken to test the notion of wasteful advertising. The aim was to see whether an abundance of creativity in a single advertisement yielded positive effects. To test their hypotheses, the researchers wished to compare responses between consumers who had been exposed to a more creative versus a less creative advertisement for the same brand with the same message. To do this they chose a 2 (more creative/less creative advertisement) × 2 (perceived creativity before/after) experimental design, where participants were randomly assigned to one of the four cells. To avoid stimulus-specific effects, four different brands and accompanying messages were used for a total of 16 experiment cells. All four brands were established and well known in their respective product categories (pain relief, coffee, vodka and condoms). Four pairs of print advertisements were developed, one pair for each brand. Print advertisements usually have three main elements: the brand, text and visuals. In creating test material, the brand and the visuals were kept constant, while the text was varied to communicate the same message in a more (employing rhetorical figures) or less (without rhetorical figures) creative way. The number of words was kept constant. The participants were recruited from an access panel to represent the adult working population. In total, 1,284 consumers participated in the study, making a cell size of approximately 80 participants. Participants were randomly exposed to one of the stimulus print advertisements online and then directly completed a questionnaire. The results showed that waste in advertising creativity mattered. Rather than improving the functionality of an advertisement and pushing the message into consumers’ minds (which conventional wisdom held to be the major benefit of creativity), an extra degree of creativity may send signals about the advertiser that rub off on consumer perceptions of the brand. More versus less creative advertising signalled greater effort on the advertiser’s behalf and was taken as proof of the brand’s smartness, and ability to solve problems and develop valuable products. As a result, consumers became more interested in the brand and perceived it to be of higher quality.
The visual characteristics of ‘creativity’ were not tested in this example, which could have had a major impact upon how participants view the creativity of an advert. This does not mean that the experiment has no value, far from it, but it does illustrate the challenges inherent in establishing cause-and-effect relationships. If, as this example indicates, it is difficult to establish cause-and-effect relationships, what is the role of evidence obtained in experimentation?

Evidence of concomitant variation, time order of occurrence of variables and elimination of other possible causal factors, even if combined, still does not demonstrate conclusively that a causal relationship exists. If all the evidence is strong and consistent, however, it may be reasonable to conclude that there is a causal relationship. Accumulated evidence from several investigations increases our confidence that a causal relationship exists. Confidence is further enhanced if the evidence is interpreted in light of intimate conceptual knowledge of the problem situation. Controlled experiments can provide strong evidence on all three conditions.

### Definitions and concepts

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Variables that are manipulated by the researcher and whose effects are measured and compared.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test units</td>
<td>Individuals, organisations or other entities whose responses to independent variables or treatments are being studied.</td>
</tr>
<tr>
<td>Dependent variables</td>
<td>Variables that measure the effect of the independent variables on the test units.</td>
</tr>
<tr>
<td>Extraneous variables</td>
<td>Variables, other than dependent and independent variables, which may influence the results of the experiment.</td>
</tr>
<tr>
<td>Experiment</td>
<td>The process of manipulating one or more independent variables and measuring their effect on one or more dependent variables, while controlling for the extraneous variables.</td>
</tr>
<tr>
<td>Experimental design</td>
<td>The set of experimental procedures specifying: (1) the test units and sampling procedures; (2) the independent variables; (3) the dependent variables; and (4) how to control the extraneous variables.</td>
</tr>
</tbody>
</table>

In this section, we define some basic concepts and illustrate them using the Real Research ‘Advertising creativity matters’ experiment detailed above:

- **Independent variables.** Independent variables are variables or alternatives that are manipulated (i.e. the levels of these variables are changed by the researcher) and whose effects are measured and compared. These variables, also known as treatments, may include price levels, package designs and advertising themes. In the advertising creativity example, the independent variable was the text used to communicate a message (i.e. ‘more’ or ‘less’ creative).

- **Test units.** Test units are individuals, organisations or other entities whose response to the independent variables or treatments is being examined. Test units may include consumers, stores or geographical areas. In the advertising creativity example, the test units were consumers.

- **Dependent variables.** Dependent variables are the variables that measure the effect of the independent variables on the test units. These variables may include sales, profits and market shares. In the advertising creativity example, the dependent variable was a measure of favourable attitudes towards the brand being advertised.

- **Extraneous variables.** Extraneous variables are all variables other than the independent variables that affect the response of the test units. These variables can confound the dependent variable measures in a way that weakens or invalidates the results of the experiment. In the advertising creativity example, product categories, brands, visuals and number of words were extraneous variables that had to be controlled.

- **Experiment.** An experiment is formed when the researcher manipulates one or more independent variables and measures their effect on one or more dependent variables, while controlling for the effect of extraneous variables. The advertising creativity research project qualifies as an experiment based on this definition.

- **Experimental design.** An experimental design is a set of procedures specifying: (1) the test units and how these units are to be divided into homogeneous subsamples; (2) what independent variables or treatments are to be manipulated; (3) what dependent variables are to be measured; and (4) how the extraneous variables are to be controlled. As a further illustration of these definitions, consider the following example.
Advertisers are engaging consumers in a game of 'hide-and-seek' by embedding brand messages. This strategy, known as branded entertainment, involves integrating elements of brand communication into content that consumers seek out for entertainment. One form of branded entertainment is the advergame, a videogame designed around a brand. Researchers felt that a high degree of thematic connection between an advergame and a brand should strengthen the bond between the game and the brand. This could result in a stronger connection between conditioned brand attitudes and attitude towards the game. This pattern of attitude conditioning should become manifest in a stronger observed relationship between attitude towards the game and attitude towards the brand (dependent variable) as a result of playing advergames with a high degree of thematic connection to the brand, compared with playing advergames with low thematic connection to the brand.

The primary hypothesis of an experiment to test this connection was:

**H1:** There is a stronger positive relationship between attitude towards the game and attitude towards the brand for advergames with a high thematic connection between the game and the brand than for advergames with low thematic connection.

To test this hypothesis, an experiment was created by the travel company Orbitz (www.orbitz.com) in which adult participants (test units) played two advergames. The manipulation of the thematic connection involved randomly assigning participants to one of two groups, such that they play either games with a travel-related theme or games that have little to do with travel (experimental design). Attitude towards Orbitz was measured both before the experiment and after participants finished playing the games, at which point they also indicated how much they enjoyed the gaming experience. Participants played two randomly assigned advergames, both with either high or low thematic connection (independent variables). Participants in the high-thematic connection advergame condition played 'Find Your Hotel' and 'Gondoliero', both of which had a travel-related theme that reinforced the association between Orbitz and travel. The object of 'Find Your Hotel' was to negotiate a series of obstacles and find a hotel; the object of 'Gondoliero' was to win a series of gondola races set in the canals of Venice. Participants in the low-thematic connection advergame condition played 'Paper Football' and 'Sink The Putt'. 'Paper Football' was based on a table game in which one person tries to flick a folded paper triangle between a set of goalposts that another person has made with their fingers. 'Sink The Putt' was a computerised version of miniature golf, in which participants tried to putt a ball into a hole in the fewest possible shots. After entering the laboratory, participants sat at computers (extraneous variable) and provided their informed consent. The study instructions told participants that the researchers were interested in their attitudes towards different online travel companies and indicated how to complete a brand attitude pre-test. When participants had finished playing and evaluating both games, they filled out a post-test measure of brand attitude. The entire experiment lasted approximately one hour. The results suggested that the most effective advergame executions involved the design of product-relevant games. This could be done by building games that engaged players in activities related to a behaviour they would do if they purchased the sponsoring brand's product. Such efforts may be easier in some product categories than in others. Travel, the category used in this experiment, should be a fairly easy context around which to build product-relevant games.
In the preceding experiment, the independent variable that was manipulated was the level of thematic connection between the brand and game. The dependent variable was the strength of the observed relationship between attitude towards the game and attitude towards the brand. An extraneous variable that was controlled was the device that the advergame was played on – the computer. Games players may engage in different manners dependent upon the gaming device they use. The test units were adult participants. The experimental design required the random assignment of participants to treatment groups (travel related or little to do with travel).

**Definition of symbols**

To facilitate our discussion of extraneous variables and specific experimental designs, we define a set of symbols now commonly used in marketing research:

\[ X = \text{the exposure of a group to an independent variable, treatment or event, the effects of which are to be determined} \]

\[ O = \text{the process of observation or measurement of the dependent variable on the test units or group of units} \]

\[ R = \text{the random assignment of participants or groups to separate treatments} \]

In addition, the following conventions are adopted:

- Movement from left to right indicates movement through time.
- Horizontal alignment of symbols implies that all those symbols refer to a specific treatment group.
- Vertical alignment of symbols implies that those symbols refer to activities or events that occur simultaneously.

For example, the symbolic arrangement

\[ X \ O_1 \ O_2 \]

means that a given group of participants was exposed to the treatment variable (X) and the response was measured at two different points in time–O1 and O2.

Likewise, the symbolic arrangement

\[ R \ X_1 \ O_1 \]
\[ R \ X_2 \ O_2 \]

means that two groups of participants were randomly assigned to two different treatment groups at the same time, and the dependent variable was measured in the two groups simultaneously.

**Validity in experimentation**

When conducting an experiment, a researcher has two goals: (1) to draw valid conclusions about the effects of independent variables on the study group; and (2) to make valid generalisations to a larger population of interest. The first goal concerns internal validity, the second external validity. Internal validity refers to whether the manipulation of the independent variables or treatments actually caused the observed effects on the dependent variables. Thus, internal validity
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refers to whether the observed effects on the test units could have been caused by variables other than the treatment. If the observed effects are influenced or confounded by extraneous variables, it is difficult to draw valid inferences about the causal relationship between the independent and dependent variables. Internal validity is the basic minimum that must be present in an experiment before any conclusion about treatment effects can be made. Without internal validity, the experimental results are confounded. Control of extraneous variables is a necessary condition for establishing internal validity.

External validity

External validity refers to whether the cause-and-effect relationships found in the experiment can be generalised. In other words, can the results be generalised beyond the experimental situation and, if so, to what populations, settings, times, independent variables and dependent variables can the results be projected?10 Threats to external validity arise when the specific set of experimental conditions does not realistically take into account the interactions of other relevant variables in the real world.

It is desirable to have an experimental design that has both internal and external validity, but in applied marketing research we often have to trade one type of validity for another.11 To control for extraneous variables, a researcher may conduct an experiment in an artificial environment. This enhances internal validity, but it may limit the generalisability of the results, thereby reducing external validity. For example, pizza restaurants test customers’ preferences for new formulations of menu items in test kitchens. Can the effects measured in this environment be generalised to pizza restaurants that may operate in a variety of other environments? (Further discussion on the influence of artificiality on external validity may be found in the section of this chapter on laboratory versus field experimentation.) Regardless of the deterrents to external validity, if an experiment lacks internal validity, it may not be meaningful to generalise the results. Factors that threaten internal validity may also threaten external validity, the most serious of these being extraneous variables.

Extraneous variables

In this section, we classify extraneous variables in the following categories: history, maturation, testing effects, instrumentation, statistical regression, selection bias and mortality.

History

Contrary to what the name implies, history (H) does not refer to the occurrence of events before the experiment. Rather, history refers to specific events that are external to the experiment but that occur at the same time as the experiment. These events may affect the dependent variable. Consider the following experiment:

\[ O_1, X_1, O_2 \]

where \( O_1 \) and \( O_2 \) are measures of ticket sales to a weekend break built around visiting the Christmas market in Nuremberg, Germany, and \( X_1 \) represents a new promotional campaign. The difference \( (O_2 - O_1) \) is the treatment effect. Suppose that the experiment revealed that there was no difference between \( O_2 \) and \( O_1 \). Can we then conclude that the promotional campaign was ineffective? Certainly not! The promotional campaign, \( X_1 \), is not the only possible explanation of the difference between \( O_2 \) and \( O_1 \). The campaign might well have been effective. What if general economic conditions declined during the experiment and the local area was particularly hard hit by redundancies through several employers closing down their operations (history)? Conversely, even if there was some difference between \( O_2 \) and \( O_1 \), it may be incorrect to conclude that the campaign was effective if history was not controlled, because the experimental
effects might have been confounded by history. The longer the time interval between observations, the greater the possibility that history will confound an experiment of this type.\textsuperscript{12}

**Maturation**

Maturation (MA) is similar to history except that it refers to changes in participants themselves. These changes are not caused by the impact of independent variables or treatments but occur with the passage of time. In an experiment involving people, maturation takes place as people become older, more experienced, tired, bored or uninterested. Tracking and market studies that span several months are vulnerable to maturation, since it is difficult to know how participants are changing over time.

Maturation effects also extend to test units other than people. For example, consider the case in which the participants or test units are travel companies. Travel companies change over time in terms of personnel, physical layout, decoration and the range of holidays and services they have to offer.

**Testing effects**

Testing effects are caused by the process of experimentation. Typically, these are the effects on the experiment of taking a measure on the dependent variable before and after the presentation of the treatment. There are two kinds of testing effects: (1) main testing effect (MT), and (2) interactive testing effect (IT).

The main testing effect (MT) occurs when a prior observation affects a later observation. Consider an experiment to measure the effect of advertising on attitudes towards taking a holiday in Egypt. Imagine that participants are given a pre-treatment questionnaire measuring background information and attitude towards holidaying in Egypt. They are then exposed to the test advertisement embedded in a TV programme. After viewing the advertisement, the participants again answer a questionnaire measuring, among other things, attitude towards holidaying in Egypt.

Suppose that there was no difference between the pre- and post-treatment attitudes. Can we conclude that the advertisement was ineffective? An alternative explanation might be that the participants tried to maintain consistency between their pre- and post-treatment attitudes. As a result of the main testing effect, post-treatment attitudes were influenced more by pre-treatment attitudes than by the treatment itself. The main testing effect may also be reactive, causing the participants to change their attitudes simply because these attitudes have been measured. The main testing effect compromises the internal validity of the experiment.

In the interactive testing effect (IT), a prior measurement affects the participants’ response to the independent variable. Continuing with our advertising experiment, when people are asked to indicate their attitudes towards taking a holiday in Egypt, they become more aware of Egyptian holidays: they are sensitised to Egyptian holidays and become more likely to pay attention to the test advertisement than are people who were not included in the experiment. The measured effects are then not generalisable to the population; therefore, the interactive testing effects influence the experiment’s external validity.\textsuperscript{13}

**Instrumentation**

Instrumentation (I) refers to changes in the measuring instrument, in the observers or in the scores themselves. Sometimes measuring instruments are modified during the course of an experiment. In the Egyptian holiday experiment, using a newly designed questionnaire to measure the post-treatment attitudes could lead to variations in the responses obtained. Consider an experiment in which sales at a shoe shop are measured before and after exposure to a promotional offer of a discounted music festival ticket (treatment). If there is a non-experimental price change between $O_1$ and $O_2$, this could result in a change in instrumentation, because European sales may be measured using different unit prices. In this case, the treatment effect ($O_2 - O_1$) could be attributed to a change in instrumentation.
Instrumentation effects are likely when interviewers make pre- and post-treatment measurements. The effectiveness of interviewers can be different at different times.

**Statistical regression**

Statistical regression (SR) effects occur when participants with extreme scores move closer to the average score during the course of the experiment. In the Egyptian holiday advertising experiment, suppose that in a pre-test measurement some participants had either very favourable or very unfavourable attitudes towards the country of Egypt. On post-treatment measurement, their attitudes might have moved towards the average. Consumer attitudes change continuously for a wide variety of reasons. Consumers with extreme attitudes have more room for change, so variation may be more likely. This has a confounding effect on the experimental results, because the observed effect (change in attitude) may be attributable to statistical regression rather than to the treatment (test advertisement).

**Selection bias**

Selection bias (SB) refers to the improper assignment of participants to treatment conditions. This bias occurs when selection or assignment of participants results in treatment groups that differ on the dependent variable before the exposure to the treatment condition. If participants self-select their own groups, or are assigned to groups on the basis of the researchers’ judgement, selection bias is possible. For example, consider an experiment in which two different merchandising displays (old static display and new audio-visual display) are assigned to different branches of a travel company. The branches in the two groups may not be equivalent to begin with. They may vary with respect to a key characteristic, such as branch size. Branch size is likely to affect the sales of holidays, regardless of which merchandising display was assigned to a branch.

**Mortality**

Mortality (MO) refers to the loss of participants while the experiment is in progress. This happens for many reasons, such as participants refusing to continue in the experiment. Mortality confounds results because it is difficult to determine whether the lost participants would respond in the same manner to the treatments as those that remain. Consider again the merchandising display experiment. Suppose that during the course of the experiment, three branches in the new audio-visual display drop out because they feel the noise is not conducive to negotiations with certain types of client (e.g. the type of customer that would spend 10,000 on a luxury cruise). The researcher could not determine whether the average sales of holidays for the new display would have been higher or lower if these three branches had continued in the experiment. The various categories of extraneous variables are not mutually exclusive; they can occur jointly and also interact with each other. To illustrate, testing–maturation–mortality refers to a situation in which, because of pre-treatment measurement, the participants’ beliefs and attitudes change over time and there is a differential loss of participants from the various treatment groups.

**Controlling extraneous variables**

Extraneous variables represent alternative explanations of experimental results. They pose a serious threat to the internal and external validity of an experiment. Unless they are controlled, they affect the dependent variable and thus confound the results. For this reason, they are also called confounding variables. There are four ways of controlling extraneous variables: randomisation, matching, statistical control and design control.
Randomisation

Randomisation refers to the random assignment of participants to experimental groups by using random numbers. Treatment conditions are also randomly assigned to experimental groups. In the three Real Research examples presented above, participants were randomly assigned. To illustrate further in an experiment of a test advertisement, participants may be randomly assigned to one of three experimental groups. One of the three versions of the test advertisement, selected at random, is administered to each group. As a result of random assignment, extraneous factors can be represented equally in each treatment condition. Randomisation is the preferred procedure for ensuring the prior equality of experimental groups, but it may not be effective when the sample size is small because it merely produces groups that are equal on average. It is possible, though, to check whether randomisation has been effective by measuring the possible extraneous variables and comparing them across the experimental groups.

Matching

Matching involves comparing participants on a set of key background variables before assigning them to the treatment conditions. In the merchandising display (old static display and new audio-visual display) experiment, travel company branches could be matched on the basis of turnover, size, proportion of retail to corporate clients, or location. Then one branch from each matched pair would be assigned to each experimental group.

Matching has two drawbacks. First, participants can be matched on only a few characteristics, so the participants may be similar on the variables selected but unequal on others. Second, if the matched characteristics are irrelevant to the dependent variable, then the matching effort has been futile.

Statistical control

Statistical control involves measuring the extraneous variables and adjusting for their effects through statistical analysis. This was illustrated in Table 11.2, which examined the relationship (association) between purchase of skiing holidays and education, controlling for the effect of income. More advanced statistical procedures, such as analysis of covariance (ANCOVA), are also available. In ANCOVA, the effects of the extraneous variable on the dependent variable are removed by an adjustment of the dependent variable’s mean value within each treatment condition. (ANCOVA is discussed in more detail in Chapter 17.)

Design control

Design control involves the use of experiments designed to control specific extraneous variables. The types of controls made possible by suitably designing the experiment are illustrated with the following example.

Real research

Controlled-distribution electronic test markets are used increasingly to conduct experimental research on new products. This method makes it possible to create a design that controls for several extraneous factors. The control can allow for the manipulation of variables that can affect the success of new products. In manipulating variables, it is possible to ensure that a new product:
This example shows that controlled-distribution electronic test markets can be effective in controlling for specific extraneous variables. Extraneous variables can also be controlled by adopting specific experimental designs, as described in the next section.

### A classification of experimental designs

Experimental designs may be classified as **pre-experimental**, **true experimental**, **quasi-experimental** and **statistical designs**; see Figure 11.1.

Pre-experimental designs do not employ randomisation procedures to control for extraneous factors. Examples of these designs include the one-shot case study, the one-group pre-test–post-test design and the static group. In true experimental designs, the researcher can randomly assign participants to experimental groups and also randomly assign treatments to experimental groups. Included in this category are the pre-test–post-test control group design, the post-test-only control group design and the Solomon four-group design. Quasi-experimental designs result when the researcher is unable to achieve full manipulation of scheduling or allocation of treatments to participants but can still apply part of the apparatus of the experimentation. Two such designs are time series and multiple time series designs. A statistical design is a...
series of basic experiments that allows for statistical control and analysis of external variables. Statistical designs are classified based on their characteristics and use. The important statistical designs include randomised block, Latin square and factorial.17

We begin our discussion with the first type of experimental design: pre-experimental.

### Pre-experimental designs

#### Statistical designs

Designs that allow for the statistical control and analysis of external variables.

#### One-shot case study

A pre-experimental design in which a single group of participants is exposed to a treatment X, and then a single measurement of the dependent variable is taken.

#### One-group pre-test–post-test design

A pre-experimental design in which a group of participants is measured twice. First a pre-treatment measure is taken \((O_1)\), then the group is exposed to the treatment \((X)\). Finally, a post-treatment measure is taken \((O_2)\). The treatment effect is computed as \((O_2 - O_1)\) but the validity of this conclusion is questionable since extraneous variables are largely uncontrolled. History, maturation, testing (both main and interactive testing effects), instrumentation, selection, mortality and regression could possibly be present.

#### Static group design

The static group is a two-group experimental design. One group, called the experimental group (EG), is exposed to the treatment, and the other, called the control group (CG), is not. Measurements on both groups are made only after the treatment, and participants are not assigned at random. This design may symbolically be described as:

\[
\begin{align*}
&\text{EG: } X O_1 \\
&\text{CG: } O_2
\end{align*}
\]

The treatment effect would be measured as \((O_1 - O_2)\). Notice that this difference could also be attributed to at least two extraneous variables (selection and mortality). Because participants
are not randomly assigned, the two groups (EG and CG) may differ before the treatment, and selection bias may be present. There may also be mortality effects, as more participants may withdraw from the experimental group than from the control group. This would be particularly likely to happen if the treatment were unpleasant.

In practice, a control group is sometimes defined as the group that receives the current level of marketing activity, rather than a group that receives no treatment at all. The control group is defined in this way because it is difficult to reduce current marketing activities, such as advertising and personal selling, to zero.

### True experimental designs

The distinguishing feature of true experimental designs, compared with pre-experimental designs, is randomisation. In true experimental designs, the researcher randomly assigns participants to experimental groups and treatments to experimental groups. True experimental designs include the pre-test–post-test control group design, the post-test-only control group design and the Solomon four-group design.

#### Pre-test–post-test control group design

In the **pre-test–post-test control group design**, participants are randomly assigned to either the experimental or the control group and a pre-treatment measure is taken on each group. Then the treatment is applied to the experimental group, and a post-treatment measure is taken from both groups. This design is symbolised as:

\[
\begin{align*}
\text{EG:} & \quad R \quad O_1 \quad X \quad O_2 \\
\text{CG:} & \quad R \quad O_3 \quad O_4 
\end{align*}
\]

The treatment effect (TE) is measured as:

\[
(O_2 - O_1) - (O_4 - O_3)
\]

This design controls for most extraneous variables. Selection bias is eliminated by randomisation. The other extraneous effects are controlled as follows:

\[
\begin{align*}
O_2 - O_1 &= \text{TE} + H + MA + MT + IT + I + SR + MO \\
O_4 - O_3 &= H + MA + MT + I + SR + MO \\
&= \text{EV (extraneous variables)}
\end{align*}
\]

where the symbols for the extraneous variables are as defined previously. The experimental result is obtained by:

\[
(O_2 - O_1) - (O_4 - O_3) = \text{TE} + \text{IT}
\]

The interactive testing effect is not controlled, because of the effect of the pre-test measurement on the reaction of participants in the experimental group to the treatment.

The pre-test–post-test control group design involves two groups and two measurements on each group. A simpler design is the post-test-only control group design.

#### Post-test-only control group design

The **post-test-only control group design** does not involve any pre-measurement. It may be symbolised as:

\[
\begin{align*}
\text{EG:} & \quad R \quad X \quad O_1 \\
\text{CG:} & \quad R \quad O_2
\end{align*}
\]
The treatment effect is obtained by:

$$TE = O_1 - O_2$$

This design is fairly simple to implement. Because there is no pre-measurement, the testing effects are eliminated, but this design is sensitive to selection bias and mortality. It is assumed that the two groups are similar in terms of pre-treatment measures on the dependent variable because of the random assignment of participants to groups. Because there is no pre-treatment measurement, this assumption cannot be checked. This design is also sensitive to mortality. It is difficult to determine whether those in the experimental group who discontinue the experiment are similar to their counterparts in the control group. Yet another limitation is that this design does not allow the researcher to examine changes in individual participants.

It is possible to control for selection bias and mortality through carefully designed experimental procedures. Examination of individual cases is often not of interest. On the other hand, this design possesses significant advantages in terms of time, cost and sample size requirements. It involves only two groups and only one measurement per group. Because of its simplicity, the post-test-only control group design is probably the most popular design in marketing research. Note that, except for pre-measurement, the implementation of this design is very similar to that of the pre-test–post-test control group design.

**Solomon four-group design**

When information about the changes in the attitudes of individual participants is desired, the **Solomon four-group design** should be considered. The Solomon four-group design overcomes the limitations of the pre-test–post-test control group and post-test-only control group designs in that it explicitly controls for the interactive testing effect, in addition to controlling for all the other extraneous variables. However, this design has practical limitations: it is expensive and time-consuming to implement. Hence, it is not considered further.18

In all true experimental designs, the researcher exercises a high degree of control. In particular, the researcher can control when the measurements are taken, on whom they are taken and the scheduling of the treatments. Moreover, the researcher can randomly select the test units and randomly expose test units to the treatments. In some instances, the researcher cannot exercise this kind of control; then quasi-experimental designs should be considered.

**Quasi-experimental designs**

A quasi-experimental design results under the following conditions. First, the researcher cannot control when measurements are taken and on whom they are taken. Second, the researcher lacks control over the scheduling of the treatments and also is unable to expose participants to the treatments randomly.19 Quasi-experimental designs are useful because they can be used in cases when true experimentation cannot be used, and because they are quicker and less expensive.

Because full experimental control is lacking, the researcher must consider the specific variables that are not controlled. Popular forms of quasi-experimental designs are time series and multiple time series designs.
**Time series design**

The **time series design** involves a series of periodic measurements on the dependent variable for a group of participants. The treatment is then administered by the researcher or occurs naturally. After the treatment, periodic measurements are continued to determine the treatment effect. A time series experiment may be symbolised as:

\[ O_1 \ O_2 \ O_3 \ O_4 \ O_5 \ O_6 \ O_7 \ O_8 \ O_9 \ O_{10} \]

This is a quasi-experiment, because there is no randomisation of participants to treatments, and the timing of treatment presentation, as well as which participants are exposed to the treatment, may not be within the researcher’s control (hence no specific X symbolised above).

Taking a series of measurements before and after the treatment provides at least partial control for several extraneous variables. Maturation is at least partially controlled, because it would not affect \( O_5 \) and \( O_6 \) alone but would also influence other observations. By similar reasoning, the main testing effect and statistical regression are controlled as well. If the participants are selected randomly or by matching, selection bias can be reduced. Mortality may pose a problem, but it can be largely controlled by paying a premium or offering other incentives to participants.

The major weakness of the time series design is the failure to control history. Another limitation is that the experiment may be affected by the interactive testing effect because multiple measurements are being made on the participants. Nevertheless, time series designs are useful. The effectiveness of a test advertisement (X) may be examined by broadcasting the advertisement a predetermined number of times and examining the data from a pre-existing test panel. Although the marketer can control the scheduling of the test advertisement, it is uncertain when or whether the panel members are exposed to it. The panel members’ purchases before, during and after the campaign are examined to determine whether the test advertisement has a short-term effect, a long-term effect or no effect.

**Multiple time series design**

The **multiple time series design** is similar to the time series design except that another group of participants is added to serve as a control group. Symbolically, this design may be described as:

\[
\text{EG: } O_1 \ O_2 \ O_3 \ O_4 \ O_5 \ X \ O_6 \ O_7 \ O_8 \ O_9 \ O_{10} \\
\text{CG: } O_{11} \ O_{12} \ O_{13} \ O_{14} \ O_{15} \ O_{16} \ O_{17} \ O_{18} \ O_{19} \ O_{20}
\]

If the control group is carefully selected, this design can be an improvement over the simple time series experiment. The improvement lies in the ability to test the treatment effect twice: against the pre-treatment measurements in the experimental group and against the control group. To use the multiple time series design to assess the effectiveness of an advertisement, the test panel example would be modified as follows. The test advertisement would be shown in only a few of the test cities. Panel members in these cities would make up the experimental group. Panel members in cities where the advertisement was not shown would constitute the control group.

In concluding our discussion of pre-experimental, true experimental and quasi-experimental designs, we summarise in Table 11.3 the potential sources of invalidity that may affect each of these designs. In this table, a minus sign indicates a definite weakness, a plus sign indicates that the factor is controlled, a question mark denotes a possible source of concern and a blank means that the factor is not relevant. It should be remembered that potential sources of invalidity are not the same as actual errors.
### Table 11.3
Potential sources of invalidity of experimental designs

<table>
<thead>
<tr>
<th>Source of invalidity</th>
<th>Internal variables</th>
<th>External variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>History</td>
<td>Maturation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design</th>
<th>History</th>
<th>Maturation</th>
<th>Testing</th>
<th>Instrumentation</th>
<th>Regression</th>
<th>Selection</th>
<th>Mortality</th>
<th>Interaction of testing and X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-experimental designs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One-shot case study</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One-group pretest–post-test design</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>?</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static group comparison</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>True experimental designs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-test–post-test control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R O X O</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>R O O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-test-only control group design</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R X O</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>R O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quasi-experimental designs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time series</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O O O X O O O</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Multiple time series</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>O O O X O O O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O O O O O O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: A minus sign indicates a definite weakness, a plus sign indicates that the factor is controlled, a question mark denotes a possible source of concern and a blank means that the factor is not relevant.

### Statistical designs

Statistical designs consist of a series of basic experiments that allow for statistical control and analysis of external variables. In other words, several basic experiments are conducted simultaneously. Thus, statistical designs are influenced by the same sources of invalidity that affect the basic designs being used. Statistical designs offer the following advantages:

1. The effects of more than one independent variable can be measured.
2. Specific extraneous variables can be statistically controlled.
3. Economical designs can be formulated when each participant is measured more than once.
The most common statistical designs are the randomised block design, the Latin square design and the factorial design.

**Randomised block design**

A randomised block design is useful when there is only one major external variable – such as sales, store size or income of the participant – that might influence the dependent variable. The participants are blocked or grouped on the basis of the external variable. The researcher must be able to identify and measure the blocking variable. By blocking, the researcher ensures that the various experimental and control groups are matched closely on the external variable.

In most marketing research situations, external variables such as sales, store size, store type, location, income, occupation and social class of the participant can influence the dependent variable. Therefore, generally speaking, randomised block designs are more useful than completely random designs (see Table 11.4). Their main limitation is that the researcher can control for only one external variable. When more than one variable must be controlled, the researcher must use Latin square or factorial designs.

<table>
<thead>
<tr>
<th>Block number</th>
<th>Mercedes usage</th>
<th>Treatment groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High</td>
<td>Advertisement A</td>
</tr>
<tr>
<td>2</td>
<td>Medium</td>
<td>Advertisement B</td>
</tr>
<tr>
<td>3</td>
<td>Light</td>
<td>Advertisement C</td>
</tr>
<tr>
<td>4</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>

**Latin square design**

A Latin square design allows the researcher to control statistically two non-interacting external variables as well as to manipulate the independent variable. Each external or blocking variable is divided into an equal number of blocks or levels. The independent variable is also divided into the same number of levels. A Latin square is conceptualised as a table (see Table 11.5), with the rows and columns representing the blocks in the two external variables. The levels of the independent variable are then assigned to the cells in the table. The assignment rule is that each level of the independent variable should appear only once in each row and each column, as shown in Table 11.5.

<table>
<thead>
<tr>
<th>Mercedes usage</th>
<th>Interest in watching Formula One races</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Light and none</td>
<td>Low</td>
</tr>
</tbody>
</table>

Note: A, B and C denote three test advertisements, which have, respectively, no humour, some humour and high humour.
Although Latin square designs are popular in marketing research, they are not without limitations. They require an equal number of rows, columns and treatment levels, which is sometimes problematic. Note that, in the above example, the low users and non-patrons had to be combined to satisfy this requirement. In addition, only two external variables can be controlled simultaneously. Latin squares do not allow the researcher to examine interactions of the external variables with each other or with the independent variable. To examine interactions, factorial designs should be used.

**Factorial design**

A factorial design is used to measure the effects of two or more independent variables at various levels. Unlike the randomised block design and the Latin square, factorial designs allow for interactions between variables. An interaction is said to take place when the simultaneous effect of two or more variables is different from the sum of their separate effects. For example, an individual’s favourite drink might be coffee and favourite temperature level might be cold, but this individual might not prefer cold coffee, leading to an interaction. The following example presents a situation where variables interacted and a factorial design was used.

**Real research**

**Choosing a tour route in South America**

A study was conducted by Spanish researchers on students in their last year of university who wished to make an end-of-year trip for 15 days during their Easter holiday. An experiment was conducted to determine how a holiday package should be designed. More specifically, the researchers wished to determine the tour route and services in South America that would best satisfy the needs of their target market. Four relevant and very specific attributes were chosen for the study: the meal plan (four to eight days on half-board and the rest on bed and breakfast), accommodation at an Amazon lodge, an excursion to Colca Canyon and a sightseeing flight over the Nazca Lines. If all four relevant attributes were chosen, the cost of delivering this would exceed what could be afforded by this target market. Thus, the researchers had to find the exact combination of attributes that gave the best deal as seen by their target market. To ascertain exactly which of these four attributes determined the process of choosing a route, and what effect their interaction generated, they proposed an experiment using a two-level factorial design. The advantages of such a design were that it required very few elemental experiments for each factor, providing them with trends for determining the direction for future experiments and allowing the sequential investigation required by causal analysis.

A factorial design may also be conceptualised as a table. In a two-factor design, each level of one variable represents a row and each level of another variable represents a column. Multi-dimensional tables can be used for three or more factors. Factorial designs involve a cell for every possible combination of treatment variables. Suppose that in the example of a Mercedes advert, in addition to examining the effect of humour, the researcher is also interested in simultaneously examining the effect of the amount of information about the performance of the Mercedes E-Class that came over in the advertisement. Further, the amount of
information is also varied at three levels (high, medium and low). As shown in Table 11.6, this would require $3 \times 3 = 9$ cells. The participants would be randomly selected and randomly assigned to the nine cells. Participants in each cell would receive a specific treatment combination. For example, participants in the upper-left corner cell would view an advertisement that had no-humour and low information about the performance of the Mercedes E-Class. The results reveal a significant interaction between the two factors or variables. Participants with a low amount of Mercedes information preferred the high-humour advertisement (C). Those with a high amount of Mercedes information, however, preferred the no-humour film clip (G). Notice that, although Table 11.6 may appear somewhat similar to Table 11.4, the random assignment of participants and data analysis are very different for the randomised block design and the factorial design.22

<table>
<thead>
<tr>
<th>Amount of Mercedes E-Class information</th>
<th>Amount of humour</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No humour</td>
</tr>
<tr>
<td>Low</td>
<td>A</td>
</tr>
<tr>
<td>Medium</td>
<td>D</td>
</tr>
<tr>
<td>High</td>
<td>G</td>
</tr>
</tbody>
</table>

Table 11.6: An example of a factorial design

The main disadvantage of a factorial design is that the number of treatment combinations increases multiplicatively with an increase in the number of variables or levels. In our example of Table 11.6, if the amount of humour and Mercedes information had five levels each instead of three, the number of cells would jump from 9 to 25. All the treatment combinations are required if all the main effects and interactions are to be measured. If the researcher is interested in only a few of the interactions or main effects, fractional factorial designs may be used. As their name implies, these designs consist of only a fraction, or portion, of the corresponding full factorial design.

Laboratory versus field experiments

Experiments may be conducted in a laboratory or field environment. A laboratory environment is an artificial one that the researcher constructs with the desired conditions specific to the experiment. A field environment is synonymous with actual market conditions. The earlier example of the advergame experiment of designing a videogame around a brand was conducted in a laboratory environment, where participants sat at computers in a given room to play the tested games. The same experiment could also be conducted in a field environment by allowing the participants to play the games on devices wherever they felt comfortable. The differences between the two environments are summarised in Table 11.7.

Laboratory experiments have the following advantages over field experiments:

- The laboratory environment offers a high degree of control because it isolates the experiment in a carefully monitored environment. Therefore, the effects of history can be minimised.
- A laboratory experiment also tends to produce the same results if repeated with similar participants, leading to high internal validity.
- Laboratory experiments tend to use a small number of participants, last for a shorter time, be more restricted geographically and are easier to conduct than field experiments. Hence, they are generally less expensive as well.
Compared with field experiments, laboratory experiments suffer from some main disadvantages:

- The artificiality of the environment may cause reactive error, in that participants react to the situation itself rather than to the independent variable.\(^23\)
- The environment may cause demand artefacts – a phenomenon in which participants attempt to guess the purpose of the experiment and respond accordingly. For example, while viewing a film clip, participants may recall pre-treatment questions about the brand and guess that the advertisement is trying to change their attitudes towards the brand.\(^24\)
- Finally, laboratory experiments are likely to have lower external validity than field experiments. Because a laboratory experiment is conducted in an artificial environment, the ability to generalise the results to the real world may be diminished.

<table>
<thead>
<tr>
<th>Table 11.7</th>
<th>Laboratory versus field experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor</strong></td>
<td><strong>Laboratory</strong></td>
</tr>
<tr>
<td>Environment</td>
<td>Artificial</td>
</tr>
<tr>
<td>Control</td>
<td>High</td>
</tr>
<tr>
<td>Reactive error</td>
<td>High</td>
</tr>
<tr>
<td>Demand artefacts</td>
<td>High</td>
</tr>
<tr>
<td>Internal validity</td>
<td>High</td>
</tr>
<tr>
<td>External validity</td>
<td>Low</td>
</tr>
<tr>
<td>Time</td>
<td>Short</td>
</tr>
<tr>
<td>Number of participants</td>
<td>Small</td>
</tr>
<tr>
<td>Ease of implementation</td>
<td>High</td>
</tr>
<tr>
<td>Cost</td>
<td>Low</td>
</tr>
</tbody>
</table>

It has been argued that artificiality or lack of realism in a laboratory experiment need not lead to lower external validity. One must be aware of the aspects of the laboratory experiment that differ from the situation to which generalisations are to be made. External validity will be reduced only if these aspects interface with the independent variables explicitly manipulated in the experiment, as is often the case in applied marketing research. Another consideration, however, is that laboratory experiments allow for more complex designs than field experiments. Hence, the researcher can control for more factors or variables in the laboratory setting, which increases external validity.\(^25\)

The researcher must consider all these factors when deciding whether to conduct laboratory or field experiments. Field experiments are less common in marketing research than laboratory experiments, although laboratory and field experiments play complementary roles.\(^26\)

**Field experiments in international markets**

If field experiments are difficult to conduct in developed economies, the challenge they pose is greatly increased in less developed markets. In many countries, the marketing, economic, structural, information and technological environment is not developed to the extent that it is in areas such as Western Europe and North America. In some countries in Asia, Africa and South America, much of the population lives in small towns and villages. Yet basic infrastructure such as roads, transportation and warehouse facilities are lacking, making it difficult to achieve desired levels of distribution. Even when experiments are designed in such countries, it is difficult to control for the time order of occurrence of variables and the absence
of other possible causal factors – two of the necessary conditions for causality. Because the researcher has little control over the environment, control of extraneous variables is particularly problematic. Furthermore, it may not be possible to address this problem by adopting the most appropriate experimental design, as environmental constraints may make that design infeasible. Thus, the internal and external validity of field experiments conducted in developing markets is generally lower than in those that are more economically developed.

**Experimental versus non-experimental designs**

In Chapter 3, we discussed three types of research designs: exploratory, descriptive and causal. Of these, it may be argued that causal designs are the most appropriate for inferring and measuring cause-and-effect relationships (though not the only way, as may be argued by the adherents to grounded research approaches, introduced in Chapter 6). Although descriptive survey data are often used to provide evidence of ‘causal’ relationships, these studies do not meet all the conditions required for causality. For example, it is difficult in descriptive studies to establish the prior equivalence of the participant groups with respect to both the independent and dependent variables. On the other hand, an experiment can establish this equivalence by random assignment of participants to groups. In descriptive research, it is also difficult to establish the time order of occurrence of variables. In an experiment, however, the researcher controls the timing of the measurements and the introduction of the treatment. Finally, descriptive research offers little control over other possible causal factors.

We do not wish to undermine the importance of descriptive research designs in marketing research. Descriptive research constitutes the most popular research design in marketing research, and we do not want to imply that it should never be used to examine causal relationships. Indeed, some authors have suggested procedures for drawing causal inferences from descriptive (non-experimental) data. Rather, our intent is to alert the reader to the limitations of descriptive research for examining causal relationships. Likewise, we also want to make the reader aware of the limitations of experimentation.

Experimentation is an important research design that gives the ability to infer causal relationships. In marketing research terms, it has been used primarily in the field of communications and advertising. However, it has limitations of time, cost and administration of an experiment, with these limitations meaning that experimental techniques have a relatively low penetration into marketing research practice.

**Time**

Experiments can be time-consuming, particularly if the researcher is interested in measuring the long-term effects of the treatment, such as the effectiveness of an advertising campaign. Experiments should last long enough so that the post-treatment measurements include most or all of the effects of the independent variables.

**Cost**

Experiments are often expensive. The requirements of experimental group, control group and multiple measurements significantly add to the cost of research.

**Administration**

Experiments can be difficult to administer. It may be impossible, in measuring human activity, to control for the effects of the extraneous variables, particularly in a field environment. Field experiments often interfere with a company’s ongoing operations, and
obtaining cooperation from the retailers, wholesalers and others involved may be difficult. Finally, competitors may deliberately contaminate the results of a field experiment. These limitations have given rise to the use of grounded theory approaches, especially in developing an understanding of consumer behaviour that may be impossible to encapsulate through experiments.

### Application: test marketing

Test marketing, also called market testing, is an application of a controlled experiment conducted in limited but carefully selected parts of the marketplace called test markets. The following example illustrates what decisions may be supported through a test market, and some of the challenges faced.

### Test market

A carefully selected part of the marketplace particularly suitable for test marketing.

### Developing the Boots brand for a European launch

Boots (www.boots.com) was a virtually unknown consumer brand in mainland Europe. Where it existed, any brand awareness associated it with ‘drugstore’ health and beauty retailing, a far cry from the traditional, specialist, advice-led European pharmacy. A key challenge faced by Boots was how to leverage its expertise in product development, manufacturing, sourcing and distribution to build brand equity for the Boots brand across Europe. Boots planned a major international brand creation involving four key markets (France, Spain, Italy and Portugal), with a key business objective of launching a master brand and supporting product portfolio. This would involve concept and positioning development, naming approaches and an identity that could be communicated through product, range, packaging and collateral design. Initial research among some 1,500 European pharmacy and consumer targets indicated that pharmacy consumers had a very specific set of needs and looked for particular attributes in their choice of brands. While virtually unknown as a consumer brand in Europe, Boots Healthcare had developed equity and heritage for Boots as a ‘laboratory’ with pharmacists in key markets. Based upon this awareness, the master brand positioning was developed under the name of ‘Boots Laboratories’, building on the brand’s heritage and awareness among health care professionals. The Boots Laboratories’ visual identity was created to reflect the ‘scientific’ heritage and health care credentials. France was selected as the lead and test market for the brand. France had a strong and established range of skincare brands and was notoriously difficult to ‘crack’. All agreed that it would provide a challenging test market for the new brand. The research and launch programme covered the following stages: (1) quantitative strategic research; (2) qualitative concept research; (3) quantitative concept/design test; (4) trade launch; and (5) consumer launch in France and Portugal. The test reactions to the brand were very positive, with a strong appeal and very good levels of unpriced purchase intent. The Boots range was seen as a good fit with the pharmacy environment, with 94% describing it as being appropriate to be sold in French pharmacies.

Test marketing involves a replication of a planned national or, as in the Boots example, international marketing programme in selected test markets. Often, the marketing mix variables (independent variables) are varied in test marketing and the sales (dependent variable) are monitored so that an appropriate national marketing strategy can be identified. The two major objectives of test marketing are (1) to determine market acceptance of the product
and (2) to test alternative levels of marketing mix variables. Test-marketing procedures may be classified as standard test markets, controlled and mini-market tests and simulated test marketing.

**Standard test market**

In a standard test market, test markets are selected and the product is sold through regular distribution channels, which could include online outlets. Typically, the company’s own sales force is responsible for distributing the product. Sales personnel manage the stocking, restocking and monitoring inventory at regular intervals. One or more combinations of marketing mix variables (product, price, distribution and promotional levels) are employed.

Designing a standard test market involves deciding what criteria are to be used for selecting test markets, how many test markets to use and the duration of the test. Care must be taken in establishing the rationale for the choice of a test market. In general, the more test markets that can be used, the better. If resources are limited, at least two test markets should be used for each programme variation to be tested. Where external validity is important, however, at least four test markets should be used. The criteria for the ideal selection of test markets may be summarised as:32

1. Large enough to produce meaningful projections; they should contain at least 2% of the potential target population.
2. Representative demographically.
3. Representative with respect to product consumption behaviour.
4. Representative with respect to media usage.
5. Representative with respect to competition.
6. Relatively isolated in terms of media and physical distribution.
7. Having normal historical development in the product class.
8. Having marketing research and auditing services available.

The duration of the test depends on the repurchase cycle for the product, the probability of competitive response, cost considerations, the initial consumer response and company philosophy. The test should last long enough for repurchase activity to be observed. This indicates the long-term impact of the product. If competitive reaction to the test is anticipated, the duration should be short. The cost of the test is also an important factor. The longer a test is, the more it costs, and at some point the value of additional information is outweighed by its costs. Recent evidence suggests that tests of new brands whose product life cycle is projected in ‘years’ should run for at least 10 months. An empirical analysis found that the final test-market share was reached in 10 months 85% of the time, and in 12 months 95% of the time.33 Test marketing is not without risks, but it can be very beneficial to a product’s successful introduction.

A standard test market constitutes a one-shot case study. In addition to the problems associated with this design, test marketing faces two unique problems. First, competitors often take actions such as increasing their promotional efforts to contaminate the test-marketing programme. When Procter & Gamble test marketed Wondra, a hand-and-body lotion, the market leader, Cheeseborough Ponds, started a competitive buy-one-get-one-free promotion for its flagship brand, Vaseline Intensive Care lotion. This encouraged consumers to stock up on Vaseline Intensive Care lotion and, as a result, Wondra did poorly in the test market. In spite of this, Procter & Gamble still launched the line nationally. Ponds again countered with the same promotional strategy. Vaseline Intensive Care settled with a market share of 22%.
while Procter & Gamble achieved just 4%. Another problem is that, while a firm’s test marketing is in progress, competitors have an opportunity to beat it to the national market. Sometimes it is not feasible to implement a standard test market using the company’s personnel. Instead, the company must seek help from an outside supplier, in which case the controlled test market may be an attractive option.

**Controlled test market**

In a controlled test market, the entire test-marketing programme is conducted by an outside research company. The research company guarantees distribution of the product in retail outlets that represent a predetermined percentage of the market. It handles warehousing and field sales operations, such as stocking shelves, selling and stock control. The controlled test market includes both mini-market (or forced distribution) tests and the smaller controlled store panels. An excellent example of this is provided by the German research firm, GfK (www.gfk.com).

**Simulated test market**

Also called a laboratory test or test-market simulation, a simulated test market yields mathematical estimates of market share based on the initial reaction of consumers to a new product. The procedure works as follows. Typically, participants are intercepted in busy locations, such as shopping centres, and pre-screened for product usage. The selected individuals are exposed to the proposed new product concept and given an opportunity to buy the new product in a real-life or laboratory environment. Those who purchase the new product are interviewed about their evaluation of the product and repeat-purchase intentions. The trial and repeat-purchase estimates so generated are combined with data on proposed promotion and distribution levels to project a share of the market. Simulated test markets can be conducted in 16 weeks or less. The information they generate is confidential and the competition cannot obtain it. They are also relatively inexpensive.

Simulated test markets became widely adopted by major manufacturers around the world as an alternative to test marketing, which was slower, more expensive and less secure. However, the role of simulated test markets has changed. In the past the focus was helping to decide on the go/no decision and providing diagnostics to improve the product performance (communication, package, price and product) before launch. More recently, the go/no decisions are typically made in advance of a simulated test market and it serves primarily as a disaster check. Also, improvements in product performance need to be made earlier in the process and are based on other research (concept, copy, product, price, or package studies). By the time a simulated test market is performed, it may be too late, and it changes its role to become more focused on marketing plan optimisation.

**Summary**

The scientific notion of causality implies that we can never prove that X causes Y. At best, we can only infer that X is one of the causes of Y, in that it makes the occurrence of Y probable. Three conditions must be satisfied before causal inferences can be made: (1) concomitant variation, which implies that X and Y must vary together in a hypothesised way; (2) the time order of occurrence of variables, which implies that X must precede Y; and (3) elimination of other possible causal factors, which implies that competing explanations must be ruled out. Experiments provide the most convincing evidence of all three conditions. An experiment is formed when one or more independent variables are manipulated or controlled by the researcher and their effect on one or more dependent variables is measured.
In designing an experiment, it is important to consider internal and external validity. Internal validity refers to whether the manipulation of the independent variables actually caused the effects on the dependent variables. External validity refers to the generalisability of experimental results. For the experiment to be valid, the researcher must control the threats imposed by extraneous variables, such as history, maturation, testing (main and interactive testing effects), instrumentation, statistical regression, selection bias and mortality. There are four ways of controlling extraneous variables: randomisation, matching, statistical control and design control.

Experimental designs may be classified as pre-experimental, true experimental, quasi-experimental and statistical designs. An experiment may be conducted in a laboratory environment or under actual market conditions in a real-life setting. Only causal designs encompassing experimentation are appropriate for inferring cause-and-effect relationships.

Although experiments have limitations in terms of time, cost and administration, they continue to be popular in marketing, especially in the testing of communications and advertising. Test marketing is an important example of research monies spent on the application of experimental design. The internal and external validity of field experiments conducted in developing nations is generally lower than in more developed economies. The level of development in many countries can be lower where the researcher lacks control over many of the marketing variables. Care has to be taken with this generalisation, as the application of experimentation and test markets grows in online environments.

Questions

1. What are the requirements for inferring a causal relationship between two variables?
2. Differentiate between internal and external validity.
3. List any five extraneous variables and give an example to show how each can reduce internal validity.
4. Describe the various methods for controlling extraneous sources of variation.
5. What is the key characteristic that distinguishes true experimental designs from pre-experimental designs?
6. List the steps involved in implementing the post-test-only control group design. Describe the design symbolically.
7. What is a time series experiment? When is it used?
8. How is a multiple time series design different from a basic time series design?
9. What advantages do statistical designs have over basic designs?
10. Compare the characteristics of laboratory and field experimentation.
11. Should descriptive research be used for investigating causal relationships? Why or why not?
12. What is test marketing? What are the major types of test marketing?
13. What is the main difference between a standard test market and a controlled test market?
Exercises

1. You are a research and insight manager for Louis Vuitton (www.louisvuitton.com). The company would like to determine whether it should increase, decrease or maintain the current spend level of advertising. Design a field experiment to address this issue.

2. What potential difficulties do you see in conducting the experiment above? To what extent could the Louis Vuitton management help you overcome these difficulties?

3. Select two different perfume advertisements for any brand of perfume. Design and conduct an experiment to determine which advertisement is the most effective. Use a student sample, with 10 students being exposed to each advertisement (treatment condition). Develop your own measures of advertising effectiveness in this context.

4. Red Bull (www.redbull.com) has developed three alternative package designs to replace its current can design. Design an online-based experiment to determine which, if any, of these new package designs is superior to the current one.

5. In a small group, discuss the following issue: ‘The potential to observe consumer buying behaviour online has created potential for a much wider application of experimental techniques.’

Notes
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36. Markowitz, L., ‘The future of forecasting is here: Did simulated test markets evolve as anticipated… and what are the new expectations?’, ESOMAR Congress Odyssey, Athens (September 2010).
Measurement and scaling: fundamentals, comparative and non-comparative scaling

When you can measure what you are speaking about and express it in numbers, you know something about it.

Lord Kelvin
Objectives

After reading this chapter, you should be able to:

1. introduce the concepts of measurement and scaling and show how scaling may be considered an extension of measurement;
2. explain the characteristics of description, order, distance and origin and how they define the level of measurement in a scale;
3. discuss the primary scales of measurement and differentiate nominal, ordinal, interval and ratio scales;
4. classify and discuss scaling techniques as comparative and non-comparative and describe the comparative techniques of paired comparison, rank order, constant sum and Q-sort scaling;
5. describe the non-comparative scaling techniques, distinguish between continuous and itemised rating scales and explain Likert, semantic differential and Stapel scales;
6. discuss the decisions involved in constructing itemised rating scales;
7. discuss the criteria used for scale evaluation and explain how to assess reliability, validity and generalisability.

Overview

Once researchers have a clear understanding of what they wish to ask their target participants, they should consider the concepts of scaling and measurement. These concepts are vital in developing questionnaires or ‘instruments of measurement’ that will fulfil their research objectives in the most accurate manner. In this chapter we describe the concepts of scaling and measurement and discuss four primary scales of measurement: nominal, ordinal, interval and ratio. We describe and illustrate both comparative and non-comparative scaling techniques in detail. The comparative techniques, consisting of paired comparison, rank order, constant sum and Q-sort scaling, are discussed and illustrated with examples. The non-comparative techniques are composed of continuous and itemised rating scales. We discuss and illustrate the popular itemised rating scales – the Likert, semantic differential and Stapel scales – as well as the construction of multi-item rating scales. We show how scaling techniques should be evaluated in terms of reliability and validity and consider how the researcher selects a particular scaling technique. Mathematically derived scales are also presented. The considerations involved in implementing scaling techniques when researching international markets are discussed. The chapter presents several ethical issues that arise in scale construction and concludes by examining how visual forms of scaling using flash technology can help create more engaging survey experiences for participants. We begin with an example of how the use of different types of scale can give quite different powers of analysis and interpretation.

Real research

Numbers, rankings and ratings: Argentina is on top

According to the international football federation (FIFA) (www.fifa.com) 2016 national team rankings, Argentina reigned supreme at the top of the rankings with 1,523 points and the runners-up, Belgium, took second spot with 1,352 points. The top 10 countries were as follows:
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<table>
<thead>
<tr>
<th>Number</th>
<th>Country</th>
<th>May 2016 ranking</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Argentina</td>
<td>1</td>
<td>1,523</td>
</tr>
<tr>
<td>2</td>
<td>Belgium</td>
<td>2</td>
<td>1,352</td>
</tr>
<tr>
<td>3</td>
<td>Brazil</td>
<td>7</td>
<td>1,251</td>
</tr>
<tr>
<td>4</td>
<td>Chile</td>
<td>3</td>
<td>1,348</td>
</tr>
<tr>
<td>5</td>
<td>Colombia</td>
<td>4</td>
<td>1,337</td>
</tr>
<tr>
<td>6</td>
<td>England</td>
<td>10</td>
<td>1,069</td>
</tr>
<tr>
<td>7</td>
<td>Germany</td>
<td>5</td>
<td>1,309</td>
</tr>
<tr>
<td>8</td>
<td>Portugal</td>
<td>8</td>
<td>1,184</td>
</tr>
<tr>
<td>9</td>
<td>Spain</td>
<td>6</td>
<td>1,277</td>
</tr>
<tr>
<td>10</td>
<td>Uruguay</td>
<td>9</td>
<td>1,158</td>
</tr>
</tbody>
</table>

Note that the countries have been placed in alphabetical order and that at first glance this gives the impression that South American countries have performed better than European countries. An alphabetical order is used to illustrate the first column ‘Number’. The ‘number’ assigned to denote countries is not in any way related to their football-playing capabilities but simply serves the purpose of identification, e.g. drawing numbered balls to decide which teams may play each other in a competition. This identification number constitutes a nominal scale, which says nothing about the respective performances of the countries. So while England is numbered 6 and Germany is numbered 7, this does not reflect the superior performance of Germany.

A much clearer way to present the list would be to place the countries in the order of their ranking, with Argentina at the top and England at the bottom of the table. The ranking would represent an ordinal scale, where it would be clear to see that the lower the number, the better the performance. But what is still missing from the ranking is the magnitude of differences between the countries.

The only way really to understand how much one country is better than another is to examine the points awarded to each country. The points awarded represent an interval scale. Based on the points awarded, note that only 5 points separate the closely ranked Chile (1,348) and Columbia (1,337), but that the difference between Argentina (1,532) ranked at number 1 and Belgium (1,352) ranked at number 2 is 180 points.

Measurement means assigning numbers or other symbols to characteristics of objects according to certain pre-specified rules. Note that what we measure is not the object but some characteristic of it. Thus, we do not measure consumers, only their perceptions, attitudes, preferences or other relevant characteristics. In marketing research, numbers are usually assigned for one of two reasons. First, numbers permit statistical analysis of the resulting data. Second, numbers facilitate a universal and transparent communication of measurement rules and results.

The most important aspect of measurement is the specification of rules for assigning numbers to the characteristics. The assignment process must be isomorphic, i.e. there must be one-to-one correspondence between the numbers and the characteristics being measured. For example, the same euro (€) figures can be assigned to households with identical annual incomes. Only then can the numbers be associated with specific characteristics of the measured object, and vice versa. In addition, the rules for assigning numbers should be standardised and applied uniformly. They must not change over objects or time.
**Scaling**

The generation of a continuum upon which measured objects are located.

**Description**

The unique labels or descriptors that are used to designate each value of the scale. All scales possess description.

**Order**

The relative sizes or positions of the descriptors. Order is denoted by descriptors such as greater than, less than and equal to.

**Distance**

The characteristic of distance means that absolute differences between the scale descriptors are known and may be expressed in units.

**Scaling** may be considered an extension of measurement. Scaling involves creating a continuum upon which measured objects are located. To illustrate, consider a scale for locating consumers according to the characteristic ‘attitude towards visiting a cinema’. Each participant is assigned a number indicating an unfavourable attitude (measured as 1), a neutral attitude (measured as 2) or a favourable attitude (measured as 3). Measurement is the actual assignment of 1, 2 or 3 to each participant. Scaling is the process of placing the participants on a continuum with respect to their attitude towards visiting a cinema. In our example, scaling is the process by which participants would be classified as having an unfavourable, neutral or positive attitude.

---

**Scale characteristics and levels of measurement**

All the scales used in marketing research can be described in terms of four basic characteristics. These characteristics are description, order, distance and origin, and together they define the level of measurement of a scale. The level of measurement denotes what properties of an object the scale is measuring or not measuring. An understanding of the scale characteristics is fundamental to understanding the primary type of scales.

**Description**

By description, we mean the unique labels or descriptors that are used to designate each value of the scale. Some examples of descriptors are as follows: 1. Female, 2. Male; 1 = Strongly disagree, 2 = Disagree, 3 = Neither agree nor disagree, 4 = Agree and 5 = Strongly agree; and the numbers of euros earned annually by a household. ‘Female’ and ‘male’ are unique descriptors used to describe values 1 and 2 of the gender scale. All scales possess this characteristic of description, i.e. all scales have unique labels or descriptors that are used to define the scale values or response options.

**Order**

By order, we mean the relative sizes or positions of the descriptors. There are no absolute values associated with order, only relative values. Order is denoted by descriptors such as ‘greater than’, ‘less than’ and ‘equal to’. For example, a participant’s preference for art forms that they visit can be expressed by the following order, with the most-preferred art form being listed first and the least-preferred last:

- Cinema
- Theatre
- Pop concert

For this participant, the preference for the cinema is greater than the preference for the theatre. Likewise, the preference for a pop concert is less than the preference for the theatre. Participants who fall into the same age category, say 35 to 49, are considered to be equal to each other in terms of age, and greater than participants in the 20 to 34 age group. All scales do not possess the order characteristic. In the gender scale (1. Female, 2. Male) considered above, we have no way of determining whether a female is greater or less than a male. Thus the gender scale does not possess order.

**Distance**

The characteristic of distance means that absolute differences between the scale descriptors are known and may be expressed in units. A five-person household has one person more than
a four-person household, which in turn has one person more than a three-person household. Thus the following scale possesses the distance characteristic:

Number of persons living in your household ___

Notice that a scale that has distance also has order. We know that a five-person household is greater than the four-person household in terms of the number of persons living in the household. Likewise, a three-person household is less than a four-person household. Thus, distance implies order but the reverse may not be true.

**Origin**

The origin characteristic means that the scale has a unique or fixed beginning, or true zero point. Thus, an exact measurement of income by a scale such as

What is the annual income of your household before taxes? €____

has a fixed origin or a true zero point. An answer of zero would mean that the household has no income at all. A scale that has origin also has distance (and order and description). Many scales used in marketing research do not have a fixed notice or true zero point, as in the disagree–agree scale considered earlier under ‘description’. Notice that such a scale was defined as 1 = Strongly disagree, 2 = Disagree, 3 = Neither agree nor disagree, 4 = Agree and 5 = Strongly agree. However, 1 is an arbitrary origin or starting point. This scale could just as easily been defined as 0 = Strongly disagree, 1 = Disagree, 2 = Neither agree nor disagree, 3 = Agree and 4 = Strongly agree, with 0 as the origin. Alternatively, shifting the origin to −2 will result in an equivalent scale: −2 = Strongly disagree, −1 = Disagree, 0 = Neither agree nor disagree, 1 = Agree and 2 = Strongly agree. All these three forms of the agree–disagree scale, with the origin at 1, 0, or −2, are equivalent. Thus this scale does not have a fixed origin or a true zero point and consequently does not possess the characteristic of origin.

You may have observed that description, order, distance and origin represent successively higher-level characteristics, with origin being the highest scale characteristic. Description is the most basic characteristic that is present in all scales. If a scale has order, it also has description. If a scale has distance, it also has order and description. Finally, a scale that has origin also has distance, order and description. Thus, if a scale has a higher-level characteristic, it also has all the lower-level characteristics. However, the reverse may not be true, i.e. if a scale has a lower-level characteristic, it may or may not have a higher-level characteristic. With an understanding of scale characteristics, we are ready to discuss the primary types of scale.

There are four primary scales of measurement: nominal, ordinal, interval and ratio.2 These scales are illustrated in Figure 12.1, and their properties are summarised in Table 12.1 and discussed in the following sections.

**Nominal scale**

A nominal scale is a figurative labelling scheme in which the numbers serve only as labels or tags for identifying and classifying objects. For example, the numbers assigned to the participants in a study constitute a nominal scale; thus, a female participant may be assigned a number 1 and a male participant 2. When a nominal scale is used for the purpose of identification, there is a strict one-to-one correspondence between the numbers and the objects. Each number is assigned to only one object, and each object has only one number assigned to it.

Common examples include student registration numbers at a college or university and numbers assigned to football players or jockeys in a horse race. In marketing research, nominal scales are used for identifying participants, brands, attributes, websites and other objects.

When used for classification purposes, the nominally scaled numbers serve as labels for classes or categories. For example, you might classify the control group as group 1 and the...
Figure 12.1

An illustration of primary scales of measurement

Table 12.1

Primary scales of measurement

<table>
<thead>
<tr>
<th>Scale</th>
<th>Basic characteristics</th>
<th>Common examples</th>
<th>Marketing example</th>
<th>Permissible statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Numbers identify and classify objects</td>
<td>Student registration numbers, numbers on football players' shirts</td>
<td>Gender classification of retail outlet types</td>
<td>Descriptive: Percentages, mode</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inferential: Chi-square, binomial test</td>
<td></td>
</tr>
<tr>
<td>Ordinal</td>
<td>Numbers indicate the relative positions of the objects but not the magnitude of differences between them</td>
<td>Rankings of the top four teams in the football World Cup</td>
<td>Ranking of service quality delivered by a number of shops; rank order of favourite TV programmes</td>
<td>Descriptive: Percentile, median</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inferential: Rank order correlation, Friedman, ANOVA</td>
<td></td>
</tr>
<tr>
<td>Interval</td>
<td>Differences between objects can be compared; zero point is arbitrary</td>
<td>Temperature (Fahrenheit, Celsius)</td>
<td>Attitudes, opinions, index numbers</td>
<td>Descriptive: Range, mean, standard deviation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inferential: Product moment correlations, t tests, ANOVA, regression, factor analysis</td>
<td></td>
</tr>
<tr>
<td>Ratio</td>
<td>Zero point is fixed; ratios of scale values can be computed</td>
<td>Length, weight</td>
<td>Age, income, costs, sales, market shares</td>
<td>Geometric mean, harmonic mean</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inferential: Coefficient of variation</td>
<td></td>
</tr>
</tbody>
</table>
experimental group as group 2. The classes are mutually exclusive and collectively exhaustive. The objects in each class are viewed as equivalent with respect to the characteristic represented by the nominal number. All objects in the same class have the same number, and no two classes have the same number. However, a nominal scale need not always involve the assignment of numbers; alphabets or symbols could be assigned as well.

The numbers in a nominal scale do not reflect the amount of the characteristic possessed by the objects. For example, a high number on a football player’s shirt does not imply that the footballer is a better player than one with a low number, or vice versa. The same applies to numbers assigned to classes. The only permissible operation on the numbers in a nominal scale is counting. Only a limited number of statistics, all of which are based on frequency counts, are permissible. These include percentages, mode, chi-square and binomial tests (see Chapter 20). It is not meaningful to compute an average student registration number, the average gender of participants in a survey, or the number assigned to an average film genre, as in the example below.

### Real research

**S:Comm Leisure Time Survey (1)**

#### Nominal scale

In a study of how UK adults spend their leisure time, questions were related to the arts, sport, visitor attractions and leisure breaks. One key area was devoted to the cinema and the popularity of types of films. The numbers 1 to 10 were assigned to different film genres (see extracts from the list in Table 12.2). Thus, genre 2 referred to ‘Animated’. It did not imply that Animated was in any way superior or inferior to Comedy, which was assigned the number 3. Any reassignment of the numbers, such as transposing the numbers assigned to Animated and Comedy, would have no effect on the numbering system, because the numerals did not reflect any characteristics of the genres. It is meaningful to make statements such as ‘95% of young, affluent and family free’ named Comedy as their favourite genre. Although the average of the assigned numbers is 5.5, it is not meaningful to state that the number of the average cinema genre is 5.5.

#### Table 12.2 Illustration of primary scales of measurement

<table>
<thead>
<tr>
<th>No.</th>
<th>Film genre</th>
<th>Preference rankings</th>
<th>Preference ratings 1-7</th>
<th>Preference ratings 11-17</th>
<th>Amount (£) spent on cinema visits in the past three months</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Action</td>
<td>1</td>
<td>7</td>
<td>17</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>Animated</td>
<td>5</td>
<td>5</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>Comedy</td>
<td>2</td>
<td>7</td>
<td>17</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>Drama</td>
<td>3</td>
<td>6</td>
<td>16</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>Factual</td>
<td>4</td>
<td>6</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Fantasy</td>
<td>6</td>
<td>5</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>Light drama</td>
<td>7</td>
<td>5</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Romance</td>
<td>8</td>
<td>4</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Sci-fi</td>
<td>9</td>
<td>4</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>Suspense</td>
<td>10</td>
<td>2</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>
**Ordinal scale**

An ordinal scale is a ranking scale in which numbers are assigned to objects to indicate the relative extent to which the objects possess some characteristic. An ordinal scale allows you to determine whether an object has more or less of a characteristic than some other object, but not how much more or less. Thus, an ordinal scale indicates relative position, not the magnitude of the differences between the objects. The object ranked first has more of the characteristic as compared with the object ranked second, but whether the object ranked second is a close second or a poor second is not known. Common examples of ordinal scales include quality rankings, rankings of teams in a tournament and occupational status. In marketing research, ordinal scales are used to measure relative attitudes, opinions, perceptions and preferences. Measurements of this type include ‘greater than’ or ‘less than’ judgements from participants.

In an ordinal scale, as in a nominal scale, equivalent objects receive the same rank. Any series of numbers can be assigned that preserves the ordered relationships between the objects. Ordinal scales can be transformed in any way as long as the basic ordering of the objects is maintained. In other words, any monotonic positive (order-preserving) transformation of the scale is permissible, since the differences in numbers are void of any meaning other than order (see the example below). For these reasons, in addition to the counting operation allowable for nominal scale data, ordinal scales permit the use of statistics based on centiles. It is meaningful to calculate percentile, quartile, median (Chapter 20), rank order correlation (Chapter 22) or other summary statistics from ordinal data.

**Real research**

**S:Comm Leisure Time Survey (2)**

**Ordinal scale**

Table 12.2 gives a particular participant’s preference rankings. Participants ranked the film genres in order of which they preferred, by assigning a rank 1 to the first, rank 2 to the second, and so on. Note that Action (ranked 1) is preferred to Comedy (ranked 2), but how much it is preferred we do not know. Also, it is not necessary that we assign numbers from 1 to 10 to obtain a preference ranking. The second ordinal scale, which assigns a number 10 to Action, 25 to Comedy and 30 to Drama, is an equivalent scale, as it was obtained by a monotonic positive transformation of the first scale. The two scales result in the same ordering of the genres according to preference.

**Interval scale**

In an interval scale, numerically equal distances on the scale represent equal values in the characteristic being measured. An interval scale contains all the information of an ordinal scale, but it also allows you to compare the differences between objects. The difference between any two scale values is identical to the difference between any other two adjacent values of an interval scale. There is a constant or equal interval between scale values. The difference between 1 and 2 is the same as the difference between 2 and 3, which is the same as the difference between 5 and 6. A common example in everyday life is a temperature scale. In marketing research, attitudinal data obtained from rating scales are often treated as interval data.

In an interval scale, the location of the zero point is not fixed. Both the zero point and the units of measurement are arbitrary. Hence, any positive linear transformation of the form \( y = a + bx \) will preserve the properties of the scale. Here, \( x \) is the original scale value, \( y \) is the transformed scale value, \( b \) is a positive constant and \( a \) is any constant. Therefore, two interval
scales that rate objects A, B, C and D as 1, 2, 3 and 4 or as 22, 24, 26 and 28 are equivalent. Note that the latter scale can be derived from the former by using $a = 20$ and $b = 2$ in the transforming equation.

Because the zero point is not fixed, it is not meaningful to take ratios of scale values. As can be seen, the ratio of D to B values changes from 2:1 to 7:6 when the scale is transformed. Yet, ratios of differences between scale values are permissible. In this process, the constants $a$ and $b$ in the transforming equation drop out in the computations. The ratio of the difference between D and B values to the difference between C and B values is 2:1 in both the scales.

Statistical techniques that may be used on interval scale data include all those that can be applied to nominal and ordinal data in addition to the arithmetic mean, standard deviation (Chapter 20), product moment correlations (Chapter 22) and other statistics commonly used in marketing research. Certain specialised statistics, such as geometric mean, harmonic mean and coefficient of variation, however, are not meaningful on interval scale data. The S:Comm Leisure Time Survey example gives a further illustration of an interval scale.

**Ratio scale**

A ratio scale possesses all the properties of the nominal, ordinal and interval scales and, in addition, an absolute zero point. Thus, ratio scales possess the characteristic of origin (and distance, order and description). With ratio scales we can identify or classify objects, rank the objects and compare intervals or differences. It is also meaningful to compute ratios of scale values. Not only is the difference between 2 and 5 the same as the difference between 14 and 17, but also 14 is seven times as large as 2 in an absolute sense. Common examples of ratio scales include height, weight, age and money. In marketing research, sales, costs, market share and number of customers are variables measured on a ratio scale.

**Real research**

**S:Comm Leisure Time Survey (3)**

**Interval scale**

In Table 12.2, a participant’s preferences for the 10 film genres are expressed on a seven-point rating scale (where a higher number represents a greater preference for a genre). We can see that although Drama received a preference rating of 6 and Suspense a rating of 2, this does not mean that Drama is preferred three times as much as Suspense. When the ratings are transformed to an equivalent 11 to 17 scale (next column), the ratings for those genres become 16 and 12, and the ratio is no longer 3:1. In contrast, the ratios of preference differences are identical on the two scales. The ratio of preference difference between Comedy and Suspense to the preference difference between Fantasy and Suspense is 5:3 on both the scales.

Ratio scales allow only proportionate transformations of the form $y = bx$, where $b$ is a positive constant. One cannot add an arbitrary constant, as in the case of an interval scale. An example of this transformation is provided by the conversion of metres to yards ($b = 1.094$). The comparisons between the objects are identical, whether made in metres or yards.

All statistical techniques can be applied to ratio data. These include specialised statistics such as geometric mean, harmonic mean and coefficient of variation. The ratio scale is further illustrated in the context of a S:Comm Leisure Time Survey example.
The four primary scales discussed above do not exhaust the measurement-level categories. It is possible to construct a nominal scale that provides partial information on order (the partially ordered scale). Likewise, an ordinal scale can convey partial information on distance, as in the case of an ordered metric scale. A discussion of these scales is beyond the scope of this text.5

The four primary scales discussed above do not exhaust the measurement-level categories. It is possible to construct a nominal scale that provides partial information on order (the partially ordered scale). Likewise, an ordinal scale can convey partial information on distance, as in the case of an ordered metric scale. A discussion of these scales is beyond the scope of this text.5

**Ratio scale**

In the ratio scale illustrated in Table 12.2, a participant is asked to indicate how much had been spent on cinema visits (i.e. the whole visit experience, not just the cinema ticket) in the last three months. Note that this participant spent €200 on Action films and only €10 on Suspense. The participant spent 20 times more euros on Action compared with Suspense. Also, the zero point is fixed because 0 means that the participant did not spend any money on films such as Factual and Romance. Multiplying these numbers by 100 to convert euros to cents results in an equivalent scale.

The scaling techniques commonly employed in marketing research can be classified into comparative and non-comparative scales (see Figure 12.2). Comparative scales involve the direct comparison of stimulus objects. For example, participants may be asked whether they prefer to visit a cinema or a theatre. Comparative scale data must be interpreted in relative terms and have only ordinal or rank order properties. For...
Non-metric scale
A scale that is either nominal or ordinal in nature.

Carryover effects
Where the evaluation of a particular scaled item significantly affects the participant’s judgement of subsequent scaled items.

Non-comparative scale
One of two types of scaling technique in which each stimulus object is scaled independently of the other objects in the stimulus set. Also called monadic scale.

Paired comparison scaling
As its name implies, in paired comparison scaling a participant is presented with two objects and asked to select one according to some criterion. The data obtained are ordinal in nature. A participant may state that they prefer Belgian chocolate to Swiss, like Kellogg’s cereals better than supermarket home brands, or like Adidas more than Nike. Paired comparison scales are frequently used when the stimulus objects are physical products. Coca-Cola is reported to have conducted more than 190,000 paired comparisons before introducing New Coke.

Figure 12.3 shows paired comparison data obtained to assess a participant’s bottled beer preferences. As can be seen, this participant made 10 comparisons to evaluate five brands. In general, with $n$ brands, \( \frac{n(n-1)}{2} \) paired comparisons include all possible pairings of objects.

Paired comparison data can be analysed in several ways. The researcher can calculate the percentage of participants who prefer one stimulus over another by summing the matrices of Figure 12.3 for all the participants, dividing the sum by the number of participants and multiplying by 100. Simultaneous evaluation of all the stimulus objects is also possible. Under the assumption of transitivity, it is possible to convert paired comparison data to a rank order.

Transitivity of preference implies that if Brand A is preferred to B, and Brand B is preferred to C, then Brand A is preferred to C. To arrive at a rank order, the researcher determines the number of times each brand is preferred by summing the column entries in Figure 12.3. Therefore, this participant’s order of preference, from most to least preferred, is Carlsberg, Holsten, Stella Artois, Budvar and Grolsch. It is also possible to derive an interval scale from paired comparison data using the Thurstone case V procedure. Refer to the appropriate literature for a discussion of this procedure.

Several modifications of the paired comparison technique have been suggested. One involves the inclusion of a neutral/no difference/no opinion response. Another extension is
graded pairs comparisons. In this method, participants are asked which brand in the pair is preferred and how much it is preferred. The degree of preference may be expressed by how much more the participant is willing to pay for the preferred brand. The resulting scale is a euro metric scale. Another modification of paired comparison scaling is widely used in obtaining similarity judgements in multidimensional scaling (see Chapter 26).

Paired comparison scaling is useful when the number of brands is limited, since it requires direct comparison and overt choice. With a large number of brands, however, the number of comparisons becomes unwieldy. Other disadvantages are that violations of the assumption of transitivity may occur, and the order in which the objects are presented may bias the results. Paired comparisons bear little resemblance to the marketplace situation, which involves selection from multiple alternatives. Also, participants may prefer one object over certain others, but they may not like it in an absolute sense.13

**Rank order scaling**

In rank order scaling, participants are presented with several objects simultaneously and asked to order or rank them according to some criterion. For example, participants may be asked to rank according to overall preference. As shown in Figure 12.4, these rankings are typically obtained by asking the participants to assign a rank of 1 to the most-preferred film genre, 2 to the second-most-preferred, and so on, until a rank of \(n\) is assigned to the least-preferred genre. Like paired comparison, this approach is also comparative in nature, and it is possible that the participants may dislike the genre ranked 1 in an absolute sense. Furthermore, rank order scaling also results in ordinal data. See Table 12.2, which uses rank order scaling to derive an ordinal scale.

Rank order scaling is commonly used to measure attributes of products and services as well as preferences for brands. Rank order data are frequently obtained from participants in conjoint analysis (see Chapter 26), since rank order scaling forces the participants to discriminate among the stimulus objects. Moreover, compared with paired comparisons, this type of scaling process more closely resembles the shopping environment. It also takes less time and eliminates intransitive responses. If there are \(n\) stimulus objects, only \(\binom{n}{2}\) decisions would be required. Another advantage is that most participants easily
understand the instructions for ranking. The major disadvantage is that this technique produces only ordinal data.

Finally, under the assumption of transitivity, rank order data can be converted to equivalent paired comparison data, and vice versa. This point was illustrated by examining the ‘Number of times preferred’ in Figure 12.3. Hence, it is possible to derive an interval scale from rankings using the Thurstone case V procedure. Other approaches for deriving interval scales from rankings have also been suggested.14

**Constant sum scaling**

In constant sum scaling, participants allocate a constant sum of units, such as points or euros, among a set of stimulus objects with respect to some criterion. As shown in Figure 12.5, participants may be asked to allocate 100 points to attributes of bottled beers in a way that reflects the importance they attach to each attribute. If an attribute is unimportant, the participant assigns it zero points. If an attribute is twice as important as some other attribute, it receives twice as many points. The sum of all the points is 100, hence the name of the scale.

The attributes are scaled by counting the points assigned to each one by all the participants and dividing by the number of participants. These results are presented for three groups, or segments, of participants in Figure 12.5. Segment I attaches overwhelming importance to price. Segment II considers a high alcohol level to be of prime importance. Segment III values bitterness, hop flavours, fragrance and the aftertaste. Such information cannot be obtained from rank order data unless they are transformed into interval data. Note that the constant sum also has an absolute zero; 10 points are twice as many as 5 points, and the difference
between 5 and 2 points is the same as the difference between 57 and 54 points. For this reason, constant sum scale data are sometimes treated as metric. Although this may be appropriate in the limited context of the stimuli scaled, these results are not generalisable to other stimuli not included in the study. Hence, strictly speaking, the constant sum should be considered an ordinal scale because of its comparative nature and the resulting lack of generalisability. It can be seen that the allocation of points in Figure 12.5 is influenced by the specific attributes included in the evaluation task.

The main advantage of the constant sum scale is that it allows for fine discrimination among stimulus objects without requiring too much time. It has two primary disadvantages, however. Participants may allocate more or fewer units than those specified. For example, a participant may allocate 108 or 94 points. The researcher must modify such data in some way or eliminate this participant from the analysis. Another potential problem is rounding error if too few units are used. On the other hand, the use of a large number of units may be too taxing on the participant and cause confusion and fatigue.

**Q-sort and other procedures**

Q-sort scaling was developed to discriminate among a relatively large number of objects quickly. This technique uses a rank order procedure in which objects are sorted into piles based on similarity with respect to some criterion. For example, participants are given 100 attitude statements on individual cards and asked to place them into 11 piles, ranging from ‘most highly agreed with’ to ‘least highly agreed with’. The number of objects to be sorted should not be less than 60 nor more than 140; a reasonable range is 60 to 90 objects. The
number of objects to be placed in each pile is pre-specified, often to result in a roughly normal distribution of objects over the whole set.

Another comparative scaling technique is magnitude estimation. In this technique, numbers are assigned to objects such that ratios between the assigned numbers reflect ratios on the specified criterion. For example, participants may be asked to indicate whether they agree or disagree with each of a series of statements measuring attitude towards different film genres. Then they assign a number between 0 and 100 to each statement to indicate the intensity of their agreement or disagreement. Providing this type of number imposes a cognitive burden on the participants.

Another particularly useful procedure (that could be viewed as a very structured combination of observation and in-depth interviewing) for measuring cognitive responses or thought processes consists of verbal protocols. Participants are asked to ‘think out loud’ and verbalise anything going through their heads while making a decision or performing a task. The researcher says, ‘If you think anything, say it aloud, no matter how trivial the thought may be.’ Even with such an explicit instruction, the participants may be silent. At these times, the researcher will say, ‘Remember to say aloud everything you are thinking.’ Everything that the participants say is recorded. This record of the participants’ verbalised thought processes is referred to as a protocol.

Protocols have been used to measure consumers’ cognitive responses in actual shopping trips, as well as in simulated shopping environments. An interviewer accompanies the participant and holds a recording device into which the participant talks. Protocols, thus collected, have been used to determine the attributes and cues used in making purchase decisions, product usage behaviour and the impact of the shopping environment on consumer decisions. Protocol analysis has also been employed to measure consumer response to advertising. Immediately after seeing an advertisement, the participant is asked to list all the thoughts that came to mind while watching it. The participant is given a limited amount of time to list the thoughts so as to minimise the probability of collecting thoughts generated after, rather than during, the message. After the protocol has been collected, the individual’s thoughts or cognitive responses can be coded into three categories, as illustrated in Table 12.3.

Protocols are, typically, incomplete. The participant has many thoughts that they cannot or will not verbalise. The researcher must take the incomplete record and infer from it a measure of the underlying cognitive response.

### Table 12.3  Coded verbal protocols

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support argument</td>
<td>Support the claim made by the message</td>
<td>‘Diet Coke tastes great’</td>
</tr>
<tr>
<td>Counter-argument</td>
<td>Refute the claim made by the message</td>
<td>‘Diet Coke has an aftertaste’</td>
</tr>
<tr>
<td>Source derogation</td>
<td>Negative opinion about the source of the message</td>
<td>‘Coca-Cola is not an honest company’</td>
</tr>
</tbody>
</table>

**Non-comparative scaling techniques**

Participants using a non-comparative scale employ whatever rating standard seems appropriate to them. They do not compare the object being rated either with another object or with some specified standard, such as ‘your ideal brand’. They evaluate only one object at a time; thus, non-comparative scales are often referred to as monadic scales. Non-comparative
techniques consist of continuous and itemised rating scales, which are described in Table 12.4 and discussed in the following sections.

**Continuous rating scale**

In a **continuous rating scale**, also referred to as a graphic rating scale, participants rate the objects by placing a mark at the appropriate position on a line that runs from one extreme of the criterion variable to the other. Thus, the participants are not restricted to selecting from marks previously set by the researcher. The form of the continuous scale may vary considerably. For example, the line may be vertical or horizontal: scale points, in the form of numbers or brief descriptions, may be provided and, if provided, the scale points may be few or many. Three versions of a continuous rating scale are illustrated in Figure 12.6.

**Table 12.4 Basic non-comparative scales**

<table>
<thead>
<tr>
<th>Scale</th>
<th>Basic characteristics</th>
<th>Examples</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Continuous rating scale</strong></td>
<td>Place a mark on a continuous line</td>
<td>Reaction to TV advertisements</td>
<td>Easy to construct</td>
<td>Scoring can be cumbersome unless computerised</td>
</tr>
<tr>
<td><strong>Continuous rating scale</strong></td>
<td>Degree of agreement on a 1 (strongly disagree) to 5 (strongly agree) scale</td>
<td>Measurement of attitudes</td>
<td>Easy to construct, administer and understand</td>
<td>More time-consuming</td>
</tr>
<tr>
<td><strong>Semantic differential scale</strong></td>
<td>Seven-point scale with bipolar labels</td>
<td>Brand, product and company images</td>
<td>Versatile</td>
<td>Controversy as to whether the data are interval</td>
</tr>
<tr>
<td><strong>Stapel scale</strong></td>
<td>Unipolar 10-point scale, -5 to +5, without a neutral point (zero)</td>
<td>Measurement of attitudes and images</td>
<td>Easy to construct, administer over the phone</td>
<td>Confusing and difficult to apply</td>
</tr>
</tbody>
</table>

- **Continuous rating scale**
  A measurement scale that has participants rate the objects by placing a mark at the appropriate position on a line that runs from one extreme of the criterion variable to the other. The form may vary considerably. Also called graphic rating scale.

- **Likert scale**
  Degree of agreement on a 1 (strongly disagree) to 5 (strongly agree) scale

- **Semantic differential scale**
  Seven-point scale with bipolar labels

- **Stapel scale**
  Unipolar 10-point scale, -5 to +5, without a neutral point (zero)
Once the participant has provided the ratings, the researcher divides the line into as many categories as desired and assigns scores based on the categories into which the ratings fall. In Figure 12.6, the participant exhibits a favourable attitude towards the seating at the Odeon cinema. These scores are typically treated as interval data. The advantage of continuous scales is that they are easy to construct; however, scoring is cumbersome and unreliable. Moreover, continuous scales provide little new information. Recently, however, with the increase of online and mobile device surveys, their use is becoming more frequent. Continuous rating scales can be easily implemented in such surveys. The cursor or point of screen is touched in a continuous fashion to select the exact position on the scale that best describes the participant’s evaluation. Moreover, the scale values can be automatically scored, thus increasing the speed and accuracy of processing the data.

The following example illustrates how a technological development has enabled the use of continuous rating scales in a marketing research context.

**Real research**

**Continuous measurement and analysis of perceptions: The Perception Analyzer**

The Perception Analyzer (www.dialsmith.com/dial-testing-focus-groups-products-and-services/perception-analyzer-dial-research) by Dialsmith is a computer-supported, interactive feedback system composed of wireless or wired handheld dials for each participant, a console and software that edits questions, collects data and analyses participant responses. Used in the context of a focus group, for example, participants can record their emotional responses to test advertisements instantly and continuously. Each participant is given a dial and instructed to record continuously their reaction to the material being tested. As participants turn the dial, the information is fed to a computer. Thus, the researcher can determine the second-by-second response of participants as a test advertisement is run. Furthermore, this response can be superimposed on the advertisement to see the participants’ reactions to various frames and parts of the advert.

**Itemised rating scales**

**Itemised rating scale**

A measurement scale having numbers or brief descriptions associated with each category. The categories are ordered in terms of scale position.

**Likert scale**

A measurement scale with, typically, five response categories ranging from ‘strongly disagree’ to ‘strongly agree’ that requires participants to indicate a degree of agreement or disagreement with each of a series of statements related to the stimulus objects.

In an itemised rating scale, participants are provided with a scale that has a number or brief description associated with each category. The categories are ordered in terms of scale position, and the participants are required to select the specified category that best describes the object being rated. Itemised rating scales are widely used in marketing research and form the basic components of more complex scales, such as multi-item rating scales. We first describe the commonly used itemised rating scales – the Likert, semantic differential and Stapel scales – and then examine the major issues surrounding the use of itemised rating scales.

**Likert scale**

Named after its developer, Rensis Likert, the Likert scale is a widely used rating scale that requires the participants to indicate a degree of agreement or disagreement with each of a series of statements about the stimulus objects. Typically, each scale item has five response
categories, ranging from ‘strongly disagree’ to ‘strongly agree’. We illustrate with a Likert scale for evaluating attitudes towards a visit to an Odeon cinema.

To conduct the analysis, each statement is assigned a numerical score, ranging either from –2 to +2 or from 1 to 5. The analysis can be conducted on an item-by-item basis (profile analysis), or a total (summed) score can be calculated for each participant by summing across items. Suppose that the Likert scale in Figure 12.7 was used to measure attitudes towards Odeon as well as a local arts-based cinema. Profile analysis would involve comparing the two cinema experiences in terms of the average participant ratings for each item. The summed approach is most frequently used, and, as a result, the Likert scale is also referred to as a summed scale.\(^{20}\) When using this approach to determine the total score for each participant on each cinema, it is important to use a consistent scoring procedure so that a high (or low) score consistently reflects a favourable response. This requires that the categories assigned to the negative statements by the participants be scored by reversing the scale. Note that for a negative statement, an agreement reflects an unfavourable response, whereas for a positive statement, agreement represents a favourable response. Accordingly, a ‘strongly agree’ response to a favourable statement and a ‘strongly disagree’ response to an unfavourable statement would both receive scores of 5.\(^{21}\) In the example in Figure 12.7, if a higher score is to denote a more favourable attitude, the scoring of items 2, 4 and 6 will be reversed. The participant to this set of statements has an attitude score of 26. Each participant’s total score for each cinema is calculated. A participant will have the most favourable attitude towards a cinema with the highest score. The procedure for developing summed Likert scales is described later in the section on the development and evaluation of scales.

The Likert scale has several advantages. It is easy to construct and administer, and participants readily understand how to use the scale, making it suitable for online surveys, kiosk, mobile, mail, telephone or personal interviews. The major disadvantage of the Likert scale is that it takes longer to complete than other itemised rating scales because participants have to read and fully reflect upon each statement. Sometimes, it may be difficult to interpret the response to a Likert item, especially if it was an unfavourable statement. In our example, the participant disagrees with statement number 2 that the Odeon sells poor-quality food. In

---

**Figure 12.7**

Instructions

Listed below are different beliefs about the Odeon cinema. Please indicate how strongly you agree or disagree with each by using the following scale:

1 = Strongly disagree, 2 = Disagree, 3 = Neither agree nor disagree, 4 = Agree, 5 = Strongly agree

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
reversing the score of this item prior to summing, it is assumed that this participant would agree with a statement that the Odeon sells high-quality food. This, however, may not be true; the disagreement merely indicates that the participant would not make statement 2.

Semantic differential scale

The semantic differential is typically a seven-point rating scale with end points associated with bipolar labels that have semantic meaning. In a typical application, participants rate objects on a number of itemised, seven-point rating scales bounded at each end by one of two bipolar adjectives, such as ‘boring’ and ‘exciting’. We illustrate this scale in Figure 12.8 by presenting a participant’s evaluation of a visit to the Odeon cinema on six attributes.

The participants mark the blank that best indicates how they would describe the object being rated. Thus, in our example, an Odeon visit is evaluated as exciting, special, indulgent, cosy and youthful, though noisy. The negative adjective or phrase sometimes appears at the left side of the scale and sometimes at the right. In this example they are mixed, and the adjectives of ‘youthful’ and ‘mature’ may not readily be classified as positive or negative. By mixing the position of positive and negative adjectives, the tendency of some participants, particularly those with very positive or very negative attitudes, to mark the right- or left-hand sides without reading the labels is controlled.

Individual items on a semantic differential scale may be scored either on a –3 to +3 or on a 1 to 7 scale. The resulting data are commonly analysed through profile analysis. In profile analysis, means or median values on each rating scale are calculated and compared by plotting or statistical analysis. This helps determine the overall differences and similarities among the objects. To assess differences across segments of participants, the researcher can compare mean responses of different segments. Although the mean is most often used as a summary statistic, there is some controversy as to whether the data obtained should be treated as an interval scale. On the other hand, in cases when the researcher requires an overall comparison of objects, such as to determine cinema preference, the individual item scores are summed to arrive at a total score. As in the case of the Likert scale, the scores for the negative items are reversed before summing.

Its versatility makes the semantic differential a popular rating scale in marketing research. It has been widely used in comparing brand, product and company images. It has also been used to develop advertising and promotion strategies and in new-product development studies.
Stapel scale

The Stapel scale, named after its developer, Jan Stapel, is a unipolar rating scale with 10 categories numbered from –5 to +5, without a neutral point (zero). This scale is usually presented vertically. Participants are asked to indicate, by selecting an appropriate numerical response category, how accurately or inaccurately each term describes the object. The higher the number, the more accurately the term describes the object, as shown in Figure 12.9. In this example, a visit to an Odeon cinema is perceived as being full of energy but not a special event.

The data obtained by using a Stapel scale can be analysed in the same way as semantic differential data. The Stapel scale produces results similar to the semantic differential. The Stapel scale’s advantages are that it does not require a pre-test of the adjectives or phrases to ensure true bipolarity and that it can be administered over the telephone. Some researchers, however, believe the Stapel scale is confusing and difficult to apply. Of the three itemised rating scales considered, the Stapel scale is used least. Nonetheless, this scale merits more attention than it has received.

Itemised rating scale decisions

As is evident from the discussion so far, non-comparative itemised rating scales can take many different forms. The researcher must make six major decisions when constructing any of these scales:

1. The number of scale categories to use.
2. Balanced versus unbalanced scale.
3. Odd or even number of categories.
5. The nature and degree of the verbal description.
6. The physical form of the scale.
Number of scale categories

Two conflicting considerations are involved in deciding the number of scale categories or response options. The greater the number of scale categories, the finer the discrimination among stimulus objects that is possible. On the other hand, most participants cannot handle more than a few categories. Traditional guidelines suggest that the appropriate number of categories should be between five and nine. Yet there is no single optimal number of categories. Several factors should be taken into account in deciding on the number of categories.

If the participants are interested in the scaling task and are knowledgeable about the objects, many categories may be employed. On the other hand, if the participants are not very knowledgeable or engaged with the task, fewer categories should be used. Likewise, the nature of the objects is also relevant. Some objects do not lend themselves to fine discrimination, so a small number of categories is sufficient. Another important factor is the mode of data collection. If telephone interviews are involved, many categories may confuse the participants. Likewise, space limitations may restrict the number of categories in mail questionnaires. If online surveys are used, there is scope for more visual treatment of scale items and categories; this will be presented in more detail later in this chapter.

How the data are to be analysed and used should also influence the number of categories. In situations where several scale items are added together to produce a single score for each participant, five categories are sufficient. The same is true if the researcher wishes to make broad generalisations or group comparisons. If, however, individual responses are of interest, or if the data will be analysed by sophisticated statistical techniques, seven or more categories may be required. The size of the correlation coefficient, a common measure of relationship between variables (Chapter 22), is influenced by the number of scale categories. The correlation coefficient decreases with a reduction in the number of categories. This, in turn, has an impact on all statistical analysis based on the correlation coefficient.

Balanced versus unbalanced scale

In a balanced scale, the number of favourable and unfavourable categories is equal; in an unbalanced scale, the categories are unequal. Examples of balanced and unbalanced scales are given in Figure 12.10.

In general, in order to obtain the most objective data, the scale should be balanced. If the distribution of responses is likely to be skewed, however, either positively or negatively, an unbalanced scale with more categories in the direction of skewness may be appropriate. If an unbalanced scale is used, the nature and degree of imbalance in the scale should be taken into account in data analysis.
Odd or even number of categories

With an odd number of categories, the middle scale position is generally designated as neutral or impartial. The presence, position and labelling of a neutral category can have a significant influence on the response. The Likert scale is a balanced rating scale with an odd number of categories and a neutral point.30

The decision to use an odd or even number of categories depends on whether some of the participants may be neutral on the response being measured. If a neutral or indifferent response is possible from at least some of the participants, an odd number of categories should be used. If, on the other hand, the researcher wants to force a response or believes that no neutral or indifferent response exists, a rating scale with an even number of categories should be used. A related issue is whether the choice should be forced or non-forced.

Forced versus non-forced choice

On forced rating scales the participants are forced to express an opinion because a ‘no opinion’ option is not provided. In such a case, participants without an opinion may mark the middle scale position. If a sufficient proportion of the participants do not have opinions on the topic, marking the middle position will distort measures of central tendency and variance. In situations where the participants are expected to have no opinion, as opposed to simply being reluctant to disclose it, the accuracy of data may be improved by a non-forced scale that includes a ‘no opinion’ category.31

Nature and degree of verbal description

The nature and degree of verbal description associated with scale categories varies considerably and can have an effect on the responses. Scale categories may have verbal, numerical or pictorial descriptions. Furthermore, the researcher must decide whether to label every scale category, label only some scale categories, or label only extreme scale categories. If they are to use pictorial descriptions (which in online surveys may be moving pictures), researchers have to decide whether they are to use labels at all. Providing a verbal description for each scale category may not improve the accuracy or reliability of the data. Yet, an argument can be made for labelling all or many scale categories to reduce scale ambiguity. The category descriptions should be located as close to the response categories as possible.

The strength of the adjectives used to anchor the scale may influence the distribution of the responses. With strong anchors (1 = Completely disagree, 7 = Completely agree), participants are less likely to use the extreme scale categories. This results in less variable and more peaked response distributions. Weak anchors (1 = Generally disagree, 7 = Generally agree), in contrast, produce uniform or flat distributions. Procedures have been developed to assign values to category descriptors to result in balanced or equal interval scales.32

Physical form of the scale

A number of options are available with respect to scale form or configuration. Scales can be presented vertically or horizontally. Categories can be expressed by boxes, discrete lines or units on a continuum and may or may not have numbers assigned to them. If numerical values are used, they may be positive, negative or both. Several possible configurations are presented in Figure 12.11.

Two unique rating scale configurations used in marketing research are the thermometer scale and the smiling face scale. For the thermometer scale, the higher the temperature, the more favourable the evaluation. Likewise, happier faces indicate evaluations that are more favourable. These scales are especially useful for children, although the growing familiarity with the use of emoticons on mobile devices is widening their appeal to adults.33 Examples of these scales are shown in Figure 12.12. Table 12.5 summarises the six decisions in
A variety of scale configurations may be employed to measure the gentleness of Clinique Face Scrub for Men.

Some examples include:

**Clinique Face Scrub for Men is:**

1. **Very harsh**
2. **Very harsh**
3. **Very harsh**
4. **Very harsh**
5. **Neither harsh nor gentle**

**Thermometer scale**

**Instructions**

Please indicate how much you like McDonald’s ‘Big Mac’ by colouring in the thermometer with your red pen. Start at the bottom and colour up to the temperature that shows how much you prefer McDonald’s ‘Big Mac’.

**Smiling face scale**

**Instructions**

Please tell me how much you like the Barbie Doll by pointing to the face that best shows how much you like it. If you did not like the Barbie Doll at all, you would point to Face 1. If you liked it very much, you would point to Face 5. Now tell me, how much did you like the Barbie Doll?
designing rating scales. Table 12.6 presents some commonly used scales. Although we show these as having five categories, the number of categories can be varied depending upon the judgement of the researcher.

<table>
<thead>
<tr>
<th><strong>Construct</strong></th>
<th><strong>Scale descriptors</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitude</strong></td>
<td>Very bad</td>
</tr>
<tr>
<td><strong>Importance</strong></td>
<td>Not at all important</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td>Very dissatisfied</td>
</tr>
<tr>
<td><strong>Purchase intent</strong></td>
<td>Definitely will not buy</td>
</tr>
<tr>
<td><strong>Purchase frequency</strong></td>
<td>Never</td>
</tr>
</tbody>
</table>

Some commonly used scales in marketing

A multi-item scale consists of multiple items, where an item is a single question or statement to be evaluated. The Likert, semantic differential and Stapel scales presented earlier to measure attitudes towards a visit to an Odeon cinema were examples of multi-item scales. Note that each of these scales has multiple items. The development of multi-item rating scales requires considerable technical expertise. Figure 12.13 presents a sequence of operations needed to construct multi-item scales. The researcher begins by developing the construct of interest. A construct is a specific type of concept that exists at a higher level of abstraction than do everyday concepts. Examples of such constructs in marketing include ‘brand loyalty’,
‘product involvement’ and ‘satisfaction’. Next, the researcher must develop a theoretical definition of the construct that establishes the meaning of the central idea or concept of interest. For this we need an underlying theory of the construct being measured. A theory is necessary not only for constructing the scale, but also for interpreting the resulting scores. For example, brand loyalty may be theoretically defined as the **consistent repurchase of a brand prompted by a favourable attitude towards the brand.** The construct of brand loyalty must be operationalised in a way that is consistent with this theoretical definition. The operational definition specifies which observable characteristics will be measured and the process of assigning value to the construct. For example, in a context of buying fashion items, consumers could be characterised as brand loyal if they exhibit a highly favourable attitude (top quartile) and have purchased the same fashion brand on at least four of the last five purchase occasions.

The next step is to generate an initial pool of scale items. Typically, this is based on theory, analysis of secondary data and qualitative research. From this pool, a reduced set of potential scale items is generated by the judgement of the researcher and other knowledgeable individuals. Some qualitative criterion is adopted to aid their judgement. The reduced set of items may still be too large to constitute a scale. Thus, further reduction is achieved in a quantitative manner.

Data are collected on the reduced set of potential scale items from a large pre-test sample of participants. The data are analysed using techniques such as correlations, factor analysis, cluster analysis, discriminant analysis and statistical tests (discussed later in this book). As a result of these statistical analyses, several more items are eliminated, resulting in a purified scale. The purified scale is evaluated for reliability and validity by collecting more data from a different sample. On the basis of these assessments, a final set of scale items is selected. As can be seen from Figure 12.13, the scale development process is an iterative one with several feedback loops.35
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**Figure 12.13**

**Development of a multi-item scale**
Scale evaluation

A multi-item scale should be evaluated for accuracy and applicability.\[36\] As shown in Figure 12.14, this involves an assessment of reliability, validity and generalisability of the scale. Approaches to assessing reliability include test–retest reliability, alternative-forms reliability and internal consistency reliability. Validity can be assessed by examining content validity, criterion validity and construct validity.

Before we can examine reliability and validity we need an understanding of measurement accuracy; it is fundamental to scale evaluation.

Measurement accuracy

A measurement is a number that reflects some characteristic of an object. A measurement is not the true value of the characteristic of interest but rather an observation of it. A variety of factors can cause measurement error, which results in the measurement or observed score being different from the true score of the characteristic being measured (see Table 12.7).

The true score model provides a framework for understanding the accuracy of measurement. According to this model,

\[X_O = X_T + X_S + X_R\]

where \(X_O\) = the observed score or measurement
\(X_T\) = the true score of the characteristic
\(X_S\) = systematic error
\(X_R\) = random error

Note that the total measurement error includes the systematic error, \(X_S\), and the random error, \(X_R\). Systematic error affects the measurement in a constant way. It represents stable factors that affect the observed score in the same way each time the measurement is made. Random error, on the other hand, is not constant. It represents transient factors that affect the observed score in different ways each time the measurement is made, such as short-term transient personal factors or situational factors (see Table 12.7). The distinction between systematic and random error is crucial to our understanding of reliability and validity.
Reliability

Reliability refers to the extent to which a scale produces consistent results if repeated measurements are made.\textsuperscript{37} Systematic sources of error do not have an adverse impact on reliability, because they affect the measurement in a constant way and do not lead to inconsistency. In contrast, random error produces inconsistency, leading to lower reliability. Reliability can be defined as the extent to which measures are free from random error, $X_R$. If $X_R = 0$, the measure is perfectly reliable.

Reliability is assessed by determining the proportion of systematic variation in a scale. This is done by determining the association between scores obtained from different administrations of the scale. If the association is high, the scale yields consistent results and is therefore reliable. Approaches for assessing reliability include the test–retest, alternative-forms and internal consistency methods.

In test–retest reliability, participants are administered identical sets of scale items at two different times, under as nearly equivalent conditions as possible. The time interval between tests or administrations is typically two to four weeks. The degree of similarity between the two measurements is determined by computing a correlation coefficient (see Chapter 22). The higher the correlation coefficient, the greater the reliability.

Several problems are associated with the test–retest approach to determining reliability. First, it is sensitive to the time interval between testing. Other things being equal, the longer the time interval, the lower the reliability. Second, the initial measurement may alter the characteristic being measured. For example, measuring participants’ attitude towards low-alcohol beer may cause them to become more health conscious and to develop a more positive attitude towards low-alcohol beer. Third, it may be impossible to make repeated measurements (e.g. the research topic may be the participant’s initial reaction to a new product). Fourth, the first measurement may have a carryover effect to the second or subsequent measurements. Participants may attempt to remember answers they gave the first time. Fifth, the characteristic being measured may change between measurements. For example, favourable information about an object between measurements may make a participant’s attitude more positive. Finally, the test–retest reliability coefficient can be inflated by the correlation of each item with itself. These correlations tend to be higher than correlations between different scale items across administrations. Hence, it is possible to have high test–retest correlations because of the high correlations between the same scale items measured at different times, even though the correlations between different scale items are quite low. Because of these problems, a test–retest approach is best applied in conjunction with other approaches, such as alternative-forms reliability.\textsuperscript{38}

### Table 12.7: Potential sources of error in measurement

<table>
<thead>
<tr>
<th>Number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Other relatively stable characteristics of the individual that influence the test score, such as intelligence, social desirability and education</td>
</tr>
<tr>
<td>2</td>
<td>Short-term or transient personal factors, such as health, emotions and fatigue</td>
</tr>
<tr>
<td>3</td>
<td>Situational factors, such as the presence of other people, noise and distractions</td>
</tr>
<tr>
<td>4</td>
<td>Sampling of items included in the scale: addition, deletion or changes in the scale items</td>
</tr>
<tr>
<td>5</td>
<td>Lack of clarity of the scale, including the instructions or the items themselves</td>
</tr>
<tr>
<td>6</td>
<td>Mechanical factors, such as poor printing, overcrowding items in the questionnaire and poor design</td>
</tr>
<tr>
<td>7</td>
<td>Administration of the scale, such as differences among interviewers</td>
</tr>
<tr>
<td>8</td>
<td>Analysis factors, such as differences in scoring and statistical analysis</td>
</tr>
</tbody>
</table>
In alternative-forms reliability, two equivalent forms of the scale are constructed. The same participants are measured at two different times, usually two to four weeks apart, with a different scale form being administered each time. The scores from the administrations of the alternative scale forms are correlated to assess reliability. The two forms should be equivalent with respect to content, i.e. each scale item should attempt to measure the same items. There are two major problems with this approach. First, it is time-consuming and expensive to construct an equivalent form of the scale. Second, it is difficult to construct two equivalent forms of a scale. The two forms should be equivalent with respect to content. In a strict sense, it is required that the alternative sets of scale items should have the same means, variances and intercorrelations. Even if these conditions are satisfied, the two forms may not be equivalent in content. Thus, a low correlation may reflect either an unreliable scale or non-equivalent forms.

Internal consistency reliability is used to assess the reliability of a summated scale where several items are summed to form a total score. In a scale of this type, each item measures some aspect of the construct measured by the entire scale, and the items should be consistent in what they indicate about the construct. This measure of reliability focuses on the internal consistency of the set of items forming the scale.

The simplest measure of internal consistency is split-half reliability. The items on the scale are divided into two halves and the resulting half scores are correlated. High correlations between the halves indicate high internal consistency. The scale items can be split into halves based on odd- and even-numbered items, or randomly. The problem is that the results will depend on how the scale items are split. A popular approach to overcoming this problem is to use the coefficient alpha.

The coefficient alpha, or Cronbach’s alpha, is the average of all possible split-half coefficients resulting from different ways of splitting the scale items. This coefficient varies from 0 to 1, and a value of 0.6 or less generally indicates unsatisfactory internal consistency reliability. An important property of coefficient alpha is that its value tends to increase with an increase in the number of scale items. Therefore, coefficient alpha may be artificially, and inappropriately, inflated by including several redundant scale items. Another coefficient that can be employed in conjunction with coefficient alpha is coefficient beta. Coefficient beta assists in determining whether the averaging process used in calculating coefficient alpha is masking any inconsistent items.

Some multi-item scales include several sets of items designed to measure different aspects of a multidimensional construct. For example, a fashion boutique’ image is a multidimensional construct that includes brand image(s) of stocked merchandise, quality of merchandise, assortment of merchandise, layout and merchandising, service of boutique personnel, prices, physical location and characteristics of other shoppers in the boutique. Hence, a scale designed to measure the fashion boutique’ image could contain items measuring each of these dimensions. Because these dimensions are somewhat independent, a measure of internal consistency computed across dimensions would be inappropriate. If several items are used to measure each dimension, however, internal consistency reliability can be computed for each dimension.

The following example illustrates how researchers developed scale items to encapsulate newspaper-reading behaviour. It shows how they performed reliability tests and the subject of our next section, validity tests.
Increasingly specialised electronic journals. In a study of digital journalism, the main objective was to analyse the possible influence of reader motivations on the degree of substitutability between digital and traditional media. In order to develop scales to measure their chosen variables, researchers undertook an exhaustive review of the literature, including a search for existing scales that could be suitably adapted. They also conducted a series of in-depth interviews with readers. They then designed a series of questions that would measure the multiple dimensions involved.

Before testing any hypotheses, the scales initially proposed were subjected to a sifting process in order to obtain measurement instruments that would allow the researchers to quantify the concepts they wanted to encapsulate. There was an exploratory analysis of reliability, the first step of which was to calculate the Cronbach’s alpha value and the item-total correlation of each of the variables analysed. The initial scales were refined and the results of the Cronbach’s alpha test showed an acceptable degree of internal consistency in the four scales they considered, being in all the cases over the 0.7 recommended by Cronbach. As a second step the researchers carried out a study of unidimensionality by means of an exploratory factor analysis. The next stage was a confirmatory analysis of reliability, in order to guarantee the proposed scales’ reliability and validity. This enabled them to sift scales by the development of successive confirmatory factor analyses. The goodness of fit of the complete confirmatory model was checked and was acceptable. Lastly, the scales that had varied in structure since the exploratory analysis were subjected to a fresh reliability assessment using Cronbach’s alpha criteria and item-total correlation. The reliability levels for each indicator, expressed in terms of $R^2$, were at acceptable levels. In order to confirm the definitive reliability of the scales, the researchers carried out tests of the composite reliability coefficient and the average variance extracted.

In order to verify whether the designed scales were measuring the concepts correctly, analyses of validity were carried out. In this study, researchers considered validity to be guaranteed not only in view of the rigour used in the design of the initial scales on the basis of the literature, but also because they took into account the findings of their in-depth interviews, which were endorsed by various experts in the subject. Construct validity analysis was formed by two fundamental categories of validity: convergent and discriminatory. In terms of convergent validity the standardised coefficients in each scale were over 0.5 and significant. To assess the discriminatory validity the researchers used several tests, such as checking that value ‘1’ was not in the confidence interval of the correlations between different constructs. Likewise, they checked that correlations between different scales were not over 0.8.

**Validity**

The **validity** of a scale may be considered as the extent to which differences in observed scale scores reflect true differences among objects on the characteristic being measured, rather than systematic or random error. Perfect validity requires that there be no measurement error ($X_O = X_T$, $X_R = 0$, $X_S = 0$). Researchers may assess content validity, criterion validity or construct validity.  

---

**Validity**

The extent to which a measurement represents characteristics that exist in the phenomenon under investigation.
Content validity
A type of validity, sometimes called face validity, that consists of a subjective but systematic evaluation of the representativeness of the content of a scale for the measuring task at hand.

Criterion validity
A type of validity that examines whether the measurement scale performs as expected in relation to other selected variables as meaningful criteria.

Concurrent validity
A type of validity that is assessed when the data on the scale being evaluated and on the criterion variables are collected at the same time.

Predictive validity
A type of validity that is concerned with how well a scale can forecast a future criterion.

Construct validity
A type of validity that addresses the question of what construct or characteristic the scale is measuring. An attempt is made to answer theoretical questions of why a scale works and what deductions can be made concerning the theory underlying the scale.

Convergent validity
A measure of construct validity that measures the extent to which the scale correlates positively with other measures of the same construct.

Discriminant validity
A type of construct validity that assesses the extent to which a measure does not correlate with other constructs from which it is supposed to differ.

Nomological validity
A type of validity that assesses the relationship between theoretical constructs. It seeks to confirm significant correlations between the constructs as predicted by a theory.

Content validity, sometimes called face validity, is a subjective but systematic evaluation of how well the content of a scale represents the measurement task at hand. The researcher or someone else examines whether the scale items adequately cover the entire domain of the construct being measured. Thus, a scale designed to measure a fashion boutique’ image would be considered inadequate if it omitted any of the major dimensions (brand image(s) of stocked merchandise, quality of merchandise, assortment of merchandise, layout and merchandising, service of boutique personnel, prices, etc.). Given its subjective nature, content validity alone is not a sufficient measure of the validity of a scale, yet it aids in a common-sense interpretation of the scale scores. A more formal evaluation can be obtained by examining criterion validity.

Criterion validity reflects whether a scale performs as expected in relation to other selected variables (criterion variables) as meaningful criteria. If, for example, a scale is designed to measure loyalty in customers, criterion validity might be determined by comparing the results generated by this scale with results generated by observing the extent of repeat purchasing. Based on the time period involved, criterion validity can take two forms, concurrent validity and predictive validity.

Concurrent validity is assessed when the data on the scale being evaluated (e.g. loyalty scale) and the criterion variables (e.g. repeat purchasing) are collected at the same time. The scale being developed and the alternative means of encapsulating the criterion variables would be administered simultaneously and the results compared.

Predictive validity is concerned with how well a scale can forecast a future criterion. To assess predictive validity, the researcher collects data on the scale at one point in time and data on the criterion variables at a future time. For example, attitudes towards how loyal customers feel to a particular brand could be used to predict future repeat purchases of that brand. The predicted and actual purchases (which could be tracked on CRM databases or scanned purchases) are compared to assess the predictive validity of the attitudinal scale.

Construct validity addresses the question of what construct or characteristic the scale is, in fact, measuring. When assessing construct validity, the researcher attempts to answer theoretical questions about why the scale works and what deductions can be made concerning the underlying theory. Thus, construct validity requires a sound theory of the nature of the construct being measured and how it relates to other constructs. Construct validity is the most sophisticated and difficult type of validity to establish. As Figure 12.14 shows, construct validity includes convergent, discriminant and nomological validity.

Convergent validity is the extent to which the scale correlates positively with other measurements of the same construct. It is not necessary that all these measurements be obtained by using conventional scaling techniques. Discriminant validity is the extent to which a measure does not correlate with other constructs from which it is supposed to differ. It involves demonstrating a lack of correlation among differing constructs. Nomological validity is the extent to which the scale correlates in theoretically predicted ways with measures of different but related constructs. A theoretical model is formulated that leads to further deductions, tests and inferences. Gradually, a nomological net is built in which several constructs are systematically interrelated.

An instance of construct validity can be evaluated in the following example. A researcher seeks to provide evidence of construct validity in a multi-item scale, designed to measure the concept of ‘self-image’. These findings would be sought:

- High correlations with other scales designed to measure self-concepts and with reported classifications by friends (convergent validity).
- Low correlations with unrelated constructs of brand loyalty and variety seeking (discriminant validity).
- Brands that are congruent with the individual’s self-concept are preferred, as postulated by the theory (nomological validity).
- A high level of reliability.
Note that a high level of reliability was included as evidence of construct validity in this example. This illustrates the relationship between reliability and validity.

**Relationship between reliability and validity**

The relationship between reliability and validity can be understood in terms of the true score model. If a measure is perfectly valid, it is also perfectly reliable. In this case, \( X_O = X_T \), \( X_R = 0 \) and \( X_S = 0 \). Thus, perfect validity implies perfect reliability. If a measure is unreliable, it cannot be perfectly valid, since at a minimum \( X_O = X_T + X_R \). Furthermore, systematic error may also be present, i.e. \( X_S \neq 0 \). Thus, unreliability implies invalidity. If a measure is perfectly reliable, it may or may not be perfectly valid, because systematic error may still be present \( (X_O = X_T + X_S) \). In other words, a reliable scale can be constructed to measure ‘customer loyalty’ but it may not necessarily be a valid measurement of ‘customer loyalty’. Conversely, a valid measurement of ‘customer loyalty’ has to be reliable. Reliability is a necessary, but not sufficient, condition for validity.

**Generalisability**

**Generalisability** refers to the extent to which one can generalise from the observations at hand to a universe of generalisations. The set of all conditions of measurement over which the investigator wishes to generalise is the universe of generalisation. These conditions may include items, interviewers and situations of observation. A researcher may wish to generalise a scale developed for use in personal interviews to other modes of data collection, such as kiosk and online interviews. Likewise, one may wish to generalise from a sample of items to the universe of items, from a sample of times of measurement to the universe of times of measurement, from a sample of observers to a universe of observers, and so on.

In generalisability studies, measurement procedures are designed to investigate each universe of interest by sampling conditions of measurement from each of them. For each universe of interest, an aspect of measurement called a facet is included in the study. Traditional reliability methods can be viewed as single-facet generalisability studies. A test–retest correlation is concerned with whether scores obtained from a measurement scale are generalisable to the universe scores across all times of possible measurement. Even if the test–retest correlation is high, nothing can be said about the generalisability of the scale to other universes. To generalise to other universes, generalisability theory procedures must be employed.

**Choosing a scaling technique**

In addition to theoretical considerations and evaluation of reliability and validity, certain practical factors should be considered in selecting scaling techniques for a particular marketing research problem. These include the level of information (nominal, ordinal, interval or ratio) desired, the capabilities and willingness of participants, the characteristics of the stimulus objects, method of administration, the context and cost. Selecting an appropriate rating scale is a necessary first step in developing a good measurement instrument; establishing statistical reliability and validity through a multi-step testing and retesting process should be accorded the highest priority in selecting a scale. A good rating scale should have the following characteristics: minimal response bias, participant interpretation and understanding, discriminating power, ease of administration, ease of use by participants, credibility and usefulness of results.

As a general rule, using the scaling technique that will yield the highest level of information feasible in a given situation will permit using the greatest variety of statistical analyses.
Also, regardless of the type of scale used, whenever feasible, several scale items should be used to measure the characteristic of interest. This provides more accurate measurement than a single-item scale. In many situations, it is desirable to use more than one scaling technique or to obtain additional measures using mathematically derived scales.

**Mathematically derived scales**

All the scaling techniques discussed in this chapter require the participants to evaluate directly the constructs that the researcher believes to comprise the object of study, e.g. the cognitive state of brand loyalty. In contrast, mathematical scaling techniques allow researchers to infer participants’ evaluations of the constructs of the object of study. These evaluations are inferred from the participants’ overall judgements. Two popular mathematically derived scaling techniques are multidimensional scaling and conjoint analysis (which are discussed in detail in Chapter 26).

**Summary**

Measurement is the assignment of numbers or other symbols to characteristics of objects according to set rules. Scaling involves the generation of a continuum upon which measured objects are located. The fundamental scale characteristics are description, order, distance and origin. The four primary scales of measurement are nominal, ordinal, interval and ratio. Of these, the nominal scale is the most basic, in that the numbers are used only for identifying or classifying objects and the only characteristic possessed is description. In the ordinal scale, the numbers indicate the relative position of the objects but not the magnitude of difference between them. Thus, only the order and description characteristics are present. The interval scale permits a comparison of the differences between the objects. Because it has an arbitrary zero point, however, it is not meaningful to calculate ratios of scale values on an interval scale. The highest level of measurement is represented by the ratio scale, in which the zero point is fixed. The researcher can compute ratios of scale values using this scale. The ratio scale incorporates all the properties of the lower-level scales and also has the origin characteristic.

Scaling techniques can be classified as comparative or non-comparative. Comparative scaling involves a direct comparison of stimulus objects. Comparative scales include paired comparisons, rank order, constant sum and the Q-sort. The data obtained by these procedures have only ordinal properties. Verbal protocols, where the participant is instructed to think out loud, can be used for measuring cognitive responses. In non-comparative scaling, each object is scaled independently of the other objects in the stimulus set. The resulting data are generally assumed to be interval or ratio scaled. Non-comparative rating scales can be either continuous or itemised. The itemised rating scales are further classified as Likert, semantic differential or Stapel scales. The data from all these three types of scale are typically treated as interval. Thus, these scales possess the characteristics of description, order and distance. When using non-comparative itemised rating scales, the researcher must decide on the number of scale categories, balanced versus unbalanced scales, an odd or even number of categories, forced versus non-forced choices, the nature and degree of verbal description and the physical form or configuration.

Multi-item scales consist of a number of rating scale items. These scales should be evaluated in terms of reliability and validity. Reliability refers to the extent to which a
scale produces consistent results if repeated measurements are made. Approaches to assessing reliability include test–retest, alternative forms and internal consistency. The validity of a measurement may be assessed by evaluating content validity, criterion validity and construct validity.

The choice of a particular scaling technique in a given situation should be based on theoretical and practical considerations. Generally, the scaling technique used should be the one that will yield the highest level of information feasible. Also, multiple measures should be obtained.

Questions

1. What is measurement?
2. Highlight any marketing phenomena that you feel may be problematic in terms of assigning numbers to characteristics of those phenomena.
3. Describe and illustrate, with examples, the differences between a nominal and an ordinal scale.
4. What are the advantages of a ratio scale over an interval scale? Are these advantages significant?
5. What is a comparative rating scale?
6. What is a paired comparison? What are the advantages and disadvantages of paired comparison scaling?
7. Describe the constant sum scale. How is it different from the other comparative rating scales?
8. Identify the type of scale (nominal, ordinal, interval or ratio) used in each of the following. Give reasons for your choice.
   a. I like to listen to the radio when I am revising for exams
      Disagree  Agree
      1  2  3  4  5
   b. How old are you? __________
   c. Rank the following activities in terms of your preference by assigning a rank from 1 to 5; (1 = Most preferred, 2 = Second-most preferred, etc.):
      (i) Reading magazines
      (ii) Watching television
      (iii) Going to the cinema
      (iv) Shopping for clothes
      (v) Eating out.
   d. What is your university/college registration number? __________
   e. In an average weekday, how much time do you spend doing class assignments?
      (i) Less than 15 minutes
      (ii) 15 to 30 minutes
      (iii) 31 to 60 minutes
How much money did you spend last week in a coffee shop?

_____________

Describe the semantic differential scale and the Likert scale. For what purposes are these scales used?

What are the major decisions involved in constructing an itemised rating scale? How many scale categories should be used in an itemised rating scale? Why?

Should an odd or even number of categories be used in an itemised rating scale?

How does the nature and degree of verbal description affect the response to itemised rating scales?

What is reliability? What are the differences between test–retest and alternative-forms reliability?

What is validity? What is criterion validity? How is it assessed?

How would you select a particular scaling technique?

Exercises

1. You work in the marketing research department of a luxury watch brand. Your firm would like to measure the attitudes of retailers towards your brand and your main competitors. The attitudes would be measured using an online survey. You have been asked to develop an appropriate scale for this purpose. You have also been asked to explain and justify your reasoning in constructing this scale.

2. Develop three comparative (paired comparison, rank order and constant sum) scales to measure attitude towards five popular brands of soft drink (e.g. Coca Cola, Pepsi, Dr. Pepper, 7 Up and Red Bull). Administer each scale to five students. No student should be administered more than one scale. Note the time it takes each student to respond. Which scale was the easiest to administer? Which scale took the shortest time?

3. Develop a constant sum scale to determine preferences for restaurants. Administer this scale to a pilot sample of 20 students to determine their preferences for some of the popular restaurants in your town or city. Based on your pilot, evaluate the efficacy of the scale items you chose, and design new scale items that could be used for a full survey.

4. Design Likert scales to measure the usefulness of the Louis Vuitton Moët Hennessy website. Visit the site at www.lvmh.com and rate it on the scales that you have developed. After your site visit, were there any aspects of usefulness that you had not considered in devising your scales, what were they and why were they not apparent before you made your site visit?

5. In a small group, discuss the following issues: ‘A brand could receive the highest median rank on a rank order scale of all the brands considered and still have poor sales’ and ‘It really does not matter which scaling technique you use. As long as your measure is reliable, you will get the right results.’
Notes


10. It is not necessary to evaluate all possible pairs of objects, however. Procedures such as cyclic designs can significantly reduce the number of pairs evaluated. A treatment of such procedures may be found in Bemmaor, A.C. and Wagner, U., ‘A multiple-item model of paired comparisons: Separating chance from latent performance’, *Journal of Marketing Research* 37 (4) (November 2000), 514–24; Malhotra, N.K., Jain, A.K. and Pinson, C., ‘The robustness of MDS configurations in the case of incomplete data’, *Journal of Marketing Research* 25 (February 1988), 95–102.


24. There is little difference in the results based on whether the data are ordinal or interval; however, see Nishisato, S., Measurement and Multivariate Analysis (New York: Springer-Verlag, 2002); Gaiton, J., ‘Measurement scales and statistics: Resurgence of an old misconception’, Psychological Bulletin 87 (1980), 567.


33. Alvin, D.F., ‘Feeling thermometers versus 7-point scales - which are better?’, *Sociological Methods and Research* 25 (3) (February 1997), 318–40.


Questionnaire design

The questionnaire must motivate the participant to cooperate, become involved and provide complete, honest and accurate answers.
Objectives

After reading this chapter, you should be able to:

1 explain the purpose of a questionnaire and its objectives of asking questions that participants can and will answer, engaging participants and minimising response error;
2 understand the trade-offs that have to be made when designing a questionnaire;
3 describe the process of designing a questionnaire, the steps involved and guidelines that must be followed at each step;
4 discuss the considerations involved in designing questionnaires that work across multiple countries and cultures;
5 appreciate how technology is shaping the ways in which questionnaires are designed, delivered and experienced.

Overview

This chapter discusses the importance of questionnaire design and how researchers must put themselves ‘in the shoes’ of target participants in order to create an effective questionnaire. There are no scientific principles that can guarantee an optimal questionnaire; it is more of a craft that is honed through experience. Through experience, questionnaire designers will see that, given the information needs of the decision makers they support and characteristics of target participants, they must make a series of trade-offs. These trade-offs are described and illustrated. Next, we describe the objectives of a questionnaire and the steps involved in designing questionnaires. We provide several guidelines for developing sound questionnaires. The considerations involved in designing questionnaires when conducting international marketing research are discussed. Several ethical issues that arise in questionnaire design are evaluated. The chapter concludes by examining how digital developments can help in the design of more engaging questionnaires for participants.

We begin with an example that articulates some of the main challenges of good questionnaire design and the impact of poor design. The second example illustrates an academic study where characteristics of the questionnaire design could provide an engaging experience for participants.

Real research

Digital versus traditional newspapers: establishing reliability and validity

Survey Sampling International (SSI) is a global provider of sampling solutions – online and telephone, both fixed/landline and wireless/mobile, multimode and postal mail (www.surveysampling.com). A key part of its operations is the management of access panels. There has been much criticism of sampling quality issues addressed at the use of access panels. Online panel companies have done much to tackle quality issues and conduct research necessary to understand online panellists, their motivation, behaviour, needs and wants. Researchers from SSI presented the following views of some of the questionnaires that they have to work with, as designed by professional researchers:
Real research

Brands in songs

The insertion of brands in songs is one of the most ignored forms of product placement, an idea that has aroused the interest of many advertisers. Researchers analysed the memorisation of 17 brands cited in two French songs. The study evaluated perceptions of placement, examining whether the approval of a song and the artist generated a more favourable attitude towards the use of brands. In order to test the researchers’ hypotheses, an online survey was undertaken. The general principle was to invite participants to listen to two songs, then to question about the brands mentioned. The choice of songs, ‘Tes Parents’ by Vincent Delerm and ‘Wonderbra’ by MC Solaar, met several objectives. The idea was to choose songs in French that mentioned several brands and had comparable broadcast rates. Ten brands were counted in the song by Delerm and seven in the song by MC Solaar. The songs chosen were from different musical genres (French chanson and rap) in order to improve the external validity of the study, and to examine differences according to musical preferences. In designing the survey, the aim was to limit the length of the questionnaire without compromising the quality of the measurement of the variables. The average time required to complete the questionnaire was around 15 minutes. The clarity and the context of the use of the brand involved some subjectivity, and were measured on three-point scales developed by a brand specialist and a linguist. Familiarity with the song, approval or appreciation of the singer, of the song and of the music genre, were variables that the participants had no difficulty in understanding, and were therefore measured in a direct manner. The questionnaire was placed on a personal website and designed in the form of three successive web pages. The first screen contained general questions and questions that referred to the participants’ interest in music, and it allowed them to listen to the songs. The second screen concerned the knowledge and appreciation of the songs and their singers, and the spontaneous memorisation of the brands. The final screen dealt with the assisted memorisation of brands, the perception of brand placement and with spontaneous memorisation (with the indication of the title and extracts from the texts) of the brands in several other songs. Compared with a continuous form layout, this presentation on three screens had the advantage of not revealing immediately the length of the questionnaire. It also prevented participants from modifying the responses they had already given, and made it possible to keep the object of the study secret until they had listened to the two songs.
Survey and observation are the two sets of techniques for obtaining quantitative primary data in descriptive research (as discussed in Chapter 10). Both methods require some procedure for standardising the data collection process so that the data obtained are internally consistent and can be analysed in a uniform and coherent manner. If 40 different interviewers conduct face-to-face interviews or make observations in different parts of the country, the data they collect will not be comparable unless they follow specific guidelines and ask questions and record answers in a standard way. A standardised questionnaire or form will ensure comparability of the data, increase the speed and accuracy of recording and facilitate data processing.

A questionnaire, whether it is called a schedule, interview form or measuring instrument, is a formalised set of questions for obtaining information from participants. Typically, a questionnaire is only one element of a data-collection package that might also include: (1) fieldwork procedures, such as instructions for selecting, approaching and questioning participants (see Chapter 16); (2) some reward, gift or payment offered to participants; and (3) communication aids, such as maps, pictures, music, advertisements and products (as in many online and face-to-face interviews) and return envelopes (in postal surveys).

Any questionnaire has three specific objectives. First, it must translate the information needed into a set of specific questions that participants can and will answer. Developing questions that participants can and will answer, and which will yield the desired information, is difficult. Two apparently similar ways of posing a question may yield different information. Hence, this objective is most challenging.

Second, a questionnaire must uplift, motivate and encourage the participant to become involved, to cooperate and to complete the task. Figure 13.1 uses a basic marketing model of

---

**Figure 13.1**

*Exchange of values between researchers and participants*

- **What the participant may want from the researcher:**
  - Tangible reward
  - Confidentiality
  - Interesting subject and experience
  - Personal benefits from seeing the research completed
  - Social benefits from seeing the research completed
  - Being ‘chosen’ as a participant with expertise on a subject
  - Research organisation known for excellence in research
  - Rapport and trust

- **What the researcher may want from the participant:**
  - Honesty
  - Takes in reasons for the study
  - Follows the instructions in completing the study
  - Thinks through the issues before forming an answer
  - Social benefits from seeing the research completed
  - Says good things about the rationale for marketing research
  - Says good things about the research process
exchange of values between two parties to illustrate this point. Before designing any questionnaire, or indeed any research technique, the researcher must evaluate ‘what is the participant going to get out of this?’ In other words, the researcher must have an empathy with target participants and appreciate what they think when approached and questioned. Such an appreciation of what participants go through affects the design of how they are approached, the stated purpose of the research, the rewards for taking part and the whole process of questioning and question design.3

Not all participants are the same in what they seek from a questionnaire or interview process. In Figure 13.1, some participants may want to see some personal benefit, perhaps a tangible reward, while others may be happy to see the social benefits. Taking care in appreciating what participants expect from the questioning process can nurture responses that have been well thought through, are stated in honesty and are accurate.

Third, a questionnaire should minimise response error. The potential sources of error in research designs were discussed in Chapter 3, where response error was defined as the error that arises when participants give inaccurate answers or when their answers are mis-recorded or mis-analysed. A questionnaire can be a major source of response error. Minimising this error is an important objective of questionnaire design.

**Questionnaire design process**

The great weakness of questionnaire design is a lack of theory. Because there are no scientific principles that guarantee an optimal or ideal questionnaire, questionnaire design is a skill acquired through experience. Similarly, the correct grammatical use of language does not guarantee the optimal questionnaire. There may be participants who do not communicate in a ‘correct’ grammatical manner and find ‘correctly written’ questionnaires complicated and confusing. Therefore, this section presents guidelines and rules to help develop the craft of questionnaire design. Although these guidelines and rules can help you avoid major mistakes, the ‘fine tuning’ of a questionnaire comes from the creativity of a skilled researcher.4 Developing the craft of questionnaire design requires the creative ‘trade-off’ of many factors. Figure 13.2 helps to illustrate some of

![Figure 13.2 Trade-offs faced by the questionnaire designer](image-url)
the trade-offs that the questionnaire designer faces and that collectively make the design process problematic.

The design process is founded upon generating information that will effectively support marketing decision makers. Establishing the nature of marketing problems and corresponding marketing research problems, i.e. defining the nature of effective support, was discussed in Chapter 2. Different techniques and sources of information were outlined to help in the diagnosis process, which feed directly into the stages set out below:

1. The ‘source of idea’ represents the culmination of the marketing decision makers’ and researchers’ diagnoses and the information they have available at the time of commissioning a marketing research project.

2. From the diagnoses, and the statement of marketing and research problems, emerge specific research questions. Based upon the diagnoses, the purpose of each potential question should be established, i.e. ‘question purpose’. Some research questions may be addressed through actual measurements in questionnaires. Other research questions may not be addressed by the use of questionnaires. The following example illustrates how a large global team of stakeholders established priorities for the questionnaire design of an online survey.

3. With clear question purposes, the process of establishing ‘actual questions’ can begin. At this point, the researchers have to put themselves ‘in the shoes’ of the potential participant. It is fine to say that certain questions need to be answered, but this has to be balanced with an appreciation of whether participants are able, or indeed willing,

---

**Real research**

**Tango Facebook application questionnaire**

When someone is taking part in an intercept survey on a brand’s site or Facebook Fan Page, the research becomes part of that brand experience. The questionnaire’s look, feel and tone can all have an impact on the brand relationship. When a questionnaire is written in a way that fits with a brand’s values and the creative experience, the experience of the research is less likely to compromise feelings of intimacy between the participant and the brand. An example of this is from a Tango Facebook application that was created by collaboration between research experts from the brand and communications agency Hall and Partners (www.hallandpartners.com/), digital agency Nudge (www.nudgedigital.co.uk) and advertising agency BBH (www.bartleboglehegarty.com). The introduction or invitation to participate reads:

*Bongiorno! So, we both know you’ve used the Tango Head Masher 3000 facebook app to mash more heads than a Zombie DJ at a funeral themed rave. The voices in your head gave permission for us to talk to you so we’re going to – Listen, we’re even doing it now. You can hear us in your head can’t you. Stop picking your nose, because we wanna ask you some questions about Tango, the facebook application and why your dad spends so long on the toilet. If you manage to complete all of the questionnaire without fainting or farting, then you’ll be entered into a PRIZE DRAW.*

Examples of Tango Facebook application question phrasing included: *It made me feel that I could marry a can of Tango* and *It made me feel Tango was pretty bloody good.*
to answer particular questions. The following example illustrates the challenge of getting into the frame of mind, the forms of expression and words that may be meaningful to participants.

4 Deciding how the data collected are to be analysed does not happen when questionnaires have been returned from participants. ‘Question analyses’ must be thought through from an early stage. The connections between questions and the appropriate statistical tests that fulfil the question purposes should be established as the questionnaire is designed. Again, trade-offs have to be considered. In Chapter 12, different scale types were linked to different statistical tests. As one progresses from nominal through ordinal to interval and then ratio scales, more sophisticated statistical analyses can be performed. However, as one progresses through these scale types, the task for participants becomes more onerous. This trade-off can be illustrated again in the following example.

**Real research**

Trading-off the participant task with statistical power

In the study of banking practices in Europe, participants were asked who they thought were the top four banks in their country (ordinal scale). They were then asked why they thought the top two banks were perceived to be best and second best. This could be completed in a number of ways. A list of characteristics could be given and participants asked to tick those that they thought matched the bank. This would be easy for participants to undertake and produce nominal data. The same set of characteristics could be listed with participants asked to rank-order them. This task requires more thought and effort, though now produces the more powerful ordinal data. The same list could have been presented and participants asked to allocate 100 points using a constant sum scale. This would have been an even more onerous task but would have produced the more powerful interval scale. The questionnaire designer has to consider how onerous the task is for participants, especially when set in the context of all the other questions the participant is being asked, and trade this off against the meaning and interpretations that decision makers would get from the findings.

5 The understanding that is taken from the data comes back to the ‘source of idea’. By now the researcher or questionnaire designers may have collected other data, interpreted existing data differently, or been exposed to new forces in the marketplace. They may even now see what questions they should have been asking!

There can be no theory to encapsulate the trade-offs illustrated in Figure 13.2. Each research project will have different demands and emphases. With the experience of designing a number of questionnaires, the ‘craft’ of questionnaire design is developed and the balance understood to meet different demands and emphases.

In order to develop a further understanding of questionnaire design, the process will be presented as a series of steps, as shown in Figure 13.3, and we present guidelines for each step. The process outlined in Figure 13.2 shows that, in practice, the steps are interrelated and the development of a questionnaire involves much iteration and interconnection between stages.
Specify the information needed

The first step in questionnaire design is to specify the information needed. This is also the first step in the research design process. Note that, as the research project progresses, the information needed can become more clearly defined. It is helpful to review the components of the problem and the approach, particularly the research questions, hypotheses and characteristics that influence the research design. To ensure further that the information obtained fully addresses all the components of the problem, the researcher should prepare a set of dummy tables. A dummy table is a blank table used to present findings. It portrays how the analysis will be structured once the data have been collected.

It is also vital to have a clear idea of the target participants. The characteristics of the participant group have a great influence on questionnaire design. The wording and style of questions that may be appropriate for finance directors being surveyed about their IT needs may not be appropriate for retired persons being surveyed about their holiday needs or schoolchildren being surveyed about games they play on mobile devices. The more diversified the participant group, the more difficult it is to design a single questionnaire appropriate for the entire group.
Specify the type of interviewing method

An appreciation of how the type of interviewing method influences questionnaire design can be obtained by considering how the questionnaire is administered under each method (see Chapter 10). Online and postal surveys are self-administered, so the questions must be simple, and detailed instructions must be provided. In online surveys and computer-assisted interviewing (CAPI and CATI), complex skip patterns and randomisation of questions to eliminate order bias can be easily accommodated. In face-to-face interviews, participants see the questionnaire and interact with the interviewer. Thus, lengthy, complex and varied questions can be asked. In telephone interviews the participants interact with the interviewer, but they do not see the questionnaire. This limits the type of questions that can be asked to short and simple ones. Questionnaires designed for face-to-face and telephone interviews should be written in a conversational style.7

Real research

Effect of interviewing method

Online and postal questionnaire design

Please rank-order the following film genres in order of your preference. Begin by picking out the genre that you like the most and assign it a number 1. Then find the second-most-preferred genre and assign it a number 2. Continue until you have ranked all genres in order of preference. Your least-preferred genre should be assigned a rank of 10. No two genres should receive the same rank number. The criteria you use to establish your preference are entirely up to you. There are no right or wrong answers. Just try to be consistent.

<table>
<thead>
<tr>
<th>Film genre</th>
<th>Rank order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Action</td>
<td></td>
</tr>
<tr>
<td>2 Animated</td>
<td></td>
</tr>
<tr>
<td>3 Comedy</td>
<td></td>
</tr>
<tr>
<td>4 Drama</td>
<td></td>
</tr>
<tr>
<td>5 Factual</td>
<td></td>
</tr>
<tr>
<td>6 Fantasy</td>
<td></td>
</tr>
<tr>
<td>7 Light drama</td>
<td></td>
</tr>
<tr>
<td>8 Romance</td>
<td></td>
</tr>
<tr>
<td>9 Sci-fi</td>
<td></td>
</tr>
<tr>
<td>10 Suspense</td>
<td></td>
</tr>
</tbody>
</table>

Telephone questionnaire design

I will read you the names of film genres. Please rate them in terms of your preference on a scale of 1 to 10: 10 represents ‘greatly preferred’ and 1 represents ‘not so preferred’. The higher the number, the greater the degree of preference for that genre. Now, please tell me your preference for these genres . . . (READ ONE GENRE AT A TIME.)
Face-to-face questionnaire design

(HAND GENRE NAME CARDS TO THE PARTICIPANT.) Here is a set of film genres, each written on a separate card. Please examine these cards carefully. (GIVE PARTICIPANT TIME.) Now, give me the card with the film genre that you prefer the most. (RECORD THE GENRE AND TAKE THE CARD FROM THE PARTICIPANT.) Would you carry on through the cards and hand over, in order, your second, third, fourth, etc.? (REPEAT THIS PROCESS SEQUENTIALLY UNTIL THE PARTICIPANT HAS ONLY ONE CARD LEFT.)

<table>
<thead>
<tr>
<th>Film genre</th>
<th>Not so preferred</th>
<th>Greatly preferred</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Action</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>2 Animated</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>3 Comedy</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>4 Drama</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>5 Factual</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>6 Fantasy</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>7 Light drama</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>8 Romance</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>9 Sci-fi</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
<tr>
<td>10 Suspense</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td></td>
</tr>
</tbody>
</table>

Ranking 10 film genres could be easily administered in an online survey, postal survey and on some mobile devices. Such a ranking may be too complex a task to be administered over the telephone or as an email survey. Instead, the simpler ranking task, where the genres are rated one at a time, could be selected to measure preferences. Note the use of cards to facilitate the ranking task in the face-to-face interview. Interviewer instructions (typed in capital letters) are much more extensive in the face-to-face interview. Another difference is that whereas the participant records the ranks in online and postal surveys, the interviewer records the film genres in the face-to-face interview. The type of interviewing method also influences the content of individual questions.

Determine the content of individual questions

Once the information needed is specified and the type of interviewing method decided, the next step is to determine individual question content: what to include in individual questions?
Chapter 13 Questionnaire design

Is the question necessary?

Every question in a questionnaire should contribute to the information needed or serve some specific purpose that will help to elicit the desired information from participants. If there is no explicit and satisfactory use for the data resulting from a question, that question should be eliminated. In certain situations, however, questions may be asked that are not directly related to the needed information. It is useful to ask some neutral questions at the beginning of the questionnaire to establish involvement and rapport, particularly when the topic of the questionnaire is sensitive or controversial. Sometimes filler questions are asked to disguise the purpose or sponsorship of the project. For example, a survey on mobile devices sponsored by Samsung may also include filler questions related to Apple and Google. Questions unrelated to the immediate problem may sometimes be included to generate client support for the project. At times, certain questions may be duplicated for the purpose of assessing reliability or validity.

Are several questions needed instead of one?

Once we have ascertained that a question is necessary, we must make sure that it is sufficient to get the desired information. Sometimes several questions are needed to obtain the required information in an unambiguous manner. Consider the question ‘Do you think Coca-Cola is a tasty and refreshing soft drink?’ A yes answer will presumably be clear, but what if the answer is no? Does this mean that the participant thinks that Coca-Cola is not tasty, that it is not refreshing, or that it is neither tasty nor refreshing? Such a question is called a double-barrelled question, because two or more questions are combined into one. To obtain the required information, two distinct questions should be asked: ‘Do you think Coca-Cola is a tasty soft drink?’ and ‘Do you think Coca-Cola is a refreshing soft drink?’.

Another example of multiple questions embedded in a single question is the ‘why’ question. The ‘why’ question seems very simple to write in a questionnaire and may be very simple to pose in an interview. However, it may not be a simple task in responding to such a question as it may tap into many constructs that, for the participant, may be difficult to conceive and/or articulate. In the context of the leisure-time study focusing on cinemas, consider the question ‘Why do you like the Odeon cinema?’. The possible answers may include: ‘I was taken there by my mother and have such happy memories of that visit’, ‘the Odeon is conveniently located for me to just drop in when I feel like it’ and ‘it has the best assortment of snacks and sweets’. Each answer relates to a different question embedded in the ‘why’ question. The first tells how the participant first learnt about the Odeon, the second reveals what the participant likes about the Odeon compared with other cinemas, and the third reveals what features of the cinema the participant favours. The three answers are not comparable, and any one answer may not be sufficient. Complete information may be obtained by asking two or even more separate questions: ‘What do you like about the Odeon compared with other cinemas?’ and ‘How did you first happen to visit an Odeon cinema?’. Most ‘why’ questions about the use of a product or choice alternative involve two aspects: (1) attributes of the product and (2) influences leading to knowledge of it.

Overcoming the participant’s inability and unwillingness to answer

Researchers should not assume that participants can provide accurate or well-reasoned answers to all questions posed to them (assuming that they are willing to!). The researcher should attempt to overcome the participants’ inability to answer. Certain factors limit the participants’ ability to provide the desired information. The participants may not be informed, may not remember, or may be unable to articulate certain types of responses.
Is the participant informed?

Participants are often asked about topics on which they are not informed. Marketers and brand designers may have a deep and well-informed knowledge of the characteristics that shape their industries and environments. Their target consumers, however, may have little inclination to spend their time understanding such intricacies. Even if they do wish to understand issues such as, for example, the environmental impact of the use of pesticides on the growth of cotton used in a shirt they are considering buying, there may be many complexities that make them uninformed. The following example illustrates how in issues such as social responsibility and environmental sustainability, there can be many different stories and ‘facts’ that lead to uninformed participants.

Real research

Understanding corporate social responsibility

In a Global Change Network (www.theglobalchangenetwork.com) survey among communications professionals, more than two-thirds of participants believed that consumers would be increasingly interested in social and environmental efforts, not, however, at the expense of economic concerns, but in concert with them. Those products that demonstrated a clear value and were good for society and the environment were likely to prosper. Proper communications can help to clear up the confusion while boosting a company’s revenues. How companies tell social and environmental stories is critical. Consumers are often uninformed or confused by much of the news and information they get. They do not necessarily understand green terminology, or how a company or product is really ‘giving back’.

In situations where not all participants are likely to be informed about the topic of interest, filter questions that measure familiarity, product use and past experience should be asked before questions about the topics themselves. Filter questions enable the researcher to filter out participants who are not adequately informed. The use of online, CATI and CAPI surveys allows extensive filtering to produce a variety of questionnaire formats that can be tailored to the familiarity, product use and past experiences of participants.

One important area to consider is situations where participants do not have sufficient knowledge of a category to give an informed answer. For example, a participant may be asked to rate preferences for a selection of movies – none of which they have heard of. A ‘don’t know’ option can reduce uninformed responses without reducing the overall response rate or the response rate for questions about which the participants have information. Hence this option should be provided when the researcher expects that participants may not be adequately informed about the subject of the question.

Can the participant remember?

Many things that we might expect everyone to know are remembered by only a few. Test this on yourself. Can you remember the brand name of the socks you are wearing (assuming you are wearing socks), what you had for lunch a week ago, or what you were doing a month ago at noon? Further, do you know how many litres of soft drinks you consumed during the last four weeks? Evidence indicates that consumers are particularly poor at remembering
quantities of products consumed. In situations where factual data were available for comparison, it was found that consumer reports of product usage exceeded actual usage by 100% or more. Thus, soft-drink consumption may be better obtained by asking:

<table>
<thead>
<tr>
<th>How often do you consume soft drinks in a typical week?</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Less than once a week]</td>
</tr>
<tr>
<td>![1 to 3 times a week]</td>
</tr>
<tr>
<td>![4 to 6 times a week]</td>
</tr>
<tr>
<td>![7 or more times per week]</td>
</tr>
</tbody>
</table>

The inability to remember can lead to errors of omission, telescoping and creation. Omission is the inability to recall an event that actually took place. Telescoping takes place when an individual telescopes or compresses time by remembering an event as occurring more recently than it actually occurred. For example, a participant reports three trips to the supermarket in the last two weeks when, in fact, one of these trips was made 18 days ago. Creation error takes place when a participant ‘remembers’ an event that did not actually occur.

The ability to remember an event is influenced by (1) the event itself, (2) the time elapsed since the event and (3) the presence or absence of things that would aid memory. We tend to remember events that are important or unusual, or that occur frequently. People remember their wedding anniversary and birthday. Likewise, more recent events are remembered better. A fashion shopper is more likely to remember what he or she purchased on the last shopping trip than what was bought three shopping trips ago.

Research indicates that questions that do not provide the participant with cues to the event, and that rely on unaided recall, can underestimate the actual occurrence of an event. For example, testing whether participants were exposed to a beer advertisement at the cinema could be measured in an unaided manner by questions like ‘What brands of beer do you remember being advertised last night at the cinema?’ (having established that the participant was at a cinema last night). Naming a brand shows that the participant saw the advert, took in the brand name and could recall it – three different stages. An aided recall approach attempts to stimulate the participant’s memory by providing cues related to the event of interest. Thus, the important features to measure may be that the participant saw the advert and took in the brand name – the fact that the participant cannot say the brand name may not affect his or her purchasing intentions. The aided-recall approach would list a number of beer brands and then ask ‘Which of these brands was advertised last night at the cinema?’ In presenting cues, the researcher must guard against biasing the responses by testing out several successive levels of stimulation. The influence of stimulation on responses can then be analysed to select an appropriate level of stimulation.

Is the participant able to articulate?

Participants may be unable to articulate certain types of responses. For example, if asked to describe the ‘atmosphere’ of a cinema they would prefer to frequent, most participants may be unable to phrase their answers. On the other hand, if the participants are provided with alternative descriptions of cinema atmosphere, they will be able to indicate the one they like the best. If the participants are unable to articulate their responses to a question, they are likely to ignore that question and refuse to respond to the rest of the questionnaire. Thus, participants should be given aids such as pictures, maps and descriptions to help them articulate their responses.

Even if participants are able to answer a particular question, they may be unwilling to do so because too much effort is required, the situation or context may not seem appropriate for disclosure, no legitimate purpose or need for the information requested is apparent, or the information requested is too sensitive.
Effort required of the participants

Most participants are unwilling to devote much effort to providing information. Hence, the researcher should minimise the effort required of the participants.\(^1\) Suppose that the researcher is interested in determining from which shops a participant bought goods on the most recent shopping trip. This information can be obtained in at least two ways. The researcher could ask the participant to list all the items purchased on the most recent shopping trip, or the researcher could provide a list of shops and ask the participant to indicate the applicable ones. The second option is preferable, because it requires less effort from participants.

Context

Some questions may seem appropriate in certain contexts but not in others. For example, questions about personal hygiene habits may be appropriate when asked in a survey sponsored by a health organisation but not in one sponsored by a breakfast-cereal manufacturer. Participants are unwilling to respond to questions they consider inappropriate for the given context. Sometimes, the researcher can manipulate the context in which the questions are asked so that the questions seem appropriate. For example, before asking for information on personal hygiene in a survey for a fast-food restaurant, the context could be manipulated by making the following statement: ‘As a fast-food restaurant, we are very concerned about providing a clean and hygienic environment for our customers. Therefore, we would like to ask you some questions related to personal hygiene.’

Legitimate purpose

Participants are also unwilling to divulge information that they do not see as serving a legitimate purpose. Why should a firm marketing breakfast cereals want to know their age, income and occupation? Explaining why the data are needed can make the request for the information seem legitimate and may increase the participants’ willingness to answer. A statement such as ‘To determine how the preferences for cereal brands vary among people of different ages, we need information on . . .’ can make the request for information seem more legitimate.

Sensitive information

Participants may be unwilling to disclose, at least accurately, sensitive information because this may cause embarrassment or threaten the participants’ prestige or self-image, or be seen as too personal and an invasion of privacy. If pressed for the answer, participants may give biased responses, especially during personal interviews\(^1\) (see Table 10.2). Sensitive topics include money, personal hygiene, family life, political and religious beliefs and involvement in accidents or crimes. In industrial surveys, sensitive questions may encompass much of what a company does, especially if it reveals strategic activities and plans. The techniques described in the following subsection can be adopted to increase the likelihood of obtaining information that participants are unwilling to give.

Increasing the willingness of participants

Participants may be encouraged to provide information that they are unwilling to give by the following techniques:\(^1\)

1. Place sensitive topics at the end of the questionnaire. By then, initial mistrust has been overcome, rapport has been created, legitimacy of the project has been established and participants are more willing to give information. In this context, consider how sensitive classification questions such as gender, age and income may be perceived.
2 Preface the question with a statement that the behaviour of interest is common. For example, before requesting information on credit-card debt, say ‘Recent studies show that most European consumers are in debt.’ This technique describes the use of counter-biasing statements.

3 Ask the question using the third-person technique (see Chapter 7): phrase the question as if it refers to other people.

4 Hide the question in a group of other questions that participants are willing to answer. The entire list of questions can then be asked quickly.

5 Provide response categories rather than asking for specific figures. Do not ask ‘What is your household’s annual income?’. Instead, ask the participant to indicate an appropriate income category. In face-to-face interviews, give the participants cards that list the numbered choices. The participants then indicate their responses by number.

6 Use randomised techniques. In these techniques, participants are presented with two questions, one sensitive and the other a neutral question with a known probability of yes responses (e.g. ‘Is your birthday in March?’). The participants are asked to select one question randomly by flipping a coin, for example. They then answer the selected question yes or no, without telling the researcher which question is being answered. Given the overall probability of a yes response, the probability of selecting the sensitive question and the probability of a yes response to the neutral question, the researcher can determine the probability of a yes response to the sensitive question using the law of probability. The researcher cannot, however, determine which participants have answered yes to the sensitive question.

Choose question structure

A question may be unstructured or structured. We define unstructured questions and discuss their relative advantages and disadvantages and then consider the major types of structured questions: multiple choice, dichotomous and scales.

Unstructured questions

Unstructured questions are open-ended questions that participants answer in their own words. They are also referred to as free-response or free-answer questions. The following are some examples:

- What is your occupation?
- What do you think of people who patronise secondhand clothes shops?
- Who is your favourite film personality?

Open-ended questions can be good first questions on a topic. They enable the participants to express general attitudes and opinions that can help the researcher interpret the responses to structured questions. They can also be useful as a final question in a questionnaire. After participants have thought through and given all their answers in a questionnaire, there may be other issues that are important to them and that may not have been covered. Having an open-ended question at the end allows participants to express these issues. As well as providing material to help the researcher interpret other responses, the participants have the chance to express what they feel to be important. Unstructured questions have a much less biasing influence on response than structured questions. Participants are free to express any views. Their comments and explanations can provide the researcher with rich insights.
A principal disadvantage in the case of face-to-face interviews is that the potential for bias is high. Whether the interviewers record the answers verbatim or write down only the main points, the data depend on the skills of the interviewers. Recorders should be used if verbatim reporting is important.

Another major disadvantage of unstructured questions is that the coding of responses is costly and time-consuming. (This was discussed in the context of analysing qualitative data in Chapter 9.) We have discussed how there is more use of software to cope with coding open-ended responses. This can be time- and cost-efficient if the research design employed uses a multiple cross-sectional or longitudinal design, but for the ad hoc survey such approaches can still be very labour intensive. The coding procedures required to summarise responses in a format useful for data analysis and interpretation can be extensive. Implicitly, unstructured or open-ended questions give extra weight to participants who are more articulate. Also, unstructured questions are not very suitable for self-administered questionnaires (online, CAPI, email and postal), because participants tend to be briefer in writing than in speaking.

Pre-coding can overcome some of the disadvantages of unstructured questions. Expected responses are recorded in multiple-choice format, although the question is presented to the participants as an open-ended question. In the case of a face-to-face interview, based on the participant’s reply, the interviewer selects the appropriate response category. Because the response alternatives are limited, this approach may be satisfactory when the participant can easily formulate the response and when it is easy to develop pre-coded categories. In general, open-ended questions are useful in exploratory research and as opening or closing questions. They should be chosen with great care, as their disadvantages can outweigh their advantages in a large, ad hoc survey. Open-ended questions do not necessarily have to contain large amounts of qualitative data and may involve simple but effective forms of analysis, as illustrated in the following example.

### Real research

**Comparing mobile with fixed phones for surveys**

A study targeted at Portuguese adults (aged 15 years and over) aimed to compare mobile surveys with fixed-telephone survey methods. The study focused on internet usage, attitudes towards the internet, cultural practices and demographics. Two surveys were conducted by the same survey company in order to overcome problems that might confuse the assessment of survey results if multiple sources of data collection were used. The survey introduction identified Marktest (www.marktest.com) as the sponsor, one of the best-known survey companies operating in Portugal. For both surveys, interviews were conducted at the company’s CATI centre over the same time period and with the same set of interviewers working simultaneously on both surveys. Both for the fixed sample and the mobile sample, 1,000 interviews were conducted. In the fixed sample, interviews were conducted with the person who celebrated their birthday most recently or, in the absence of this adult, with any other adult available at the time of contact. In the mobile sample, interviews were conducted with the person who answered the phone, though only persons aged 15 years or older were eligible. A common measurement instrument was used for both surveys. The questionnaire included eight questions based upon nominal scales, three batteries of ordinal scales (25 items overall), one open-ended quantitative question on time spent on the internet per week (participants were to report the hours they spend on the internet as a number, integer or not) and a section on demographics. The open-ended quantitative question on the number of hours a week spent on the internet revealed that, in the mobile-phone sample, 50% of participants spent less than 5 hours a week online, while for the fixed-phone sample the same
Structured questions

Structured questions specify the set of response alternatives and the response format. A structured question may be multiple choice, dichotomous or a scale.

1 Multiple-choice questions. In multiple-choice questions, the researcher provides a choice of answers and participants are asked to select one or more of the alternatives given. Consider the following question:

**Do you intend to buy a new watch within the next six months?**

- Definitely will not buy
- Probably will not buy
- Undecided
- Probably will buy
- Definitely will buy
- Other (please specify)

Of concern in designing multiple-choice questions is the number of alternatives that should be included and the order of potential responses, known as position bias. The response alternatives should include the set of all possible choices. The general guideline is to list all alternatives that may be of importance and to include an alternative labelled 'other (please specify)', as shown above. The response alternatives should be mutually exclusive. Participants should also be able to identify one, and only one, alternative, unless the researcher specifically allows two or more choices (e.g. ‘Please indicate all the brands of soft drinks that you have consumed in the past week’). If the response alternatives are numerous, consider using more than one question, to reduce the information-processing demands on the participants.

Order bias or position bias is the participants’ tendency to tick an alternative merely because it occupies a certain position, or is listed in a certain order. Participants may tend to tick the first or the last statement in a list, particularly the first. For a list of numbers (quantities or prices), there is a bias towards the central value on the list. To control for order bias, with many online or electronic forms of survey alternative responses or scale items can be positioned randomly for each participant. For manually prepared forms of the questionnaire, different versions can be prepared in which the alternatives vary from form to form. Each alternative should appear once in each of the extreme positions, once in the middle and once somewhere in between.

Multiple-choice questions overcome many of the disadvantages of open-ended questions because these questions are administered quickly and, where used, interviewer bias is reduced. In self-administered questionnaires, participant cooperation is improved if the majority of the questions are structured. Also, coding and processing of data are much less costly and time-consuming. The following example illustrates how a questionnaire built upon a large bank of multiple-choice questions proved to be an engaging and successful survey experience.
Multiple-choice questions are not without disadvantages. Considerable effort is required to design effective multiple-choice questions. Qualitative techniques may be required to determine the appropriate wording and/or images for response alternatives. It may difficult to obtain information on alternatives not listed. Even if an ‘other (please specify)’ category is included, participants tend to choose among the listed alternatives. In addition, showing participants the list of possible answers produces biased responses.  There is also the potential for order bias.

2 Dichotomous questions. A dichotomous question has only two response alternatives, such as yes or no, or agree or disagree. Often, the two alternatives of interest are supplemented by a neutral alternative, such as ‘no opinion’, ‘don’t know’, ‘both’ or ‘none’, as in this example.  The multiple-choice question asked before about intentions to buy a new watch can also be asked as a dichotomous question.

Do you intend to buy a new watch within the next six months?

- Yes
- No
- Don’t know

The decision to use a dichotomous question should be guided by whether the participants approach the issue as a yes-or-no issue. Although decisions are often characterised as a series
of binary or dichotomous choices, the underlying decision making process may reflect uncertainty that can best be captured by multiple-choice responses. For example, two individuals may be equally likely to buy a new car within the next six months if the economic conditions remain favourable. One individual, who is being optimistic about the economy, will answer ‘yes’, while the other, feeling pessimistic, will answer ‘no’.

Another issue in the design of dichotomous questions is whether to include a neutral response alternative. If it is not included, participants are forced to choose between yes and no even if they feel indifferent. On the other hand, if a neutral alternative is included, participants can avoid taking a position on the issue, thereby biasing the results. We offer the following guidelines. If a substantial proportion of the participants can be expected to be neutral, include a neutral alternative. If the proportion of neutral participants is expected to be small, avoid the neutral alternative.30

The general advantages and disadvantages of dichotomous questions are very similar to those of multiple-choice questions. Dichotomous questions are the easiest types of questions to code and analyse, but they have one acute problem. The response can be influenced by the wording of the question. To illustrate, 59.6% of participants in a survey agreed with the statement ‘Individuals are more to blame than social conditions for crime and lawlessness in this country’. On a matched sample using an opposing statement, ‘Social conditions are more to blame than individuals for crime and lawlessness in this country’, 43.2% agreed.31 To overcome this problem, the question should be framed in one way on one-half of the questionnaires and in the opposite way on the other half. This is referred to as the split-ballot technique.

3 Scales. (Scales were discussed in detail in Chapter 12.) To illustrate the difference between scales and other kinds of structural questions, consider the question about intentions to buy a new watch. One way of framing this using a scale is as follows:

| Do you intend to buy a new watch within the next six months? |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| Definitely will not buy         | Probably will not buy | Undecided       | Probably will buy | Definitely will buy |

This is only one of several scales that could be used to ask this question (see Chapter 12 for more examples).

**Choose question wording**

Question wording is the translation of the desired question content and structure into words that participants can clearly and easily understand. Deciding on question wording is perhaps the most critical and difficult task in developing a questionnaire. If a question is worded poorly, participants may refuse to answer it, or answer it incorrectly. The first condition, known as item non-response, can increase the complexity of data analysis.32 The second condition leads to response error, discussed earlier. Unless the participants and the researcher assign exactly the same meaning to the question, the results will be seriously biased.33

To avoid these problems, we offer the following guidelines:

1. Define the issue.
2. Use ordinary words.
3. Use unambiguous words.
4 Avoid leading or biasing questions.
5 Avoid implicit alternatives.
6 Avoid implicit assumptions.
7 Avoid generalisations and estimates.
8 Use positive and negative statements.

**Define the issue**

A question should clearly define the issue being addressed. Trainee journalists are cautioned to define issues in terms of who, what, when, where, why and way (the six Ws). Consider the following question:

*Which brand of shampoo do you use?*

On the surface, this may seem to be a well-defined question, but we may reach a different conclusion when we examine it in terms of ‘who’, ‘what’, ‘when’ and ‘where’. ‘Who’ in this question refers to the participant. It is not clear, though, whether the researcher is referring to the brand the participant uses personally or the brand used by the household. ‘What’ is the brand of shampoo. But what if more than one brand of shampoo is being used? Should the participant mention the most-preferred brand, the brand used most often, the brand used most recently, or the brand that comes to mind first? ‘When’ is not clear; does the researcher mean last time, last week, last month, last year, or ever? As for ‘where’, it is implied that the shampoo is used at home, but this is not stated clearly. A better wording for this question would be:

*Which brand, or brands, of shampoo have you personally used at home during the last month? In the case of more than one brand, please list all the brands that apply.*

**Use ordinary words**

Ordinary words should be used in a questionnaire. They should match the vocabulary level of the target participants and/or be supplemented with graphic/visual support to convey issues simply. In other words, even though we may speak the same language as our potential participants, there may be particular colloquialisms and ways of using words and terms they use with which we should acquaint ourselves. When choosing words, bear in mind the intellectual level of the target group of participants, and how comfortable they are with technical terms related to any products or services we are measuring. Most participants do not understand technical marketing words. For example, instead of asking ‘Do you think the distribution of soft drinks is adequate?’ ask ‘Do you think soft drinks are easily available when you want to buy them?’ Never forget that you are imposing your language upon participants in the form of a questionnaire. Your language communicates and puts participants in a particular frame of mind as they answer the questions you pose. Unless that language is meaningful to participants, they will be put in a frame of mind that you may not intend, and be answering different questions from those you set. The following example illustrates something of the magnitude of the challenge of using ‘ordinary’ words in questionnaire design.

**Real research**

*The forgotten 12 million*

There are 12 million adults in the UK whose first language is English, but who have a reading and writing age between 9 and 14. This represents almost a third of the adult population. It is a large and diverse audience, yet all have literacy issues that in some way limit their lives. Importantly, these people can read and write, they are not illiterate.
Use unambiguous words

The words used in a questionnaire should have a single meaning that is known to the participants. A number of words that may appear to be unambiguous have different meanings for different people. These include ‘usually’, ‘normally’, ‘frequently’, ‘often’, ‘regularly’, ‘occasionally’ and ‘sometimes’. Consider the following question:

**In a typical month, how often do you visit a boutique?**
- Never
- Occasionally
- Sometimes
- Often
- Regularly

The answers to this question are fraught with response bias, because the words used to describe category labels have different meanings for different participants. Three participants who visit a boutique once a month may tick three different categories: occasionally, sometimes and often. A much better wording for this question would be the following:

**In a typical month, how often do you visit a boutique?**
- Less than once
- 1 or 2 times
- 3 or 4 times
- More than 4 times

or necessarily interested in improving their skill levels. They may be pretty comfortable as they are, and not publicly acknowledge that they have a problem, and may not even be aware of any need to change existing behaviour patterns. Many are likely to feel isolated and defined by their skills deficit and will have almost certainly developed strategies to cover up the fact that they are limited in reading and writing. The implications for research and questionnaire design are considerable. First, individuals will not take part in research that requires reading and writing skills. They are not going simply to volunteer the information that they have literacy issues. They are not going to tell you why they do not come to groups or take part in research. They are just not going to participate. Similarly, they are rarely going to say ‘I’m sorry, but the reason I don’t want to do that questionnaire is because it’s got too many words.’ If they think they are going to look at something complicated, they are just not going to participate. Second, you will not get the most out of them if they do take part. Questionnaires and forms may be completed by the partner or friend of a participant rather than the participant him- or herself. In short, these adults and their views will be forgotten. Researchers need to consider how the views of these participants may be represented. How can the researchers create a research environment that is more appropriate to their needs and conducive to participation? How can they develop stimulus materials that are effective yet more suited to their needs?
Note that this question provides a consistent frame of reference for all participants. Response categories have been objectively defined, and participants are no longer free to interpret them in their own way. Additionally, all-inclusive or all-exclusive words may be understood differently by various people. Some examples of such words are ‘all’, ‘always’, ‘any’, ‘anybody’, ‘ever’ and ‘every’. Such words should be avoided. To illustrate, ‘any’ could mean ‘every’, ‘some’, or ‘one only’ to different participants, depending on how they look at it.

In deciding on the choice of words, researchers should consult a dictionary and thesaurus and ask the following questions:

1. Does the word mean what we intend?
2. Does the word mean the same to our target participants?
3. Does the word have any other meanings?
4. If so, does the context make the intended meaning clear?
5. Does the word have more than one pronunciation?
6. Is there any word or similar pronunciations that might be confused with this word?
7. Is a simpler word or phrase suggested that may be more meaningful to our target participants?

**Avoid leading or biasing questions**

A leading question is one that clues the participant to what answer is desired or leads the participant to answer in a certain way. Some participants have a tendency to agree with whatever way the question is leading them to answer. This tendency is known as yea-saying and results in a bias called acquiescence bias. Consider the following question:

**Do you think that patriotic French people should buy imported cars when that would put French workers out of employment?**

- Yes
- No
- Don’t know

This question would tend to lead participants to a ‘No’ answer. After all, how could patriotic French people put French people out of work? Therefore, this question would not help determine the preferences of French people for imported versus domestic cars. A better question (though, to determine preferences, Likert scales could work better than a binary choice) would be:

**Do you think that French people should buy imported cars?**

- Yes
- No
- Don’t know

Bias may also arise when participants are given clues about the sponsor of the project. Participants may tend to respond favourably towards the sponsor. The question ‘Is Colgate your favourite toothpaste?’ could bias the responses in favour of Colgate. A more unbiased way of obtaining this information would be to ask ‘What is your favourite toothpaste brand?’. Likewise, the mention of a prestigious or non-prestigious name can bias the response, as in ‘Do you agree with the British Dental Association that Colgate is effective in preventing cavities?’. An unbiased question would be to ask ‘Is Colgate effective in preventing cavities?’.
Avoid implicit alternatives

An alternative that is not explicitly expressed in the options is an implicit alternative. Making an implied alternative explicit may increase the percentage of people selecting that alternative, as in the following two questions:

1. Do you like to fly when travelling short distances?
2. Do you like to fly when travelling short distances, or would you rather drive?

In the first question, the alternative of driving is only implicit, but in the second question it is explicit. The first question is likely to yield a greater preference for flying than the second question.

Questions with implicit alternatives should be avoided unless there are specific reasons for including them. When the alternatives are close in preference or large in number, the alternatives at the end of the list have a greater chance of being selected. To overcome this bias, the split-ballot technique should be used to rotate the order in which the alternatives appear.39

Avoid implicit assumptions

Questions should not be worded so that the answer is dependent on implicit assumptions about what will happen as a consequence. Implicit assumptions are assumptions that are not explicitly stated in the question, as in the following example:40

1. Are you in favour of a balanced national budget?
2. Are you in favour of a balanced national budget if it would result in an increase in personal income tax?

Implicit in question 1 are the consequences that will arise as a result of a balanced national budget. There might be a cut in defence expenditure, an increase in personal income tax, a cut in health spending, and so on. Question 2 is a better way to word this question. Question 1’s failure to make its assumptions explicit would result in overestimating the participants’ support for a balanced national budget.

Avoid generalisations and estimates

Questions should be specific, not general. Moreover, questions should be worded so that the participant does not have to make generalisations or compute estimates. Suppose that we were interested in households’ annual per capita expenditure on clothing. If we asked participants the question:

What is the annual per capita expenditure on clothing in your household?

they would first have to determine the annual expenditure on clothing by multiplying the monthly expenditure on clothing by 12, or even the weekly expenditure by 52. Then they would have to divide the annual amount by the number of persons in the household. Most participants would be unwilling or unable to perform these calculations. A better way of obtaining the required information would be to ask the participants two simple questions:

What is the monthly (or weekly) expenditure on clothing in your household?

and

How many members are there in your household?

The researcher can then perform the necessary calculations.
Use positive and negative statements

Many questions, particularly those measuring attitudes and lifestyles, are presented as statements with which participants indicate their degree of agreement or disagreement. Evidence indicates that the response obtained is influenced by the directionality of the statements: whether they are stated positively or negatively. In these cases, it is better to use dual statements, some of which are positive and others negative. Two different questionnaires could be prepared. One questionnaire would contain half-negative and half-positive statements in an interspersed way. The direction of these statements would be reversed in the other questionnaire. (An example of dual statements was provided in the summated Likert scale in Chapter 12, designed to measure attitudes towards the Odeon cinema.)

Arrange the questions in proper order

The order of questions is of equal importance to the wording used in the questions. As noted in the previous section, questions communicate and set participants in a particular frame of mind. This frame of mind is set at the start of the questioning process and can change as each question is posed and responded to. It affects how participants perceive individual questions and respond to those questions. As well as understanding the characteristics of language in target participants, questionnaire designers must be aware of the logical connections between questions, as perceived by target participants. The following issues help to determine the order of questions.

Opening questions

The opening questions can be crucial in gaining the confidence and cooperation of participants. These questions should be interesting, simple and non-threatening. Questions that ask participants for their opinions can be good opening questions, because most people like to express their opinions. Sometimes such questions are asked, although they are unrelated to the research problem and their responses are not analysed. Though classification questions seem simple to start a questionnaire, issues such as age, gender and income can be seen as very sensitive issues. Opening a questionnaire with these questions tends to make participants concerned about the purpose of these questions and, indeed, the whole survey. They can also give the questionnaire a feel of an ‘official form’ to be completed (like a national census or a tax form), rather than a positive engagement and experience with a particular topic. However, in some instances it is necessary to qualify participants to determine whether they are eligible to participate in the interview. In this case the qualifying questions serve as the opening questions, and they may have to be classification questions such as the age of the participant.

Type of information

The type of information obtained in a questionnaire may be classified as (1) basic information, (2) classification information and (3) identification information. Basic information relates directly to the research problem. Classification information, consisting of socio-economic and demographic characteristics, is used to classify the participants, understand the results and validate the sample (see Chapter 14). Identification information includes name, postal address, email address and telephone number. Identification information may be obtained for a variety of purposes, including verifying that the participants listed were actually interviewed and to send promised incentives or prizes. As a general guideline, basic information should be obtained first, followed by classification and finally identification information. The basic information is of greatest importance to the research project and should be obtained first, before risking alienation of the participants by asking a series of personal questions.
Difficult questions

Difficult questions, or questions that are sensitive, embarrassing, complex or dull, should be placed late in the sequence. After rapport has been established and the participants become involved, they are less likely to object to these questions. Thus, in the S:Comm Leisure Time study (see Chapter 12), where we focused upon cinema visits, information about the nature of film merchandise that has been purchased should be asked at the end of the section on basic information. Had participants perceived (incorrectly) that the survey was being used as a means to sell them merchandise, their trust in the survey and the nature of their subsequent responses could have been impaired. Likewise, income should be the last question in the classification section (if it is to be used at all).

Effect on subsequent questions

Questions asked early in a sequence can influence the responses to subsequent questions. As a rule of thumb, general questions should precede specific questions. This prevents specific questions from biasing responses to the general questions. Consider the following sequence of questions:

\[ Q1: \text{What considerations are important to you in selecting a boutique?} \]
\[ Q2: \text{In selecting a boutique, how important is convenience of its location?} \]

Note that the first question is general whereas the second is specific. If these questions were asked in the reverse order, participants would be clued about convenience of location and would be more likely to give this response to the general question.

Going from general to specific is called the **funnel approach**. The funnel approach is particularly useful when information has to be obtained about participants’ general choice behaviour and their evaluations of specific products.\(^4\) Sometimes the inverted funnel approach may be useful. In this approach, questioning starts with specific questions and concludes with the general questions. The participants are compelled to provide specific information before making general evaluations. This approach is useful when participants have no strong feelings or have not formulated a point of view.

Logical order

Questions should be asked in a logical order. This may seem a simple rule, but as the researcher takes time to understand participants and how they use language, the researcher should also take time to understand their logic, i.e. what ‘logical order’ means to target participants. All questions that deal with a particular topic should be asked before beginning a new topic. When switching topics, brief transitional phrases should be used to help participants switch their train of thought.

**Branching questions** should be designed with attention to logic, making the questionnaire experience more relevant to individual participants.\(^4\) Branching questions direct participants to different places in the questionnaire based on how they respond to the question at hand. These questions ensure that all possible contingencies are covered. They also help reduce interviewer and participant error and encourage complete responses. Skip patterns based on the branching questions can become quite complex. A simple way to account for all contingencies is to prepare a flow chart of the logical possibilities and then develop branching questions and instructions based on it. A flow chart used to assess the use of electronic payments in online clothes purchases is shown in Figure 13.4.

Placement of branching questions is important and the following guidelines should be followed: (1) the question being branched (the one to which the participants are being directed) should be placed as close as possible to the question causing the branching; and (2) the branching questions should be ordered so that the participants cannot anticipate what additional information will be required. Otherwise, the participants may discover that they can
avoid detailed questions by giving certain answers to branching questions. For example, the
participants should first be asked if they have seen any of the listed advertisements before
they are asked to evaluate advertisements. Otherwise, the participants will quickly discover
that stating that they have seen an advertisement leads to detailed questions about that adver-
tisement and that they can avoid detailed questions by stating that they have not seen the
advertisement.

Identify the form and layout

The format, spacing and positioning of questions can have a significant effect on the results,
particularly in self-administered questionnaires. It is good practice to divide a question-
naire into several parts. Several parts may be needed for questions pertaining to the basic
information. The questions in each part should be numbered, particularly when branching
questions are used. Numbering of questions also makes the coding of responses easier. In
addition, if the survey is conducted by post, the questionnaires should preferably be pre-
coded. In pre-coding, the codes to enter in the computer can be printed on the questionnaire.
Note that when conducting online CATI and CAPI surveys, pre-coding of the questionnaire
is built into the questionnaire design software. (Coding of questionnaires is explained in
more detail in Chapter 19 on data preparation.)

In surveys where there are hard copies of questionnaires, they should be numbered seri-
ally. This facilitates the control of questionnaires in the field, as well as the coding and
analysis. Numbering makes it easy to account for the questionnaires and to determine
whether any have been lost. A possible exception to this rule is postal questionnaires. If these are numbered, participants assume that a given number identifies a particular participant. Some participants may refuse to participate or may answer differently under these conditions.

With the majority of questionnaires being administered online, researchers should not think of form and structure of a questionnaire in terms of designing a paper or postal survey experience. Such thinking can lead to a dull and monotonous survey experience for online participants. With many people experiencing rich, varied and exciting websites, to move then into a flat, text-based questionnaire experience can be most off-putting. An analogy may be in terms of games technology. Imagine a participant being used to a highly interactive, perhaps 3D games experience, and then being expected to engage with a ‘Pong’ (one of the earliest arcade videogames, a tennis sports game featuring simple two-dimensional graphics). There may be a moment of nostalgia for such an experience but it would be quickly dismissed as boring and irrelevant.

Reproduce the questionnaire

The arguments about the form and layout of an online, SMS and CAPI survey relate to reproducing the questionnaire. In the design of an online questionnaire, variations of language, branching, graphics and visuals and the survey experience can be almost tailored to individual participants. Time and money that in the past may have been devoted to the printing of paper-based questionnaires can now be avoided and invested in designing the form, layout and look to give participants the most engaging experience. In surveys where there are hard copies of questionnaires (or even in multi-mode surveys where participants have a choice of survey type), how a questionnaire is reproduced for administration can influence the results. For example, if the questionnaire is reproduced on poor-quality paper or is otherwise shabby in appearance, participants will think that the project is unimportant and the quality of response will be adversely affected. Therefore, the questionnaire should be reproduced on good-quality paper and have a professional appearance.

In face-to-face interviews and postal surveys, when a printed questionnaire runs to several pages, it should take the form of a booklet rather than a number of sheets of paper clipped or stapled together. Booklets are easier for the interviewer and the participants to handle and do not easily come apart with use. They allow the use of a double-page format for questions and look more professional. Each question should be reproduced on a single page (or double-page spread). Researchers should avoid splitting a question, including its response categories. Split questions can mislead the interviewer or the participant into thinking that the question has ended at the end of a page. This will result in answers based on incomplete questions.

Vertical response columns should be used for individual questions. It is easier for interviewers and participants to read down a single column rather than reading sideways across several columns. Sideways formatting and splitting, done frequently to conserve space, should be avoided. The tendency to crowd questions together to make the questionnaire look shorter should be avoided. Overcrowded questions with little blank space between them can lead to errors in data collection and yield shorter and less informative replies. Moreover, it gives the impression that the questionnaire is complex and can result in lower cooperation and completion rates. Although shorter questionnaires are more desirable than longer ones, the reduction in size should not be obtained at the expense of crowding.

Directions or instructions for individual questions should be placed as close to the questions as possible. Instructions relating to how the question should be administered or
answered by the participant should be placed just before the question. Instructions concerning how the answer should be recorded or how the probing should be done should be placed after the question (for more information on probing and other interviewing procedures, see Chapter 16). It is common practice to distinguish instructions from questions by using different typefaces (such as capital, italic or boldfaced letters).

Although colour does not generally influence response rates to questionnaires, it can be employed advantageously in many respects. Colour coding is useful for branching questions. The next question to which the participant is directed is printed in a colour that matches the space in which the answer to the branching question was recorded. The questionnaire should be reproduced in such a way that it is easy to read and answer. The type should be large and clear. Reading the questionnaire should not impose a strain.

**Eliminate problems by pilot-testing**

Pilot-testing refers to testing the questionnaire on a small sample of participants to identify and eliminate potential problems, as illustrated in the following example.45

**Real research**

**Re-inventing long-haul travel**46

Air New Zealand worked with Synovate (www.synovate.com) to conduct a survey on all areas of designing the flying experience: seats, in-flight entertainment, food and beverage specification, service flow, kitchen design. The researchers also helped realise other ideas that had not been considered before, such as on-board events. The actual questionnaire had to be relatively straightforward in structure, but it was critical that the attitudinal statements at the core of the questionnaire were sufficiently discriminatory to separate out what might be quite soft attitudes and feelings. The researchers set up a series of statements for the questionnaire that were a combination of both the findings from a study conducted by the design consultancy IDEO (www.ideo.com) and their learning from previous Air New Zealand research. Lengthy discussions between Air New Zealand and IDEO, as well as the inclusion of the Qualitative Research Director, Grant Storry (www.grantstorry.com), led to the final draft. An online pilot questionnaire was tested on 40 long-haul travellers, who were clearly informed that they were testing the questionnaire. The test questionnaire contained only the attitudinal statements. Pilot participants were asked to pause after each block of attitudinal questions and reflect on whether these statements were clear, easy to understand, and whether they captured the concept of the wider need that Air New Zealand was interested in. Their open-ended responses were reviewed by the researchers and used to refine the statements. In addition, the pilot participants’ actual ratings were analysed to determine whether each statement was sufficiently discriminative across the sample to be useful for segmentation purposes. The final questionnaire included a total of 50 attitudinal statements across the whole long-haul experience.
Even the best questionnaire can be improved by pilot-testing. As a general rule, a questionnaire should not be used in the field survey without adequate pilot-testing. A pilot-test should be extensive. All aspects of the questionnaire should be tested, including question content, wording, sequence, form and layout, question difficulty and instructions. The participants in the pilot-test should be similar to those who will be included in the actual survey in terms of background characteristics, familiarity with the topic and attitudes and behaviours of interest. In other words, participants for the pilot-test and for the actual survey should be drawn from the same population.

Pilot-tests are best done by face-to-face interviews, even if the actual survey is to be conducted by online, postal or telephone methods, because interviewers can observe participants’ reactions and attitudes. After the necessary changes have been made, another pilot-test could be conducted by online, postal or telephone methods if those methods are to be used in the actual survey. The latter pilot-tests should reveal problems peculiar to the interviewing method. To the extent possible, a pilot-test should involve administering the questionnaire in the environment and context similar to that of the actual survey.

A variety of interviewers should be used for pilot-tests. The project director, the researcher who developed the questionnaire and other key members of the research team should conduct some pilot-test interviews. This will give them a good feel for potential problems and the nature of the expected data. If the survey involves face-to-face interviews, pilot-tests should be conducted by regular interviewers. It is good practice to employ both experienced and novice interviewers. Experienced interviewers can easily perceive uneasiness, confusion and resistance in the participants, and novice interviewers can help the researcher identify interviewer-related problems. The sample size of the pilot-test is typically small, varying from 15 to 30 participants for the initial testing, depending on the heterogeneity (e.g. a wide array of education levels) of the target population. The sample size can increase substantially if the pilot-testing involves several stages or waves.

Protocol analysis and debriefing are two commonly used procedures in pilot-testing. In protocol analysis, the participant is asked to ‘think aloud’ while answering the questionnaire (as explained in Chapter 12). Typically, the participant’s remarks are recorded and analysed to determine the reactions invoked by different parts of the questionnaire. Debriefing occurs after the questionnaire has been completed. Participants are told that the questionnaire they just completed was a pilot-test and the objectives of pilot-testing are described to them. They are then asked to describe the meaning of each question, to explain their answers and to state any problems they encountered while answering the questionnaire.

Editing involves correcting the questionnaire for the problems identified during pilot-testing. After each significant revision of the questionnaire, another pilot-test should be conducted using a different sample of participants. Sound pilot-testing involves several stages. One pilot-test is a bare minimum. Ideally, pilot-testing should be continued until no further changes are needed.

Finally, the responses obtained from the pilot-test should be analysed. The analysis of pilot-test responses can serve as a check on the adequacy of the problem definition and the data and analysis required to obtain the necessary information. The dummy tables prepared before developing the questionnaire will point to the need for the various sets of data. If the response to a question cannot be related to one of the pre-planned dummy tables, either those data are superfluous or some relevant analysis has not been foreseen. If part of a dummy table remains empty, a necessary question may have been omitted. Analysis of pilot-test data helps to ensure that all data collected will be utilised and that the questionnaire will obtain all the necessary data.
Summarising the questionnaire design process

Table 13.1 summarises the questionnaire design process in the form of a checklist.

**Table 13.1** Questionnaire design checklist

<table>
<thead>
<tr>
<th>Step 1: Specify the information needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Ensure that the information obtained fully addresses all the components of the problem. Review components of the problem and the approach, particularly the research questions, hypotheses and characteristics that influence the research design.</td>
</tr>
<tr>
<td>2 Prepare a set of dummy tables.</td>
</tr>
<tr>
<td>3 Have a clear idea of the characteristics and motivations of the target participants.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 2: Specify the type of interviewing method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Review the type of interviewing method determined based on considerations discussed in Chapter 10.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 3: Determine the content of individual questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Is the question necessary?</td>
</tr>
<tr>
<td>2 Are several questions needed instead of one to obtain the required information in an unambiguous manner?</td>
</tr>
<tr>
<td>3 Do not use double-barrelled questions.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 4: Overcome the participant’s inability and unwillingness to answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Is the participant informed?</td>
</tr>
<tr>
<td>2 If the participant is not likely to be informed, filter questions that measure familiarity, product use and past experience should be asked before questions about the topics themselves.</td>
</tr>
<tr>
<td>3 Can the participant remember?</td>
</tr>
<tr>
<td>4 Avoid errors of omission, telescoping and creation.</td>
</tr>
<tr>
<td>5 Questions that do not provide the participant with cues can underestimate the actual occurrence of an event.</td>
</tr>
<tr>
<td>6 Can the participant articulate?</td>
</tr>
<tr>
<td>7 Minimise the effort required of the participant.</td>
</tr>
<tr>
<td>8 Is the context in which the questions are asked appropriate?</td>
</tr>
<tr>
<td>9 Make the request for information seem legitimate.</td>
</tr>
<tr>
<td>10 If the information is sensitive:</td>
</tr>
<tr>
<td>(a) Place sensitive topics at the end of the questionnaire.</td>
</tr>
<tr>
<td>(b) Preface the question with a statement that the behaviour of interest is common.</td>
</tr>
<tr>
<td>(c) Ask the question using the third-person technique.</td>
</tr>
<tr>
<td>(d) Hide the question in a group of other questions that participants are willing to answer.</td>
</tr>
<tr>
<td>(e) Provide response categories rather than asking for specific figures.</td>
</tr>
<tr>
<td>(f) Use randomised techniques, if appropriate.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 5: Choose question structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Open-ended questions are useful in exploratory research and as closing questions.</td>
</tr>
<tr>
<td>2 Use structured questions whenever possible.</td>
</tr>
<tr>
<td>3 In multiple-choice questions, the response alternatives should include the set of all possible choices and should be mutually exclusive.</td>
</tr>
<tr>
<td>4 In a dichotomous question, if a substantial proportion of the participants can be expected to be neutral, include a neutral alternative.</td>
</tr>
<tr>
<td>5 Consider the use of the split-ballot technique to reduce order bias in dichotomous and multiple-choice questions.</td>
</tr>
<tr>
<td>6 If the response alternatives are numerous, consider using more than one question to reduce the information-processing demands on the participants.</td>
</tr>
</tbody>
</table>
Table 13.1  Continued

**Step 6: Choose question wording**

1. Define the issue in terms of ‘who’, ‘what’, ‘when’ and ‘where’.
2. Use ordinary words. Words should match the vocabulary level of the participants.
4. Avoid leading or biasing questions that cue the participant to what the answer should be.
5. Avoid implicit alternatives that are not explicitly expressed in the options.
6. Avoid implicit assumptions.
7. Participants should not have to make generalisations or compute estimates.
8. Use positive and negative statements.

**Step 7: Arrange the questions in proper order**

1. The opening questions should be interesting, simple and non-threatening.
2. Qualifying questions should serve as the opening questions.
3. Basic information should be obtained first, followed by classification and finally identification information.
4. Difficult, sensitive or complex questions should be placed late in the sequence.
5. General questions should precede specific questions.
6. Branching questions should be designed carefully to cover all possible contingencies.
7. The question being branched should be placed as close as possible to the question causing the branching, and the branching questions should be ordered so that the participants cannot anticipate what additional information will be required.

**Step 8: Design the form and layout**

1. Divide a questionnaire into several parts.
2. Questions in each part should be numbered.
3. If hard copies of the questionnaires are used, coding should be printed on the forms to facilitate manual data entry.

**Step 9: Publish the questionnaire**

1. The questionnaire should be designed to be visually engaging.
2. Vertical response columns should be used.
3. Grids are useful when there are a number of related questions that use the same set of response categories.
4. The tendency to crowd questions to make the questionnaire look shorter should be avoided.
5. Directions or instructions for individual questions should be placed as close to the questions as possible.
6. If hard copies of the questionnaires are used, a booklet format should be used for long questionnaires; each question should be reproduced on a single page (or double-page spread).

**Step 10: Eliminate problems by pilot-testing**

1. Pilot-testing should always be done.
2. All aspects of the questionnaire should be tested, including question content, wording, sequence, form and layout, question difficulty, instructions and rewards for taking part in the survey.
3. The participants in the pilot-test should be similar to those who will be included in the actual survey.
4. Begin the pilot-test by using face-to-face interviews.
5. The pilot-test should also be conducted by online, postal or telephone methods if those methods are to be used in the actual survey.
6. A variety of interviewers should be used for pilot-tests.
7. The pilot-test sample size should be small, varying from 15 to 30 participants for the initial testing.
8. Use protocol analysis and debriefing to identify problems.
9. After each significant revision of the questionnaire, another pilot-test should be conducted using a different sample of participants.
10. The responses obtained from the pilot-test should be analysed to check the set-up of tables and charts.
11. The responses obtained from the pilot-test should not be aggregated with responses from the final survey.
Designing surveys across cultures and countries

Questionnaire design should be adapted to specific cultural environments and all efforts made to avoid bias in terms of any one culture. This requires careful attention to each step of the questionnaire design process. The information needed should be clearly specified and form the focus of the questionnaire design. This should be balanced by taking into account any participant differences in terms of underlying consumer behaviour, decision making processes, psychographics, lifestyles and demographic variables. In the context of demographic characteristics, information on marital status, education, household size, occupation, income and dwelling unit may have to be specified differently for different countries, as these variables may not be directly comparable across countries. For example, household definition and size vary greatly, given the extended family structure in some countries and the practice of two or even three families living under the same roof.

Although online surveys may dominate as a survey method in Western countries, different survey methods may be favoured or more prevalent in different countries for a variety of reasons. Hence, the questionnaire may have to be suitable for administration by more than one mode. Using different survey modes can be readily facilitated by the use of online research communities. The following example illustrates a study on the use of online research communities in different countries and how online research is used in different countries.

Even if there is a global trend that questionnaires have to be designed to be administered in online surveys, there still remains a need for cultural adaptation of questionnaires. Examples of such adaptation can include the challenges of comprehension and translation. It is desirable to have two or more simple questions rather than a single complex question. In overcoming the inability to answer, the variability in the extent to which participants in different cultures are informed about the subject matter of the survey should be taken into account. Participants in some parts of the world may not be as well informed on many issues as people in Europe (and vice versa of course!). The use of unstructured or open-ended questions may be desirable if the researcher lacks knowledge about the determinants of response in other countries. Because they do not impose any response alternatives, unstructured questions also reduce cultural bias, but they are more affected by differences in educational levels than structured questions. They should be used with caution in countries with low literacy and, indeed, low readership levels.

The questionnaire may have to be translated for administration in different cultures and the researcher must ensure that the questionnaires in different languages are equivalent. Pilot-testing the questionnaire is complicated in international research because linguistic equivalence must be pilot-tested. Two sets of pilot-tests are recommended. The translated questionnaire should be pilot-tested on monolingual subjects in their native language, and the original and translated versions should also be administered to bilingual subjects. The pilot-test data from administering the questionnaire in different countries or cultures should be analysed and the pattern of responses compared to detect any cultural biases.

Real research

Online research communities: a cross-cultural review of participants’ perceptions

Online research communities have been described as the fastest-growing sector of marketing research. Among the benefits credited to online research communities are phrases such as ‘authentic voice of the consumer’ and ‘increased engagement’. These benefits were unsupported by data, raising questions about whether participants really felt better about online research communities. A study examined this issue and compared views of different survey modes across five countries: Australia, Canada, China, Indonesia and the
USA. The study represented a collaboration of four companies: Colmar Brunton (www.colmarbrunton.com.au) in Australia, Social Data Research in Canada, SSI (www.surveysampling.com) in China and the USA and Nielsen (www.nielsen.com) in Indonesia. An online survey looked at the perceptions of interviews conducted face to face, by telephone, via online access panels, focus groups and online research communities. In Indonesia and China, research could be conducted online but infrastructure issues and access problems for some socio-economic groups continued to make the challenges for online research formidable. There were considerable similarities between the countries. This suggested that once a citizen of any of the five countries became a member of an online access panel, the citizen started to be like members of panels in other countries, at least in terms of views about the different ways to conduct research. It was possible to draw a distinction between the three more-developed research markets (Australia, Canada and USA) and the two less-developed research markets (Indonesia and China), with China being part-way between Indonesia and the three more developed markets. The two less developed research markets showed higher degrees of participants being members of online access panels and also being participants for other survey modes, suggesting that they represented a highly researched minority. This change probably reflected the fact that in Australia, Canada and the USA, research started by using random sampling approaches based on face-to-face, migrating to telephone and, more recently, to online access panels. In China, and even more so in Indonesia, marketing research had jumped the earlier phases and arrived online much earlier (and with the complexity of telephone research being identified with mobile phones from the outset). Chinese participants were the least positive about face-to-face research, and Indonesia was the most positive about telephone research. Across all countries, participants reported lower levels of satisfaction with telephone surveys than with any of the other survey modes. While research online communities were seen as having several strengths, they needed to be more engaging or they may turn participants off. One key area for improvement for online research communities was the need to ensure that participants felt the return they received was worth their effort. This may require both improvements to incentives and processes that increased other types of rewards, including recognition, feedback and the provision of information. One major caveat that should be borne in mind was that this study focused on online participants and their views of all modes. In Australia, Canada, and the USA, online was the single largest mode. However, in China, and even more so in Indonesia, online was a relatively smaller mode, but one that was growing rapidly.

**Summary**

A questionnaire has three objectives. It must translate the information needed into a set of specific questions that the participants can and will answer. It must motivate participants to complete the interview. It must also minimise response error. Designing a questionnaire is more of a craft than a science. This is primarily due to the interrelationship of stages and the trade-offs that questionnaire designers make in balancing the source of ideas, question purposes, actual questions and question analyses. The steps involved in the questionnaire design process involve:

1. **Specifying the information needed.** Understanding what information decision makers need and the priorities they face.

2. **Specifying the type of interviewing method.** Understanding which means of eliciting the information will work best, given the research design constraints that the researcher has to work with.
3 *Determining the content of individual questions.* Understanding the purpose of each question and working out how a posed question may fulfil that purpose.

4 *Overcoming the participants’ inability and unwillingness to answer questions.* Understanding the process of approaching and questioning participants – from their perspective. Knowing what benefits they get from taking part in the survey process. Knowing what they find engaging and/or boring as a questionnaire experience.

5 *Choosing the question structure.* Understanding how individual questions help to elicit information from participants and help them to express their feelings.

6 *Choosing the question wording.* Understanding the meaning of words from the perspective of the participant.

7 *Arranging the questions in a proper order.* Understanding what ‘proper’ means from the perspective of the participant. Recognising that, as each question is posed to a participant and the participant thinks about the response, he or she changes. Information is not only drawn out of participants, it is communicated to them and they change as each question is tackled.

8 *Identifying the form and layout of the questionnaire.* Understanding how, in a self-completion scenario, the form and layout motivate and help the participant to answer the questions in an honest and reflective manner. Understanding, when needed, how the form and layout help the interviewer to conduct and record the interview.

9 *Publishing the questionnaire.* Understanding how the professional appearance of a questionnaire affects the perceived credibility and professional ability of researchers.

10 *Eliminating problems by pilot-testing.* Understanding that, no matter how much experience the researcher has in designing questionnaires, the issues, participant characteristics and context of questioning make each survey unique – pilot-testing is vital.

**Questions**

1 What is the purpose of a questionnaire?

2 What expectations does the researcher have of potential questionnaire participants – in terms of how they will react to the experience of completing a questionnaire?

3 What does the researcher have to offer potential questionnaire participants? Why should this question be considered?

4 How would you determine whether a specific question should be included in a questionnaire?

5 What are the reasons why participants may be (a) unable to answer and (b) unwilling to answer the question asked?

6 Explain the errors of omission, telescoping and creation. What can be done to reduce such errors?

7 Explain the concepts of aided and unaided recall.

8 What can a researcher do to make the request for information seem legitimate?
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9 What are the advantages and disadvantages of unstructured questions?
10 What are the issues involved in designing multiple-choice questions?
11 What are the guidelines available for deciding on question wording?
12 What is a leading question? Give an example.
13 What is the proper order for questions intended to obtain basic, classification and identification information?
14 What guidelines are available for deciding on the form and layout of a questionnaire?
15 Describe the issues involved in pilot-testing a questionnaire.

Exercises

1 Heineken beer would like to conduct a survey of 18–25-year-old Europeans to determine the characteristics of its corporate image. Design a full questionnaire using survey software such as Google Forms, Qualtrics or SurveyMonkey. Administer this questionnaire in a mode of your choice to 25 fellow students. Write a short report based upon your experience of using the software, the findings you have generated and any limitations you see in the whole process (i.e. how would you do this differently if you were to repeat it?).

2 Develop a questionnaire for determining household preferences for popular brands of cold breakfast cereals. Administer the questionnaire to five adult females, five adult males and five children. How would you modify the questionnaire if it was to be administered by telephone? What changes would be necessary if it was to be administered online? Are there distinctive characteristics of your different participant types that could affect your questionnaire design?

3 You have been hired as a management trainee by a firm that manufactures major household appliances. Your boss has asked you to develop a questionnaire to determine how households plan, purchase and use major appliances. This questionnaire is to be used in five European countries. However, you feel that you do not have the expertise or the experience to construct such a complex questionnaire. Present your case to your boss.

4 In a small group, discuss the following issues: ‘Because questionnaire design is a craft, it is useless to follow a rigid set of guidelines. Rather, the process should be left entirely to the creativity and ingenuity of the researcher.’ and ‘Asking sensitive classification questions such as age or income at the start of a questionnaire upsets the sensibilities only of older participants; young participants are not concerned about where these questions are asked.’

Notes


20. Nancarrow, C. and Brace, I., ‘Let’s get ethical: Dealing with socially desirable responding online’, Market


There is no hope of making scientific statements about a population based on the knowledge obtained from a sample, unless we are circumspect in choosing a sampling method.
Objectives

After reading this chapter, you should be able to:

1. differentiate a sample from a census and identify the conditions that favour the use of a sample versus a census;
2. discuss the sampling design process: definition of the target population, determination of the sampling frame, selection of sampling technique(s), determination of sample size, execution of the sampling process and validating the sample;
3. classify sampling techniques as non-probability and probability sampling techniques;
4. describe the non-probability sampling techniques of convenience, judgemental, quota and snowball sampling;
5. describe the probability sampling techniques of simple random, systematic, stratified and cluster sampling;
6. identify the conditions that favour the use of non-probability sampling versus probability sampling;
7. understand the sampling design process and the use of sampling techniques across countries;
8. appreciate how the growth in online panels is shaping the manner in which sampling may be designed and executed.

Overview

Sampling is a key component of any research design. Sampling design involves several basic questions:

1. Should a sample be taken?
2. If so, what process should be followed?
3. What kind of sample should be taken?
4. How large should it be?
5. What can be done to control and adjust for non-response errors?

This chapter introduces the fundamental concepts of sampling and the qualitative considerations necessary to answer these questions. We address the question of whether or not to sample and describe the steps involved in sampling. Included in questions of the steps involved in sampling are the use, benefits and limitations of the access panel in sample design. We present the nature of non-probability and probability sampling and related sampling techniques. We discuss the use of sampling techniques in international marketing research and identify the relevant ethical issues. We conclude by examining the issues around designing and executing well-focused samples in the context of conducting online surveys. (Statistical determination of sample size, and the causes for control of and adjustments for non-response error, are discussed in Chapter 15.)

We begin with two examples. The first illustrates the choice of a sampling method in a complex international study, with hard-to-access participants. The second illustrates a key debate that challenges many researchers. Given the demand for researchers to sample ‘willing’ participants to match specific profiles, the use of the access panel has grown enormously in the research industry. As you progress through questions of the nature, purpose and techniques of sampling, the key debates in this example should be addressed.
Measuring the impact of empowerment

Research by the United Nations has demonstrated that in most economies, women are the linchpin to the advancement of many indicators of prosperity. In the West, it is often believed that greater financial prosperity always equates to greater happiness. In those countries where women appear to be doing well financially, are these women really happier? In societies where women’s pursuit of prosperity and happiness is not supported, research has a role to play both in providing them with a voice to let their hopes and dreams be heard and in public policy designed to support them. To address some of these issues, D3 Systems (www.d3systems.com) launched the Women in Muslim Countries study (WIMC). WIMC consisted of annually repeated, nationally representative quantitative research in 22 Muslim-majority countries of the globe. The questions used for the WIMC were designed to measure women’s empowerment in actual daily practice, providing a deep look into the gap between current public policy and empowerment initiatives and actual practice on the personal and local level. In some cases, WIMC got at the issues indirectly, as in many Muslim countries asking with direct wording would not yield honest answers. Individual country surveys were conducted, either face to face or via CATI as appropriate. Each country’s sampling frame was designed to provide the best possible representation of the attitudes and experience of that country’s women. In all cases, the sample was two-stage, stratified random. In the case of Egypt, the sampling frame was limited to urban areas only. At its launch WIMC focused upon the following 10 countries:

<table>
<thead>
<tr>
<th>Country</th>
<th>Mode</th>
<th>Women only, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afghanistan</td>
<td>Face-to-face nationwide</td>
<td>1175</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>Face-to-face nationwide</td>
<td>753</td>
</tr>
<tr>
<td>Egypt</td>
<td>Face-to-face nationwide, seven main cities and suburbs</td>
<td>500</td>
</tr>
<tr>
<td>Iran</td>
<td>CATI nationwide</td>
<td>1003</td>
</tr>
<tr>
<td>Iraq</td>
<td>Face-to-face nationwide</td>
<td>1093</td>
</tr>
<tr>
<td>Jordan</td>
<td>Face-to-face nationwide</td>
<td>500</td>
</tr>
<tr>
<td>Kosovo</td>
<td>Face-to-face nationwide</td>
<td>538</td>
</tr>
<tr>
<td>Pakistan</td>
<td>Face-to-face nationwide</td>
<td>960</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>CATI nationwide</td>
<td>514</td>
</tr>
<tr>
<td>Turkey</td>
<td>CATI nationwide</td>
<td>490</td>
</tr>
</tbody>
</table>

Down with random sampling

Peter Kellner, President of YouGov (www.yougov.co.uk), the online political polling company, presented these contentious views on the challenges of conducting random sampling:

We know that perfection does not exist. Pure random samples are too expensive. Besides 100% response rates belong to the world of fantasy. So we are told to do the best we can. There are two separate phenomena to address: the quality of the ‘designed’ sample and the quality of the ‘achieved’ sample. When we deliver results to our clients, what matters is the second, not the first. If the achieved sample is badly skewed, it is no defence to say that we used impeccably random samples to obtain it. Our aim should be to present our clients with ‘representative achieved samples’. This means developing a much more...
This example infers that the ‘best’ form of sampling is the probability random sample. It may be an ideal that researchers would prefer to administer. However, researchers have long recognised the balance between what may be seen as the scientific ideal of sampling and the administrative constraints in achieving that ideal. This balance will be addressed throughout this chapter. Before we discuss these issues in detail, we address the question of whether the researcher should sample or take a census.

**Sample or census**

The objective of most marketing research projects is to obtain information about the characteristics or parameters of a **population**. A population is the aggregate of all the elements that share some common set of characteristics and that comprise the universe for the purpose of the marketing research problem. Information about
population parameters may be obtained by taking a census or a sample. A census involves a complete enumeration of the elements of a population. The population parameters can be calculated directly in a straightforward way after the census is enumerated. A sample, on the other hand, is a subgroup of the population selected for participation in the study. Sample characteristics, called statistics, are then used to make inferences about the population parameters. The inferences that link sample characteristics and population parameters are estimation procedures and tests of hypotheses. (These inference procedures are considered in Chapters 20 to 26.)

Table 14.1 summarises the conditions favouring the use of a sample versus a census. Budget and time limits are obvious constraints favouring the use of a sample. A census is both costly and time-consuming to conduct. A census is unrealistic if the population is large, as it is for most consumer products. In the case of many industrial products, however, the population is small, making a census feasible as well as desirable. For example, in investigating the use of certain machine tools by Italian car manufacturers, a census would be preferred to a sample. Another reason for preferring a census in this case is that variance in the characteristic of interest is large. For example, machine-tool usage of Fiat may vary greatly from the usage of Ferrari. Small population sizes as well as high variance in the characteristic to be measured favour a census.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Conditions favouring the use of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample</td>
</tr>
<tr>
<td>1 Budget</td>
<td>Small</td>
</tr>
<tr>
<td>2 Time available</td>
<td>Short</td>
</tr>
<tr>
<td>3 Population size</td>
<td>Large</td>
</tr>
<tr>
<td>4 Variance in the characteristic</td>
<td>Small</td>
</tr>
<tr>
<td>5 Cost of sampling errors</td>
<td>Low</td>
</tr>
<tr>
<td>6 Cost of non-sampling errors</td>
<td>High</td>
</tr>
<tr>
<td>7 Nature of measurement</td>
<td>Destructive</td>
</tr>
<tr>
<td>8 Attention to individual cases</td>
<td>Yes</td>
</tr>
</tbody>
</table>

If the cost of sampling errors is high (e.g. if the sample omitted a major manufacturer such as Ford, the results could be misleading), a census, which eliminates such errors, is desirable. If the cost of non-sampling errors is high (e.g. interviewers incorrectly questioning target participants) a sample, where fewer resources would have been spent, would be favoured.

A census can greatly increase non-sampling error to the point that these errors exceed the sampling errors of a sample. Non-sampling errors are found to be the major contributor to total error, whereas random sampling errors have been relatively small in magnitude. Hence, in most cases, accuracy considerations would favour a sample over a census.

A sample may be preferred if the measurement process results in the destruction or contamination of the elements sampled. For example, product usage tests result in the consumption of the product. Therefore, taking a census in a study that requires households to use a new brand of toothpaste would not be feasible. Sampling may also be necessary to focus attention on individual cases, as in the case of in-depth interviews. Finally, other pragmatic considerations, such as the need to keep the study secret, may favour a sample over a census.
The sampling design process includes six steps, which are shown sequentially in Figure 14.1. These steps are closely interrelated and relevant to all aspects of the marketing research project, from problem definition to the presentation of the results. Therefore, sample design decisions should be integrated with all other decisions in a research project.\(^5\)

**Define the target population**

Sampling design begins by specifying the **target population**. This is the collection of elements or objects that possess the information sought by the researcher and about which inferences are to be made. The target population must be defined precisely. Imprecise definition of the target population will result in research that is ineffective at best and misleading at worst. Defining the target population involves translating the problem definition into a precise statement of who should and should not be included in the sample.

The target population should be defined in terms of elements, sampling units, extent and time. An **element** is the object about which, or from which, the information is desired. In survey research, the element is usually the participant. A **sampling unit** is an element, or a unit containing the element, that is available for selection at some stage of the sampling process. Suppose that Clinique wanted to assess consumer response to a new line of lipsticks and wanted to sample females over 25 years of age. It may be possible to sample females over 25 directly, in which case a sampling unit would be the same as an element. Alternatively, the sampling unit might be households. In the latter case, households would be sampled and all females over 25 in each selected household would be interviewed. Here, the sampling unit and the population element are different. Extent refers to the geographical boundaries of the research, and the time refers to the period under consideration.
Defining the target population may not be as easy as it was in this example. Consider a marketing research project assessing consumer response to a new brand of men’s moisturiser. Who should be included in the target population? All men? Men who have used a moisturiser during the last month? Men of 17 years of age or older? Should females be included, because some women buy moisturiser for men whom they know? These and similar questions must be resolved before the target population can be appropriately defined.6 This challenge is further illustrated in the following example.

Real research

Kiasma: the insightful museum7

Kiasma Museum of Contemporary Art (www.kiasma.fi) in Finland is dedicated to contemporary art. Throughout its existence Kiasma has been the most visited museum in Finland. Kiasma’s marketing and management team wanted to explore the museum’s marketing strategy, contextual development and changes in the external working environment. Research was planned between Kiasma and the media agency Dagmar (www.dagmar.fi), with whom it had been working for over 10 years. One of the first challenges was to establish what the population for the research would be. Would it be the total population for Finland? Kiasma had a public duty to serve the whole population, but it was unfeasible in the context of the research to segment the whole Finnish population, since the museum was located in Helsinki and just pure distance was a hindrance for visiting and/or visiting regularly. The approach the researchers chose was to first gauge the interest in contemporary art in an online panel. The question they posed was a simple ‘Are you interested in contemporary art – yes/no?’. The result was that a discouraging 33% had an interest in contemporary art. A follow-up question was open-ended, about why the participant was interested or not interested. The results helped the researchers to define a population for their planned survey as ‘people living a maximum of 60 km from Helsinki, 15–74 years of age and interested in any form of cultural activities, or, failing that, are interested in new experiences’. The reasoning behind this was that a person who was interested in at least some form of culture would more easily be persuaded to come to Kiasma.

Determine the sampling frame

A sampling frame is a representation of the elements of the target population. It consists of a list or set of directions for identifying the target population. Examples of a sampling frame include the telephone book, an association directory listing the firms in an industry, a customer database, a mailing list on a database purchased from a commercial organisation, a city directory, a map or, most frequently in marketing research, an access panel.8 If a list cannot be compiled, then at least some directions for identifying the target population should be specified, such as random-digit dialling procedures in telephone surveys.

With growing numbers of individuals, households and businesses, it may be possible to compile or obtain a list of population elements, but the list may omit some elements of the population or may include other elements that do not belong. Therefore, the use of a list will lead to sampling frame error (which was discussed in Chapter 3).9
In some instances, the discrepancy between the population and the sampling frame is small enough to ignore. In most cases, however, the researcher should recognise and attempt to treat the sampling frame error. One approach is to redefine the population in terms of the sampling frame. For example, if a specialist business directory is used as a sampling frame, the population of businesses could be redefined as those with a correct listing in a given location. Although this approach is simplistic, it does prevent the researcher from being misled about the actual population being investigated. Ultimately, the major drawback of redefining the population based upon available sampling frames is that the nature of the research problem may be compromised. Who is being measured and ultimately to whom the research findings may be generalised may not match the target group of individuals identified in a research problem definition. Evaluating the accuracy of sampling frames matches the issues of evaluating the quality of secondary data (see Chapter 4).

Another way is to account for sampling frame error by screening the participants in the data collection phase. The participants could be screened with respect to demographic characteristics, familiarity, product usage and other characteristics to ensure that they satisfy the criteria for the target population. Screening can eliminate inappropriate elements contained in the sampling frame, but it cannot account for elements that have been omitted. Yet another approach is to adjust the data collected by a weighted scheme to counterbalance the sampling frame error. These issues were presented in the opening example ‘Down with random sampling’ (and will be further discussed in Chapters 15 and 19). Regardless of which approach is used, it is important to recognise any sampling frame error that exists, so that inappropriate inferences can be avoided.

**Select a sampling technique**

Selecting a sampling technique involves several decisions of a broader nature. The researcher must decide whether to use a Bayesian or traditional sampling approach, to sample with or without replacement, and to use non-probability or probability sampling.

In the **Bayesian approach**, the elements are selected sequentially. After each element is added to the sample, the data are collected, sample statistics computed and sampling costs determined. The Bayesian approach explicitly incorporates prior information about population parameters, as well as the costs and probabilities associated with making wrong decisions. This approach is theoretically appealing. Yet it is not used widely in marketing research because much of the required information on costs and probabilities is not available.

In the traditional sampling approach, the entire sample is selected before data collection begins. Because the traditional approach is the most common approach used, it is assumed in the following sections.

In **sampling with replacement**, an element is selected from the sampling frame and appropriate data are obtained. Then the element is placed back in the sampling frame. As a result, it is possible for an element to be included in the sample more than once. In **sampling without replacement**, once an element is selected for inclusion in the sample it is removed from the sampling frame and therefore cannot be selected again. The calculation of statistics is done somewhat differently for the two approaches, but statistical inference is not very different if the sampling frame is large relative to the ultimate sample size. Thus, the distinction is important only when the sampling frame is small compared with the sample size.

The most important decision about the choice of sampling technique is whether to use non-probability or probability sampling. Non-probability sampling relies on the judgement of the researcher, while probability sampling relies on chance. Given its importance, the issues involved in this decision are discussed in detail below, in the next section.

If the sampling unit is different from the element, it is necessary to specify precisely how the elements within the sampling unit should be selected. With home face-to-face interviews...
and telephone interviews, merely specifying the address or the telephone number may not be sufficient. For example, should the person answering the doorbell or the telephone be interviewed, or someone else in the household? Often, more than one person in a household may qualify. For example, both the male and female head of household, and even their children, may be eligible to participate in a study examining family leisure-time activities. When a probability sampling technique is being employed, a random selection must be made from all the eligible persons in each household. A simple procedure for random selection is the ‘next birthday’ method. The interviewer asks which of the eligible persons in the household has the next birthday and includes that person in the sample.

**Determine the sample size**

Sample size refers to the number of elements to be included in the study. Determining the sample size involves several qualitative and quantitative considerations. The qualitative factors are discussed in this subsection, and the quantitative factors are considered in Chapter 15. Important qualitative factors to be considered in determining the sample size include: (1) the importance of the decision; (2) the nature of the research; (3) the number of variables; (4) the nature of the analysis; (5) sample sizes used in similar studies; (6) incidence rates; (7) completion rates; and (8) resource constraints.

In general, for more important decisions more information is necessary, and that information should be obtained very precisely. This calls for larger samples, but as the sample size increases, each unit of information is obtained at greater cost. The degree of precision may be measured in terms of the standard deviation of the mean, which is inversely proportional to the square root of the sample size. The larger the sample, the smaller the gain in precision by increasing the sample size by one unit.

The nature of the research also has an impact on the sample size. For exploratory research designs, such as those using qualitative research, the sample size is typically small. For conclusive research, such as descriptive surveys, larger samples are required. Likewise, if data are being collected on a large number of variables, i.e. many questions are asked in a survey, larger samples are required. The cumulative effects of sampling error across variables are reduced in a large sample.

If sophisticated analysis of the data using multivariate techniques is required, the sample size should be large. The same applies if the data are to be analysed in great detail. Thus, a larger sample would be required if the data are being analysed at the subgroup or segment level than if the analysis is limited to the aggregate or total sample.

Sample size is influenced by the average size of samples in similar studies. Table 14.2 gives an idea of sample sizes used in different marketing research studies. These sample sizes have been determined based on experience and can serve as rough guidelines, particularly when non-probability sampling techniques are used.

Finally, the sample size decision should be guided by a consideration of the resource constraints. In any marketing research project, money and time are limited. The sample size required should be adjusted for the incidence of eligible participants and the completion rate. The quantitative decisions involved in determining the sample size are covered in detail in the next chapter.

**Execute the sampling process**

Execution of the sampling process requires a detailed specification of how the sampling design decisions with respect to the population, sampling unit, sampling frame, sampling technique and sample size are to be implemented. While individual researchers may know how they are going to execute their sampling process, once more than one individual is involved a specification for execution is needed to ensure that the process is conducted in a consistent manner.
For example, if households are the sampling unit, an operational definition of a household is needed. Procedures should be specified for empty housing units and for call-backs in case no one is at home.

For example, if households are the sampling unit, an operational definition of a household is needed. Procedures should be specified for empty housing units and for call-backs in case no one is at home.

### Table 14.2  Usual sample sizes used in marketing research studies

<table>
<thead>
<tr>
<th>Type of study</th>
<th>Minimum size</th>
<th>Typical range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem identification</td>
<td>500</td>
<td>1,000–2,500 research (e.g. market potential)</td>
</tr>
<tr>
<td>Problem-solving research</td>
<td>200</td>
<td>300–500 (e.g. pricing)</td>
</tr>
<tr>
<td>Product tests</td>
<td>200</td>
<td>300–500</td>
</tr>
<tr>
<td>Test marketing studies</td>
<td>200</td>
<td>300–500</td>
</tr>
<tr>
<td>TV, radio, print or online advertising</td>
<td>150</td>
<td>200–300 (per advertisement tested)</td>
</tr>
<tr>
<td>Test-market audits</td>
<td>10 stores</td>
<td>10–20 stores</td>
</tr>
<tr>
<td>Focus groups</td>
<td>6 groups</td>
<td>6–12 groups</td>
</tr>
</tbody>
</table>

### Validate the sample

Sample validation aims to account for sampling frame error by screening the participants in the data collection phase. Participants can be screened with respect to demographic characteristics, familiarity, product usage and other characteristics to ensure that they satisfy the criteria for the target population. Screening can eliminate inappropriate elements contained in the sampling frame, but it cannot account for elements that have been omitted. The success of the validation process depends upon the accuracy of base statistics that describe the structure of a target population.

Once data are collected from a sample, comparisons between the structure of the sample and the target population should be made, as practised in the following example. Once data have been collected and it is found that the structure of a sample does not match the target population, a weighting scheme can be used (this is discussed in Chapter 19).

### Real research  How consumers are affected by online banking layouts

A study was conducted to examine banking store layout effects on consumer behaviour. The target population for this study was adult heavy internet users who used either offline or online banking services in Greece. Three versions of a web banking store were developed and tested. Two of the layout types were transformed from conventional banking and one type was designed by incorporating users’ preferences and suggestions. The study was conducted in three phases. Phase 1 involved a series of semi-structured in-depth interviews with design experts from four major multinational banks in Greece. Phase 2 involved a series of focus groups with banking users and heavy online shoppers to evaluate requirements as far as the most preferred layout type was concerned. Phase 3 consisted of a within-group laboratory experiment to test three alternative versions of a virtual e-banking store. Sample validation was conducted, enabling the researchers to demonstrate that the sample used satisfied the population criteria. Validation was further strengthened as participants were further questioned upon completion of their questionnaires in a semi-structured face-to-face interview conducted by the experiment’s administrator.
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A classification of sampling techniques

Sampling techniques may be broadly classified as non-probability and probability (see Figure 14.2). **Non-probability sampling** relies on the personal judgement of the researcher rather than on chance to select sample elements. The researcher can arbitrarily or consciously decide which elements to include in the sample. Non-probability samples may yield good estimates of the population characteristics, but they do not allow for objective evaluation of the precision of the sample results. Because there is no way of determining the probability of selecting any particular element for inclusion in the sample, the estimates obtained are not statistically projectable to the population. Commonly used non-probability sampling techniques include convenience sampling, judgemental sampling, quota sampling and snowball sampling.

In **probability sampling**, sampling units are selected by chance. It is possible to pre-specify every potential sample of a given size that could be drawn from the population, as well as the probability of selecting each sample. Every potential sample need not have the same probability of selection, but it is possible to specify the probability of selecting any particular sample of a given size. This requires not only a precise definition of the target population, but also a general specification of the sampling frame. Because sample elements are selected by chance, it is possible to determine the precision of the sample estimates of the characteristics of interest. **Confidence intervals**, which contain the true population value with a given level of certainty, can be calculated. This permits the researcher to make inferences or projections about the target population from which the sample was drawn. Classification of probability sampling techniques is based on:

- element versus cluster sampling;
- equal unit probability versus unequal probabilities;
- unstratified versus stratified selection;
- random versus systematic selection;
- one-stage versus multistage techniques.

All possible combinations of these five aspects result in 32 different probability sampling techniques. Of these techniques, we consider simple random sampling, systematic sampling,
stratified sampling and cluster sampling in depth and briefly touch on some others. First, however, we discuss non-probability sampling techniques.

**Non-probability sampling techniques**

Figure 14.3 presents a graphical illustration of the various non-probability sampling techniques. The population consists of 25 elements and we have to select a sample of size 5: A, B, C, D and E represent groups and can also be viewed as strata or clusters.

**Convenience sampling**

Convenience sampling attempts to obtain a sample of convenient elements. The selection of sampling units is left primarily to the interviewer. Often, participants are selected because they happen to be in the right place at the right time. Examples of convenience sampling include: (1) use of students, religious groups and members of social organisations; (2) street
interviews without qualifying the participants; (3) some forms of online and email surveys; (4) tear-out questionnaires included in a newspaper or magazine; and (5) journalists interviewing ‘people on the street’, or on radio or TV shows.\textsuperscript{13}

Convenience sampling is the least expensive and least time-consuming of all sampling techniques. The sampling units are accessible, easy to measure and cooperative. Despite these advantages, this form of sampling has serious limitations. Many potential sources of selection bias are present, including participant self-selection. Convenience samples are not representative of any definable population.\textsuperscript{14} Hence, it is not theoretically meaningful to generalise any population from a convenience sample, and convenience samples are not appropriate for marketing research projects involving population inferences. Convenience samples are not recommended for descriptive or causal research, but they can be used in exploratory research for generating ideas, insights or hypotheses. Convenience samples can be used for pre-testing questionnaires, or pilot studies. Even in these cases, caution should be exercised in interpreting the results. Nevertheless, this technique is sometimes used even in large surveys. For example, in the following case, samples ranging in size from 200 to 1,500 were selected to represent visitors to different Olympic Games. With no means to validate these samples, how confident would you be in using these findings to represent all of the visitors?

\textbf{Real research: Olympic convenience}\textsuperscript{15}

The International Olympic Committee (IOC) (www.olympic.org) used surveys at the 2000 Olympic Games in Sydney to find out what visitors thought about the level of commercialism in Sydney. One survey was given to a convenience sample of 200 visitors to the Games and they were asked about the level of commercialism they find appropriate, whether they thought the event was too commercial and whether company sponsorship of the games was perceived to be positive. The survey, conducted by Performance Research (www.performanceresearch.com), revealed that 77\% of the visitors found the presence of large corporations such as Coca-Cola and McDonald’s to be appropriate. Furthermore, 88\% of the visitors thought the sponsors contributed to the Olympics positively. Performance Research continued its study of Olympic sponsorship by conducting 300 on-site, 900 telephone and 1,500 online surveys using convenience samples in conjunction with the 2002 Winter Olympics in Salt Lake City, Utah. The results with respect to companies’ sponsorship and involvement in the Olympics were again positive. A survey was also conducted at the 2004 Olympics in Athens to assess spectators’ satisfaction with the Games. A convenience sample of 1,024 persons (46\% Greeks, 13\% Americans and the rest different nationalities) was used and the results indicated an overwhelming seal of approval for the Olympic Games in Athens. Surveys based on convenience samples were also conducted for the 2008 Olympics in Beijing. According to a survey by Survey Sampling International (www.surveysampling.com), more than 80\% of Chinese citizens agreed that having the 2008 Olympic Games held in their country strengthened people’s participation in sports activities.

\textbf{Judgemental sampling}

\textit{Judgemental sampling} is a form of convenience sampling in which the population elements are selected based on the judgement of the researcher. The researcher, exercising judgement or expertise, chooses the elements to be included in the sample because it is believed that they are representative of the population of interest, or are otherwise appropriate, as illustrated in the following example.
Common examples of judgemental sampling include: (1) test markets selected to determine the potential of a new product; (2) purchasing professionals selected in business-to-business marketing research because they are considered to be representative of particular companies; (3) product testing with individuals who may be particularly fussy or who hold extremely high expectations; (4) expert witnesses used in court; and (5) boutiques or fashion flagship stores selected to test a new merchandising display system.

Judgemental sampling is inexpensive, convenient and quick, yet it does not allow direct generalisations to a specific population, usually because the population is not defined explicitly. Judgemental sampling is subjective and its value depends entirely on the researcher’s judgement, expertise and creativity. It can be useful if broad population inferences are not required. Judgemental samples are frequently used in business-to-business marketing research projects, given that in many projects the target population is relatively small (see Chapter 29).

Quota sampling

Quota sampling may be viewed as two-stage restricted judgemental sampling that has traditionally been associated with street interviewing. It is now used extensively, and with much debate, in drawing samples from access panels. The first stage consists of developing control characteristics, or quotas, of population elements such as age or gender. To develop these quotas, the researcher lists relevant control characteristics and determines the distribution of these characteristics in the target population, such as Males 48%, Females 52% (resulting in 480 men and 520 women being selected in a sample of 1,000 participants). Often, the quotas are assigned so that the proportion of the sample elements possessing the control characteristics is the same as the proportion of population elements with these characteristics. In other words, the quotas ensure that the composition of the sample is the same as the composition of the population with respect to the characteristics of interest.

In the second stage, sample elements are selected based on convenience or judgement. Once the quotas have been assigned, there is considerable freedom in selecting the elements to be included in the sample. The only requirement is that the elements selected fit the control characteristics. This technique is illustrated with the following example.

**Real research**

**Establishing marketing relationships in the advertising agency business**

For long-term success, relationships must be nurtured and developed between a client and an advertising agency. There are numerous advantages that such relationships can bring to both sides, including transaction cost savings, strengthening competitive or collaborative advantages and achieving growth in exchange volume. A Slovenian study explored how partnerships between clients and advertising agencies develop into long-term relationships. A questionnaire was tested on a small sample of agency experts, marketing academics and agency clients. The starting point for the sample was a list of 300 leading Slovenian enterprises according to revenues and/or profits, out of which a judgemental sample of 200 main advertisers was drawn. Participants were marketing managers and other managers, selected by title, responsible for decision making with regard to their cooperation with advertising agencies. Revenues of companies in the sample ranged from €60 to €485 million. The sample included the vast majority of advertisers from the area, plus subsidiaries of international companies, and was seen as representative of advertisers among leading Slovenian enterprises.
In this example, quotas were assigned such that the composition of the sample mirrored the population. In certain situations, however, it is desirable either to under- or over-sample elements with certain characteristics. To illustrate, it may be desirable to over-sample heavy users of a product so that their behaviour can be examined in detail. Although this type of sample is not representative, nevertheless it may be very relevant to allow a particular group of individuals to be broken down into subcategories and analysed in depth.

Even if the sample composition mirrors that of the population with respect to the control characteristics, there is no assurance that the sample is representative. If a characteristic that is relevant to the problem is overlooked, the quota sample will not be representative. Relevant control characteristics are often omitted because there are practical difficulties associated with including certain control characteristics. For example, suppose a sample was sought that was representative of the different strata of socio-economic classes in a population. Imagine street interviewers approaching potential participants who they believe would fit into the quota they have been set. Could interviewers ‘guess’ (from their clothes, accessories, posture?) which potential participants fit into different socio-economic classes, in the same way that they may guess the gender and age of participants? The initial questions of a street interview could establish the characteristics of potential participants to see whether they fit a set quota. But given the levels of non-response and ineligibility found by such an approach, this is not an ideal solution.

## How is epilepsy perceived?

A study was undertaken by the Scottish Epilepsy Association to determine the perceptions of the condition of epilepsy by the adult population in the Scottish city of Glasgow. A quota sample of 500 adults was selected. The control characteristics were gender, age and propensity to donate to a charity. Based on the composition of the adult population of the city, the quotas assigned were as follows:

<table>
<thead>
<tr>
<th>Propensity to donate</th>
<th>Male 48%</th>
<th>Female 52%</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Have a flag</td>
<td>No flag</td>
<td>Have a flag</td>
</tr>
<tr>
<td>Age</td>
<td>50%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>18 to 30</td>
<td>30</td>
<td>30</td>
<td>33</td>
</tr>
<tr>
<td>31 to 45</td>
<td>48</td>
<td>48</td>
<td>52</td>
</tr>
<tr>
<td>46 to 60</td>
<td>18</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>Over 60</td>
<td>24</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>Totals</td>
<td>120</td>
<td>120</td>
<td>130</td>
</tr>
</tbody>
</table>

Note that the percentages of gender and age within the target population were taken from local census statistics. The percentages of ‘propensity to donate’ could not be gleaned from secondary data sources and so were split on a 50/50 basis. The interviews were conducted on a Saturday when it was customary to see charity ‘flag sellers’ operating. One of the hypotheses to be tested in the study was the extent to which those who donated to charities on flag days were more aware of the condition of epilepsy and how to treat epileptic sufferers. Thus the instruction to interviewers was to split interviews between those who wore the ‘flag’ that they had bought from a street collector and those who had not bought a flag. It was recognised that this was a crude measure of propensity to donate to a charity but was the only tangible clue that could be consistently observed.
Because the elements within each quota are selected based on convenience or judgement, many sources of selection bias are potentially present. The interviewers may go to selected areas where eligible participants are more likely to be found. Likewise, they may avoid people who look unfriendly, or are not well dressed, or those who live in undesirable locations. Quota sampling does not permit assessment of sampling error. Quota sampling attempts to obtain representative samples at a relatively low cost. Its advantages are the lower costs and greater convenience to the interviewers in selecting elements for each quota. Under certain conditions, quota sampling obtains results close to those for conventional probability sampling.

**Snowball sampling**

In snowball sampling, an initial group of participants is selected, sometimes on a random basis but more typically targeted at a few individuals who are known to possess the desired characteristics of the target population. After being interviewed, these participants are asked to identify others who also belong to the target population of interest. Subsequent participants are selected based on the referrals. By obtaining referrals from referrals, this process may be carried out in waves, thus leading to a snowballing effect. Even though probability sampling can be used to select the initial participants, the final sample is a non-probability sample. The referrals will have demographic and psychographic characteristics more similar to the persons referring them than would occur by chance.

The main objective of snowball sampling is to estimate characteristics that are rare in the wider population. Examples include: users of particular government or social services, such as parents who use nurseries or child minders, whose names cannot be revealed; special census groups, such as widowed males under 35; and members of a scattered minority ethnic group. Another example is research in industrial buyer–seller relationships, using initial contacts to identify buyer–seller pairs and then subsequent ‘snowballed’ pairs. The major advantage of snowball sampling is that it substantially increases the likelihood of locating the desired characteristic in the population. It also results in relatively low sampling variance and costs. Snowball sampling is illustrated by the following example.

**Real research**

**Sampling horse owners**

Dalgety Animal Feeds wished to question horse owners about the care and feeding of their horses. The firm could not locate any sampling frame that listed all horse owners, with the exception of registers of major racing stables. However, the firm wished to contact owners who had one or two horses as it believed this group was not well understood and held great marketing potential. The initial approach involved locating interviewers at horse feed outlets. The interviewers ascertained basic characteristics of horse owners but, more importantly, they invited them along to focus groups. When the focus groups were conducted, issues of horse care and feeding were developed in greater detail to allow the construction of a meaningful postal questionnaire. As a rapport and trust was built up with those who attended the focus groups, names as referrals were given that allowed a sampling frame for the first wave of participants to the subsequent postal survey. The process of referrals continued, allowing a total of four waves and a response of 800 questionnaires.

In this example, note the non-random selection of the initial group of participants through focus group invitations. This procedure was more efficient than random selection, which given the absence of an appropriate sampling frame would be very cumbersome. In other
cases where an appropriate sampling frame exists (appropriate in terms of identifying the desired characteristics in a number of participants, not in terms of being exhaustive – if it were exhaustive, a snowball sample would not be needed), random selection of participants through probability sampling techniques may be more appropriate.

### Probability sampling techniques

Probability sampling techniques vary in terms of sampling efficiency. Sampling efficiency is a concept that reflects a trade-off between sampling cost and precision. Precision refers to the level of uncertainty about the characteristic being measured. Precision is inversely related to sampling errors but positively related to cost. The greater the precision, the greater the cost, and most studies require a trade-off. The researcher should strive for the most efficient sampling design, subject to the budget allocated. The efficiency of a probability sampling technique may be assessed by comparing it with that of simple random sampling. Figure 14.4

<table>
<thead>
<tr>
<th><strong>Figure 14.4</strong> A graphical illustration of probability sampling techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong> Simple random sampling</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>Select five random numbers from 1 to 25. The resulting sample consists of population elements 3, 7, 9, 16 and 24. Note that there is no element from group C.</td>
</tr>
</tbody>
</table>

| **2** Systematic sampling |
| A | B | C | D | E |
| 1 | 6 | 11 | 16 | 21 |
| 2 | 7 | 12 | 17 | 22 |
| 3 | 8 | 13 | 18 | 23 |
| 4 | 9 | 14 | 19 | 24 |
| 5 | 10 | 15 | 20 | 25 |
| Select a random number between 1 and 5, say 2. The resulting sample consists of a population, \((2 + 5) = 7, (2 + 5 \times 2) = 12, (2 + 5 \times 3) = 17\) and \((2 + 5 \times 4) = 22\). Note that all the elements are selected from a single row. |

| **3** Stratified sampling |
| A | B | C | D | E |
| 1 | 6 | 11 | 16 | 21 |
| 2 | 7 | 12 | 17 | 22 |
| 3 | 8 | 13 | 18 | 23 |
| 4 | 9 | 14 | 19 | 24 |
| 5 | 10 | 15 | 20 | 25 |
| Randomly select a number from 1 to 5 from each stratum, A to E. The resulting sample consists of population elements 4, 7, 13, 19 and 21. Note that one element is selected from each column. |

| **4** Cluster sampling (two-stage) |
| A | B | C | D | E |
| 1 | 6 | 11 | 16 | 21 |
| 2 | 7 | 12 | 17 | 22 |
| 3 | 8 | 13 | 18 | 23 |
| 4 | 9 | 14 | 19 | 24 |
| 5 | 10 | 15 | 20 | 25 |
| Randomly select three clusters, B, D and E. Within each cluster, randomly select one or two elements. The resulting sample consists of population elements 7, 18, 20, 21 and 23. Note that no elements are selected from clusters A and C. |
presents a graphical illustration of the various probability sampling techniques. As in the case of non-probability sampling, the population consists of 25 elements and we have to select a sample of size 5; A, B, C, D and E represent groups and can also be viewed as strata or clusters.

**Simple random sampling**

In simple random sampling (SRS), each element in the population has a known and equal probability of selection. Furthermore, each possible sample of a given size (n) has a known and equal probability of being the sample actually selected. This implies that every element is selected independently of every other element. The sample is drawn by a random procedure from a sampling frame. This method is equivalent to a lottery system in which names are placed in a container, the container is shaken and the names of the winners are then drawn out in an unbiased manner.

To draw a simple random sample, the researcher first compiles a sampling frame in which each element is assigned a unique identification number. Then random numbers are generated to determine which elements to include in the sample. The random numbers may be generated with a computer routine or a table. Suppose that a sample of size 10 is to be selected from a sampling frame containing 800 elements. This could be done by starting with row 1 and column 1 of Table 1, considering the three rightmost digits, and going down the column until 10 numbers between 1 and 800 have been selected. Numbers outside this range are ignored. The elements corresponding to the random numbers generated constitute the sample. Thus, in our example, elements 480, 368, 130, 167, 570, 562, 301, 579, 475 and 553 would be selected.

Note that the last three digits of row 6 (921) and row 11 (918) were ignored, because they were out of range. Using these tables is fine for small samples, but can be very tedious. A more pragmatic solution is to turn to random-number generators in most data analysis packages. For example, in Excel, the Random Number Generation Analysis Tool allows you to set a number of characteristics of your target population, including the nature of distribution of the data, and to create a table of random numbers on a separate worksheet.

SRS has many desirable features. It is easily understood and the sample results may be projected to the target population. Most approaches to statistical inference assume that the data have been collected by SRS. However, SRS suffers from at least four significant limitations. First, it is often difficult to construct a sampling frame that will permit a simple random sample to be drawn. Second, SRS can result in samples that are very large or spread over large geographical areas, thus increasing the time and cost of data collection. Third, SRS often results in lower precision with larger standard errors than other probability sampling techniques. Fourth, SRS may or may not result in a representative sample. Although samples drawn will represent the population well on average, a given simple random sample may grossly misrepresent the target population. This is more likely if the size of the sample is small. For these reasons, SRS is not widely used in marketing research, though there are exceptions, as illustrated in the following example.

**Real research**

An attitudinal segmentation of parents and young people

In the UK, the Department of Education (https://www.gov.uk/government/organisations/department-for-education) was looking for more effective ways to understand its key audiences of parents and carers and children and young people. Its Customer Insight Unit (CIU) identified a need for a robust quantitative segmentation study that gave it a better understanding of underlying attitudes and values of its audiences. It felt that such a study could be used for policy and communications development across a range of issues. Specifically, the aims of the segmentation were to enable staff and stakeholders
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Systematic sampling

In systematic sampling, the sample is chosen by selecting a random starting point and then picking every $i$th element in succession from the sampling frame. The sampling interval, $i$, is determined by dividing the population size $N$ by the sample size $n$ and rounding to the nearest whole number. For example, there are 100,000 elements in the population and a sample of 1,000 is desired. In this case, the sampling interval, $i$, is 100. A random number between 1 and 100 is selected. If, for example, this number is 23, the sample consists of elements 23, 123, 223, 323, 423, 523 and so on.

Systematic sampling is similar to SRS in that each population element has a known and equal probability of selection. It is different from SRS, however, in that only the permissible samples of size $n$ that can be drawn have a known and equal probability of selection. The remaining samples of size $n$ have a zero probability of being selected. For systematic sampling, the researcher assumes that the population elements are ordered in some respect. In some cases, the ordering (e.g. alphabetical listing in a telephone book) is unrelated to the characteristic of interest. In other instances, the ordering is directly related to the characteristic under investigation. For example, credit-card customers may be listed in order of outstanding balance, or firms in a given industry may be ordered according to annual sales. If the population elements are arranged in a manner unrelated to the characteristic of interest, systematic sampling will yield results quite similar to SRS.

On the other hand, when the ordering of the elements is related to the characteristic of interest, systematic sampling increases the representativeness of the sample. If firms in an industry are arranged in increasing order of annual sales, a systematic sample will include some small and some large firms. A simple random sample may be unrepresentative because it may contain, for example, only small firms or a disproportionate number of small firms. If the ordering of the elements produces a cyclical pattern, systematic sampling may decrease
the representativeness of the sample. To illustrate, consider the use of systematic sampling to generate a sample of monthly sales from the Harrods luxury department store in London. In such a case, the sampling frame could contain monthly sales for the last 60 years or more. If a sampling interval of 12 were chosen, the resulting sample would not reflect the month-to-month and seasonal variations in sales.27

Systematic sampling is less costly and easier than SRS because random selection is done only once to establish a starting point. Moreover, random numbers do not have to be matched with individual elements as in SRS. Because some lists contain millions of elements, considerable time can be saved, which reduces the costs of sampling. If information related to the characteristic of interest is available for the population, systematic sampling can be used to obtain a more representative and reliable (lower sampling error) sample than SRS. Another relative advantage is that systematic sampling can even be used without knowledge of the elements of the sampling frame. For example, every $i$th person accessing a website, leaving a shop or passing a point in the street can be intercepted (provided very strict control of the flow of potential participants is exercised). For these reasons, systematic sampling is often employed in online surveys, postal, telephone and street interviews, as illustrated by the following example.

**Real research**

**Service quality expectations of Hong Kong Chinese shoppers**28

Global retailers in the last century have focused on the presumed similarities of consumers across borders, and used the management of product novelty or newness to attract foreign customers. When novelty and newness fades, however, success moves to a dependence on understanding differences among consumers in different cultures. A study examined how cultural differences affected retail customers’ service-quality perception in a cultural context distinctly different from Western culture – the Hong Kong Chinese retail supermarket. The key research objective was to examine underlying service-quality dimensions of experienced shoppers in two supermarkets. The population was defined as all Chinese shoppers who had previously shopped in the selected Park’N Shop and Welcome stores. The sample was a systematic sample using a random start with the selection of Chinese shoppers occurring as they approached the stores. Each potential participant was qualified by being asked if they had previously shopped at the store, with an alternative line of questioning if they did not qualify. A total of 100 interviews were completed at each of four stores for a total of 400 completed interviews.

**Stratified sampling**

**Stratified sampling** is a two-step process in which the population is partitioned into sub-populations, or strata. The strata should be mutually exclusive and collectively exhaustive in that every population element should be assigned to one and only one stratum and no population elements should be omitted. Next, elements are selected from each stratum by a random procedure, usually SRS. Technically, only SRS should be employed in selecting the elements from each stratum. In practice, sometimes systematic sampling and other probability sampling procedures are employed. Stratified sampling differs from quota sampling in that the sample elements are selected probabilistically rather than based on
convenience or judgement. A major objective of stratified sampling is to increase precision without increasing cost.\textsuperscript{29}

The variables used to partition the population into strata are referred to as stratification variables. The criteria for the selection of these variables consist of homogeneity, heterogeneity, relatedness and cost. The elements within a stratum should be as homogeneous as possible, but the elements in different strata should be as heterogeneous as possible. The stratification variables should also be closely related to the characteristic of interest. The more closely these criteria are met, the greater the effectiveness in controlling extraneous sampling variation. Finally, the variables should decrease the cost of the stratification process by being easy to measure and apply. Variables commonly used for stratification include demographic characteristics (as illustrated in the example for quota sampling), type of customer (e.g. credit card versus non-credit card), size of firm, or type of industry. It is possible to use more than one variable for stratification, although more than two are seldom used because of pragmatic and cost considerations. Although the number of strata to use is a matter of judgement, experience suggests the use of no more than six. Beyond six strata, any gain in precision is more than offset by the increased cost of stratification and sampling.

Another important decision involves the use of proportionate or disproportionate sampling. In proportionate stratified sampling, the size of the sample drawn from each stratum is proportionate to the relative size of that stratum in the total population. In disproportionate stratified sampling, the size of the sample from each stratum is proportionate to the relative size of that stratum and to the standard deviation of the distribution of the characteristic of interest among all the elements in that stratum. The logic behind disproportionate sampling is simple. First, strata with larger relative sizes are more influential in determining the population mean, and these strata should also exert a greater influence in deriving the sample estimates. Consequently, more elements should be drawn from strata of larger relative size. Second, to increase precision, more elements should be drawn from strata with larger standard deviations and fewer elements should be drawn from strata with smaller standard deviations. (If all the elements in a stratum are identical, a sample size of one will result in perfect information.) Note that the two methods are identical if the characteristic of interest has the same standard deviation within each stratum.

Disproportionate sampling requires that some estimate of the relative variation, or standard deviation of the distribution of the characteristic of interest, within strata be known. As this information is not always available, the researcher may have to rely on intuition and logic to determine sample sizes for each stratum. For example, large fashion stores might be expected to have greater variation in the sales of some products as compared with small boutiques. Hence, the number of large stores in a sample may be disproportionately large. When the researcher is primarily interested in examining differences between strata, a common sampling strategy is to select the same sample size from each stratum.

Stratified sampling can ensure that all the important subpopulations are represented in the sample. This is particularly important if the distribution of the characteristic of interest in the population is skewed. For example, very few households have annual incomes that allow them to own a second home overseas. If a simple random sample is taken, households that have a second home overseas may not be adequately represented. Stratified sampling would guarantee that the sample contains a certain number of these households. Stratified sampling combines the simplicity of SRS with potential gains in precision and is, therefore, a popular sampling technique.

### Cluster sampling

A two-step probability sampling technique where the target population is first divided into mutually exclusive and collectively exhaustive subpopulations called clusters, and then a random sample of clusters is selected based on a probability sampling technique such as SRS. For each selected cluster, either all the elements are included in the sample, or a sample of elements is drawn probabilistically.

In **cluster sampling**, the target population is first divided into mutually exclusive and collectively exhaustive subpopulations, or clusters. These subpopulations or clusters are assumed to contain the diversity of participants held in the target population. A random sample of clusters is selected, based on a probability sampling technique such as SRS. For each selected cluster, either all the elements are included in the sample or a sample of
elements is drawn probabilistically. If all the elements in each selected cluster are included in the sample, the procedure is called one-stage cluster sampling. If a sample of elements is drawn probabilistically from each selected cluster, the procedure is two-stage cluster sampling. As shown in Figure 14.5, two-stage cluster sampling can be either simple two-stage cluster sampling involving SRS, or probability-proportionate-to-size sampling. Furthermore, a cluster sample can have multiple (more than two) stages, as in multi-stage cluster sampling.

The key distinction between cluster sampling and stratified sampling is that in cluster sampling only a sample of subpopulations (clusters) is chosen, whereas in stratified sampling all the subpopulations (strata) are selected for further sampling. The objectives of the two methods are also different. The objective of cluster sampling is to increase sampling efficiency by decreasing costs, but the objective of stratified sampling is to increase precision. With respect to homogeneity and heterogeneity, the criteria for forming clusters are just the opposite of those for strata. Elements within a cluster should be as heterogeneous as possible, but clusters themselves should be as homogeneous as possible. Ideally, each cluster should be a small-scale representation of the population. In cluster sampling, a sampling frame is needed only for those clusters selected for the sample. The differences between stratified sampling and cluster sampling are summarised in Table 14.3.

A common form of cluster sampling is area sampling, in which the clusters consist of geographical areas such as counties, housing tracts, blocks or other area descriptions.
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and then all the households within the selected blocks are included in the sample), the design is called one-stage area sampling. If two or more levels of sampling take place before the basic elements are selected (if the researcher samples blocks and then samples households within the sampled blocks), the design is called two-stage (or multi-stage) area sampling. The distinguishing feature of one-stage area sampling is that all the households in the selected blocks (or geographical areas) are included in the sample.

There are two types of two-stage cluster sampling designs, as shown in Figure 14.5. Simple two-stage cluster sampling involves SRS at the first stage (e.g. sampling blocks) as well as the second stage (e.g. sampling households within blocks). In this design the fraction of elements (e.g. households) selected at the second stage is the same for each sample cluster (e.g. selected blocks). This process was administered in a project that investigated the behaviour of high net worth consumers. A simple random sample of 800 block groups was selected from a listing of neighbourhoods with average incomes exceeding €35,000 in locations ranked in the top half by income according to census data. Commercial database companies supplied head-of-household names for approximately 95% of the census-tabulated homes in the 800 block groups. From the 213,000 enumerated households, 9,000 were selected by SRS.30

This design is appropriate when the clusters are equal in size; that is, when the clusters contain approximately the same number of sampling units. If they differ greatly in size, however, simple two-stage cluster sampling can lead to biased estimates. Sometimes the clusters can be made of equal size by combining clusters. When this option is not feasible, probability-proportionate-to-size (PPS) sampling can be used.

In the sampling method probability proportionate to size (PPS), the size of a cluster is defined in terms of the number of sampling units within that cluster. Thus, in the first stage, large clusters are more likely to be included than small clusters. In the second stage, the probability of selecting a sampling unit in a selected cluster varies inversely with the size of the cluster. Thus, the probability that any particular sampling unit will be included in the sample is equal for all units, because the unequal first-stage probabilities are balanced by the unequal second-stage probabilities. The numbers of sampling units included from the selected clusters are approximately equal. This type of multi-stage sampling is presented in the following example.

Real research Teleuse on a shoestring31

In the telecommunications industries, companies are beginning to understand the needs of low-income consumers – adapting their products and business models to better serve their needs. Many commentators predict that the low-income, developing markets will be where new telecom growth will come from. A study addressing the needs of these consumers was conducted in five Asian countries, namely Pakistan, India, Sri Lanka, Philippines and Thailand. Given the necessity for cross-country comparisons among the less privileged strata of society, the target groups had to be defined as close as possible in a universal manner. Target participants of the study were telecom users, defined as those who had used a phone (their own or someone else’s; paid for or free of charge) during the preceding three months. Participants were males and females between the ages of 18 and 60 years, from rural and urban locations. A multi-stage stratified cluster sampling by probability proportionate to size (PPS) was used
Cluster sampling has two major advantages: feasibility and low cost. In many situations the only sampling frames readily available for the target population are clusters, not population elements. It is often impossible to compile a list of all consumers in a population, given the resources and constraints. Lists of geographical areas, telephone exchanges and other clusters of consumers, however, can be constructed relatively easily. Cluster sampling is the most cost-effective probability sampling technique. This advantage must be weighed against several limitations. Cluster sampling results in relatively imprecise samples, and it is difficult to form clusters in which the elements are heterogeneous because, for example, households in a block tend to be similar rather than dissimilar. It can be difficult to compute and interpret statistics based on clusters.

Other probability sampling techniques

In addition to the four basic probability sampling techniques, there is a variety of other sampling techniques. Most of these may be viewed as extensions of the basic techniques and were developed to address complex sampling problems. Two techniques with some relevance to marketing research are sequential sampling and double sampling.

In sequential sampling, the population elements are sampled sequentially, data collection and analysis are done at each stage and a decision is made as to whether additional population elements should be sampled. The sample size is not known in advance, but a decision rule is stated before sampling begins. At each stage, this rule indicates whether sampling should be continued or whether enough information has been obtained. Sequential sampling has been used to determine preferences for two competing alternatives. In one study, participants were asked which of two alternatives they preferred and sampling was terminated when sufficient evidence was accumulated to validate a preference. It has also been used to establish the price differential between a standard model and a deluxe model of a consumer durable.

In double sampling, also called two-phase sampling, certain population elements are sampled twice. In the first phase, a sample is selected and some information is collected from all the elements in the sample. In the second phase, a subsample is drawn from the original sample and additional information is obtained from the elements in the sub sample. The process may be extended to three or more phases, and the different phases may take place simultaneously or at different times. Double sampling can be useful when no sampling frame is readily available for selecting final sampling units but when the elements of the frame are known to be contained within a broader sampling frame. For example, a researcher wants to select households in a given city that consume apple juice. The households of interest are contained within the set of all households, but the researcher does not know which ones they are. In applying double sampling, the researcher would...
obtain a sampling frame of all households in the first phase. This would be constructed from a directory of city addresses. Then a sample of households would be drawn, using systematic random sampling to determine the amount of apple juice consumed. In the second phase, households that consume apple juice would be selected and stratified according to the amount of apple juice consumed. Then a stratified random sample would be drawn and detailed questions regarding apple-juice consumption asked.35

Choosing non-probability versus probability sampling

The choice between non-probability and probability samples should be based on considerations such as the nature of the research, relative magnitude of non-sampling versus sampling errors and variability in the population, as well as statistical and operational considerations (see Table 14.4). For example, in exploratory research the judgement of the researcher in selecting participants with particular qualities may be far more effective than any form of probability sampling. On the other hand, in conclusive research where the researcher wishes to use the results to estimate overall market shares or the size of the total market, probability sampling is favoured. Probability samples allow statistical projection of the results to a target population.

For some research problems, highly accurate estimates of population characteristics are required. In these situations, the elimination of selection bias and the ability to calculate sampling error make probability sampling desirable. However, probability sampling will not always result in more accurate results. If non-sampling errors are likely to be an important factor, then non-probability sampling may be preferable because the use of judgement may allow greater control over the sampling process.

Another consideration is the homogeneity of the population with respect to the variables of interest. A heterogeneous population would favour probability sampling because it would be more important to secure a representative sample. Probability sampling is preferable from a statistical viewpoint, as it is the basis of most common statistical techniques.

Probability sampling generally requires statistically trained researchers, generally costs more and takes longer than non-probability sampling, especially in the establishment of accurate sampling frames. In many marketing research projects, it is difficult to justify the additional time and expense. Therefore, in practice, the objectives of the study dictate which sampling method will be used.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Conditions favouring the use of:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-probability sampling</td>
</tr>
<tr>
<td>Nature of research</td>
<td>Exploratory</td>
</tr>
<tr>
<td>Relative magnitude of sampling</td>
<td>Non-sampling errors are larger</td>
</tr>
<tr>
<td>and non-sampling errors</td>
<td>Homogeneous (low)</td>
</tr>
<tr>
<td>Variability in the population</td>
<td>Unfavourable</td>
</tr>
<tr>
<td>Statistical considerations</td>
<td>Favourable</td>
</tr>
<tr>
<td>Operational considerations</td>
<td></td>
</tr>
</tbody>
</table>
Non-probability sampling is used in concept tests, package tests, name tests and copy tests where projections to the populations are usually not needed. In such studies, interest centres on the proportion of the sample that gives various responses or expresses various attitudes.

Samples for these studies can be drawn using access panels and employing methods such as online surveys, street interviewing and quota sampling. On the other hand, probability sampling is used when there is a need for highly accurate estimates of market share or sales volume for the entire market. National market-tracking studies, which provide information on product category and brand usage rates as well as psychographic and demographic profiles of users, use probability sampling.

### Summary of sampling techniques

The strengths and weaknesses of basic sampling techniques are summarised in Table 14.5. Table 14.6 describes the procedures for drawing probability samples.

### Table 14.5  
Strengths and weaknesses of sampling techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-probability sampling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convenience sampling</td>
<td>Least expensive, least time-consuming,</td>
<td>Selection bias, sample not representative, not recommended for descriptive or causal research</td>
</tr>
<tr>
<td></td>
<td>most convenient</td>
<td></td>
</tr>
<tr>
<td>Judgemental sampling</td>
<td>Low cost, convenient, not time-consuming</td>
<td>Does not allow generalisation, subjective</td>
</tr>
<tr>
<td></td>
<td>ideal for exploratory research designs</td>
<td></td>
</tr>
<tr>
<td>Quota sampling</td>
<td>Sample can be controlled for certain characteristics</td>
<td>Selection bias, no assurance of representativeness</td>
</tr>
<tr>
<td>Snowball sampling</td>
<td>Can estimate rare characteristics</td>
<td>Time-consuming</td>
</tr>
<tr>
<td><strong>Probability sampling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple random sampling (SRS)</td>
<td>Easily understood, results projectable</td>
<td>Difficult to construct sampling frame, expensive, lower precision, no assurance of representativeness</td>
</tr>
<tr>
<td>Systematic sampling</td>
<td>Can increase representativeness, easier to implement than SRS, sampling frame not always necessary</td>
<td>Can decrease representativeness depending upon ‘order’ in the sampling frame</td>
</tr>
<tr>
<td>Stratified sampling</td>
<td>Includes all important subpopulations, precision</td>
<td>Difficult to select relevant stratification variables, not feasible to stratify on many variables, expensive</td>
</tr>
<tr>
<td>Cluster sampling</td>
<td>Easy to implement, cost effective</td>
<td>Imprecise, difficult to compute and interpret results</td>
</tr>
</tbody>
</table>
### Simple random sampling

1. Select a suitable sampling frame.
2. Each element is assigned a number from 1 to \(N\) (population size).
3. Generate \(n\) (sample size) different random numbers between 1 and \(N\) using a software package or a table of simple random numbers. To use a table, select the appropriate number of digits (e.g. if \(N = 900\), select three digits). Arbitrarily select a beginning number. Then proceed up or down until \(n\) different numbers between 1 and \(N\) have been selected. Discard 0, duplicate numbers and numbers greater than \(N\).
4. The numbers generated denote the elements that should be included in the sample.

### Systematic sampling

1. Select a suitable sampling frame.
2. Each element is assigned a number from 1 to \(N\) (population size).
3. Determine the sampling interval \(i\), where \(i = N/n\). If \(i\) is a fraction, round to the nearest whole number.
4. Select a random number, \(r\), between 1 and \(i\), as explained in simple random sampling.
5. The elements with the following numbers will comprise the systematic random sample:
   \[ r, r + i, r + 2i, r + 3i, r + 4i, \ldots, r + (n-1)i \]

### Stratified sampling

1. Select a suitable sampling frame.
2. Select the stratification variable(s) and the number of strata, \(H\).
3. Divide the entire population into \(H\) strata. Based on the classification variable, each element of the population is assigned to one of the \(H\) strata.
4. In each stratum, number the elements from 1 to \(N_h\) (the population size of stratum \(h\)).
5. Determine the sample size of each stratum, \(n_h\), based on proportionate or disproportionate stratified sampling, where
   \[ \sum_{h=1}^{H} n_h = n \]
6. In each stratum, select a simple random sample of size \(n_h\).

### Cluster sampling

We describe the procedure for selecting a simple two-stage sample, because this represents the most commonly used general case:

1. Assign a number from 1 to \(N\) to each element in the population.
2. Divide the population into \(C\) clusters, of which \(c\) will be included in the sample.
3. Calculate the sampling interval \(i\), where \(i = N/c\). If \(i\) is a fraction, round to the nearest whole number.
4. Select a random number, \(r\), between 1 and \(i\), as explained in simple random sampling.
5. Identify elements with the following numbers: \(r, r + i, r + 2i, r + 3i, \ldots, r + (c-1)i\).
6. Select the clusters that contain the identified elements.
7. Select sampling units within each selected cluster based on SRS or systematic sampling. The number of sampling units selected from each sample cluster is approximately the same and equal to \(n/c\).
8. If the population of the cluster exceeds the sampling interval \(i\), that cluster is selected with certainty. That cluster is removed from further consideration. Calculate the new proportion size, \(N^*\), the number of clusters to be selected, \(c^* = c - 1\) and the new sampling interval \(i^*\). Repeat this process until each of the remaining clusters has a population less than the relevant sampling interval. If \(b\) clusters have been selected with certainty, select the remaining \(c - b\) clusters according to steps 1 to 7. The fraction of units to be sampled from each cluster selected with certainty is the overall sampling fraction \(n/N\). Thus, for clusters selected with certainty, we would select \(n_s(n/N)(N_1 + N_2 + \ldots + N_b)\) units. The units selected from clusters selected under two-stage sampling will therefore be \(n^* = n - n_s\).
The ease with which samples can be accessed can vary between, and within, countries. Sampling through face-to-face contact can be complex in developing countries that have limited census data or no postcode system. This can demand more training, with senior interviewers versed in sampling design needed to ensure that the sample reflects the desired population. This is especially important in markets with strong population growth and changing classification of urban areas. In Vietnam, for example, people are quickly moving into urban areas as a result of new wealth-generating opportunities and birth rates remaining high. It should not be assumed that developing countries are simply behind the pace of change in marketing research simply because they have not progressed from ‘door-to-door, pen-and-paper’ interviewing to CATI or online research. While face-to-face interviewing remains important in these markets, it will not be the only method of data collection. Cambodia, for example, has limited fixed-line coverage for telecoms, but it has bypassed the development of fixed-line communications and moved straight to a mobile infrastructure. The situation is the same across Africa and many other developing countries and signifies a different evolution in the development of technology that can be used for data capture in research to that for developed countries.

Developing an appropriate sampling frame is a difficult task. In many countries, particularly developing countries, reliable information about the target population may not be available from secondary sources. Government data may be unavailable or highly biased. Population lists may not be available commercially. The time and money required to compile these lists may be prohibitive. The census data available (even for demographics at household level) in some countries have one or more of the following problems: limited availability of variables, outdated data, unreliable data, outdated or unavailable maps. Reliable and updated information from the National Economic Census is not necessarily available for business-to-business, agricultural or industrial studies. It is possible to find countries where the information at household level is quite reliable, updated and available online. Mexico, for example, was the first country in the Latin American region to provide this.

Given the lack of suitable sampling frames, the inaccessibility of certain participants, such as women in some cultures, and the dominance of face-to-face interviewing, probability sampling techniques are uncommon in international marketing research. New modes of data collection, namely email, online, SMS and mobile devices, have necessitated new sampling methods primarily through the use of access panels. With such approaches the validation of survey findings or provision of relevant weighting is not generally feasible, especially in international studies where there may be a lack of valid population data. In international research, the growth of online surveys has caused concern when used with online panels, where sampling is usually based upon non-probability methods. What constitutes an adequate sampling frame includes adequate coverage, known probabilities of selection and being up to date. Access panels with adequate sampling frames, adequate selection/recruitment procedures and adequate controls can provide verifiable research findings. However, the American Association for Public Opinion Research reported:

*The majority of studies comparing results from surveys using non-probability online panels with those using probability-based methods (most often RDD [Random-Digit Dialling] telephone) often report significantly different results on a wide array of behaviour and attitudes.*

One common element in almost all panels being evaluated is that the recruitment of the panel members is self-selecting, from either direct contact by potential panel members to a particular panel provider, or after seeing an invitation on certain web pages. Good-quality access panels can be specified and created but there are major challenges in achieving such standards across international markets. This can only be achieved by adequate investment in design, process, IT systems, skills and management control.
Cint (www.cint.com) is a Swedish software company that produces and sells online marketing research products. Cint developed Direct Sample as an open marketplace platform. This enables online research to be conducted by bringing together panel owners and sample buyers. Together they can buy and sell access to over 5 million members of research panels in more than 40 countries. The company has an extensive list of clients and partners spanning most of the large market research groups, media and web-based companies, branding and advertising agencies, plus medium and small research agencies and other organisations involved in marketing research. The panels accessed through Cint were built by several major brands, such as Habbo, Bounty and Metro, plus leading research agencies. These brands have strong relationships with their customers so the affinity levels and participant engagement were high. Cint performs quality checks for surveys (language, logic, adherence to the industry standards) for online questionnaires coming to the Cint Panel Exchange (Cint’s global marketplace for buyers and sellers of samples) from market research professionals, before allowing these surveys to be dispatched to the panels.

Information about the characteristics of a population may be obtained by carrying out either a sample or a census. Budget and time limits, large population size and small variance in the characteristic of interest favour the use of a sample. Sampling is also preferred when the cost of sampling error is low, the cost of non-sampling error is high, the nature of measurement is destructive and attention must be focused on individual cases. The opposite set of conditions favours the use of a census.

Sampling design begins by defining the target population in terms of elements, sampling units, extent and time. Then the sampling frame should be determined. A sampling frame is a representation of the elements of the target population. It consists of a list of directions for identifying the target population. At this stage, it is important to recognise any sampling frame errors that may exist. The next step involves selecting a sampling technique and determining the sample size. In addition to quantitative analysis, several qualitative considerations should be taken into account in determining the sample size. Execution of the sampling process requires detailed specifications for each step in the sampling process. Finally, the selected sample should be validated by comparing characteristics of the sample with known characteristics of the target population.

Sampling techniques may be classified as non-probability and probability techniques. Non-probability sampling techniques rely on the researcher’s judgement. Consequently, they do not permit an objective evaluation of the precision of the sample results, and the estimates obtained are not statistically projectable to the population. The commonly used non-probability sampling techniques include convenience sampling, judgemental sampling, quota sampling and snowball sampling.

In probability sampling techniques, sampling units are selected by chance. Each sampling unit has a non-zero chance of being selected, and the researcher can pre-specify every potential sample of a given size that could be drawn from the population, as well as the probability of selecting each sample. It is also possible to determine the
precision of the sample estimates and inferences and make projections to the target population. Probability sampling techniques include simple random sampling, systematic sampling, stratified sampling, cluster sampling, sequential sampling and double sampling. The choice between probability and non-probability sampling should be based on the nature of the research, degree of error tolerance, relative magnitude of sampling and non-sampling errors, variability in the population and statistical and operational considerations.

When conducting marketing research across multiple countries, it is desirable to achieve comparability in sample composition and representativeness, even though this may require the use of different sampling techniques in different countries. The growth of online research has seen a corresponding growth in the use of online panels. Such panels have offered many advantages to researchers wishing to access samples of sufficient size and structure from across the globe, quickly and relatively cheaply. Such panels create much debate about representativeness, the challenges of working primarily with non-probability samples and the actions required to create probability samples.

Questions

1. Under what conditions would a sample be preferable to a census? A census preferable to a sample?
2. Describe the sampling design process.
3. How should the target population be defined? How does this definition link with the definition of a marketing research problem?
4. What is a sampling unit? How is it different from the population element?
5. To what extent may the availability of sampling frames determine the definition of a population?
6. What qualitative factors should be considered in determining the sample size?
7. How do probability sampling techniques differ from non-probability sampling techniques? What factors should be considered in choosing between probability and non-probability sampling?
8. What is the least expensive and least time-consuming of all sampling techniques? What are the major limitations of this technique?
9. What is the major difference between judgemental and convenience sampling? Give examples of where each of these techniques may be successfully applied.
10. Describe snowball sampling. How may the technique be supported by qualitative research techniques?
11. What are the distinguishing features of simple random sampling?
12. Describe the procedure for selecting a systematic random sample.
13. Describe stratified sampling. What are the criteria for the selection of stratification variables?
14. What are the differences between proportionate and disproportionate stratified sampling?
15. Describe the cluster sampling procedure. What is the key distinction between cluster sampling and stratified sampling?
Exercises

1. Examine online databases and secondary data sources to determine all of the airlines operating in the EU. If a survey of airlines was conducted to determine their future plans to purchase/lease aircraft, would you take a sample or a census? Explain why.

2. Visit www.ralphlauren.com (or your local equivalent) and collect further secondary data and intelligence to obtain information on the segmentation strategy of Ralph Lauren. As the vice president of marketing for Ralph Lauren, what information would you like to support decisions around an idea to launch a new line of unisex shirts in Europe? Imagine that the company had launched these shirts and wanted to determine initial consumer reactions. If non-probability sampling were used, which sampling technique would you recommend and why?

3. The Alumni Office of your university would like to conduct a survey of on-campus students who are in their final year of study. The office wishes to determine attitudes to joining alumni associations as students progress through further study and their careers. As a consultant you must develop a quota sample. What quota variables would you use? Design a quota matrix. Base this matrix upon your chosen variables and the proportions of these variables within your university.

4. You work as the marketing research manager for ING in Amsterdam. Managers would like to know if the attitudes towards saving differ between ethnic groups. They wonder whether, given the varied population of the Netherlands, it is meaningful to segment the market according to ethnic background. A survey is planned. You have been asked to design a sampling plan for this task. Present your plan to a group of students representing the board of ING.

5. In a small group, discuss the following issues: ‘Given that many governments use sampling to check the accuracy of various censuses and that non-response rates to censuses are growing, national decennial censuses should be abolished in favour of the use of existing databases and sample surveys’ and ‘Because non-sampling errors are greater in magnitude than sampling errors, it really does not matter which sampling method is used.’

Notes


26. When the sampling interval, \( i \), is not a whole number, the easiest solution is to use as the interval the nearest whole number below or above \( i \). If rounding has too great an effect on the sample size, add or delete the extra cases.


40. Davison, L. and Thornton, R., ‘DIY – new life or the death of research? It’s like giving the keys to a Ferrari to a child who has just learned to drive’, ESOMAR Congress Odyssey, Athens (September 2010).
Sampling: determining sample size

Making a sample too big wastes resources, making it too small diminishes the value of findings – a dilemma resolved only with the effective use of sampling theory.
Objectives

After reading this chapter, you should be able to:

1. define the key concepts and symbols relating to sampling;
2. understand the concepts of the sampling distribution, statistical inference and standard error;
3. discuss the statistical approach to determining sample size based on simple random sampling and the construction of confidence intervals;
4. derive the formulae to determine statistically the sample size for estimating means and proportions;
5. discuss the importance of non-response issues in sampling;
6. appreciate approaches for improving response rates and adjusting for non-response.

Overview

This chapter focuses on the question of how we determine the appropriate sample size when undertaking simple random sampling. We define various concepts and symbols and discuss the properties of the sampling distribution. Additionally, we describe statistical approaches to sample size determination based on confidence intervals. We present the formulae for calculating the sample size with these approaches and illustrate their use. We briefly discuss the extension to determining sample size in other probability sampling designs. The sample size determined statistically is the final or net sample size; that is, it represents the completed number of interviews or observations. To obtain this final sample size, however, a much larger number of potential participants have to be initially contacted. We describe the adjustments that need to be made to the statistically determined sample size to account for incidence and completion rates and calculate the initial sample size. We also cover the non-response issues in sampling, with a focus on improving response rates and adjusting for non-response.

Statistical determination of sample size requires knowledge of the normal distribution, which is bell shaped and symmetrical. If you are unfamiliar with the concept of the normal distribution, a detailed description is provided in the appendix at the end of this chapter. Its mean, median and mode are identical. The first example illustrates the statistical aspects of sampling. The second example illustrates how an online survey was administered in terms of the sample selected, response rate and validation. The example says that the survey method was ‘random’. Given the sampling frame was an online panel, would you consider this to be a probability sample?

Real research

Has there been a shift in opinion?

The sample size used in opinion polls commissioned and published by most national newspapers is influenced by statistical considerations. The allowance for sampling error may be limited to around three percentage points.

The table that follows can be used to determine the allowances that should be made for sampling error. These intervals indicate the range (plus or minus the figure shown) within which the results of repeated samplings in the same time period could be expected to vary, 95% of the time, assuming that the sample procedure, survey execution and questionnaire used were the same.
Marketing Research

Recommended allowance for sampling error of a percentage

<table>
<thead>
<tr>
<th>Percentage near 10</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage near 20</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 30</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 40</td>
<td>5</td>
</tr>
<tr>
<td>Percentage near 50</td>
<td>5</td>
</tr>
<tr>
<td>Percentage near 60</td>
<td>5</td>
</tr>
<tr>
<td>Percentage near 70</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 80</td>
<td>4</td>
</tr>
<tr>
<td>Percentage near 90</td>
<td>3</td>
</tr>
</tbody>
</table>

The table should be used as follows. If a reported percentage is 43 (e.g. 43% of French chief executives believe their company will have to lay off workers in the next 12 months), look at the row labelled ‘percentages near 40’. The number in this row is 5, so the 43% obtained in the sample is subject to a sampling error of 5 percentage points. Another way of saying this is that, very probably (95 times out of 100) the average of repeated samplings would be somewhere between 38% and 48%. The reader can be 95% confident that in the total population of French chief executives, between 38% and 48% believe their company will have to lay off workers in the next 12 months, with the most likely figure being 43%.

The fortunes of political parties measured through opinion polls are regularly reported in newspapers throughout Europe. The next time that you read a report of a political opinion poll, examine the sample size used, the confidence level assumed and the stated margin of error. When comparing the results of a poll with a previous poll, consider whether a particular political party or politician has really grown or slumped in popularity. If there is a news item that the popularity of Party X has grown or the approval of President Y has diminished, is there really anything to report? Can the reported change be accounted for within the set margin of error, as summarised in this example?

Real research

Are product placements ethical?¹

In a US study, a sample of 3,340 consumers was surveyed to measure attitudes towards ethical standards of product placement in films, support for regulation of this practice and the level of acceptability for various types of products to be placed. The study was based upon an online survey administered via an access panel. Potential participants were randomly selected from the panel, with a total of 18,640 active panel members receiving a survey invitation via email. Among them, 2,859 panel members completed the survey. Two weeks later, a reminder email was sent to the remaining 15,781 members and a total of 3,722 completed the survey. The final sample size \( n = 3,340 \) reflected a reduction in the initial number of participants eliminated due to incomplete surveys, and represented a response rate of almost 20%. This was in line with reviews of online panel response rates (typically in the 16–25% range).² Among the 3,340 participants, 64.6% were female and 34.3% were male. Approximately 28% of the participants were aged 26–35, followed by those aged 36–45 (27.0%) and 46–55 (23.1%).
In order to check the validity and representativeness of the sample, researchers compared their profile with the US national population, US cinema-going audiences, TV-viewing audiences and videotape/DVD film renters.

**Definitions and symbols**

Confidence intervals and other statistical concepts that play a central role in sample size determination are defined in the following list:

- **Parameter.** A parameter is a summary description of a fixed characteristic or measure of the target population. A parameter denotes the true value that would be obtained if a census rather than a sample were undertaken.

- **Statistic.** A statistic is a summary description of a characteristic or measure of the sample. The sample statistic is used as an estimate of the population parameter.

- **Finite population correction.** The finite population correction (fpc) is a correction for overestimation of the variance of a population parameter – for example, a mean or proportion – when the sample size is 10% or more of the population size.

- **Precision level.** When estimating a population parameter by using a sample statistic, the precision level is the desired size of the estimating interval. This is the maximum permissible difference between the sample statistic and the population parameter.

- **Confidence interval.** The confidence interval is the range into which the true population parameter will fall, assuming a given level of confidence.

- **Confidence level.** The confidence level is the probability that a confidence interval will include the population parameter.

The symbols used in statistical notation for describing population and sample characteristics are summarised in Table 15.1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Population</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>( \mu )</td>
<td>( \bar{x} )</td>
</tr>
<tr>
<td>Proportion</td>
<td>( \pi )</td>
<td>( p )</td>
</tr>
<tr>
<td>Variance</td>
<td>( \sigma^2 )</td>
<td>( s^2 )</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>( \sigma )</td>
<td>( s )</td>
</tr>
<tr>
<td>Size</td>
<td>( N )</td>
<td>( n )</td>
</tr>
<tr>
<td>Standard error of the mean</td>
<td>( \sigma_{\bar{x}} )</td>
<td>( s_{\bar{x}} )</td>
</tr>
<tr>
<td>Standard error of the proportion</td>
<td>( \sigma_p )</td>
<td>( s_p )</td>
</tr>
<tr>
<td>Standardised variate (z)</td>
<td>( \frac{X - \mu}{\sigma} )</td>
<td>( \frac{X - \bar{x}}{s} )</td>
</tr>
<tr>
<td>Coefficient of variation (C)</td>
<td>( \frac{\sigma}{\mu} )</td>
<td>( \frac{s}{\bar{x}} )</td>
</tr>
</tbody>
</table>
The sampling distribution is the distribution of the values of a sample statistic computed for each possible sample that could be drawn from the target population under a specified sampling plan. Suppose that a simple random sample of 5 sponsors is to be drawn from a population of 20 sponsors of the Paris Fashion Week. There are \( (20 \times 19 \times 18 \times 17 \times 16)/(1 \times 2 \times 3 \times 4 \times 5) \) or 15,504 different samples of size 5 that can be drawn. The relative frequency distribution of the values of these 15,504 different samples would specify the sampling distribution of the mean.

An important task in marketing research is to calculate statistics, such as the sample mean and sample proportion, and use them to estimate the corresponding true population values. This process of generalising the sample results to a target population is referred to as statistical inference. In practice, a single sample of predetermined size is selected, and the sample statistics (such as mean and proportion) are computed. Theoretically, to estimate the population parameter from the sample statistic, every possible sample that could have been drawn should be examined. If all possible samples were actually to be drawn, the distribution of the statistic would be the sampling distribution. Although in practice only one sample is actually drawn, the concept of a sampling distribution is still relevant. It enables us to use probability theory to make inferences about the population values.

The important properties of the sampling distribution of the mean, and the corresponding properties for the proportion, for large samples (30 or more) are as follows:

1. The sampling distribution of the mean is a normal distribution. Strictly speaking, the sampling distribution of a proportion is a binomial. For large samples \((n = 30 \text{ or more})\), however, it can be approximated by the normal distribution.

2. The mean of the sampling distribution of the mean
\[
X = \frac{1}{n} \sum_{i=1}^{n} X_i
\]
or the proportion \(p = X/n\) \((X = \text{the count of the characteristic of interest})\) equals the corresponding population parameter value, \(\mu\) or \(\pi\), respectively.

3. The standard deviation is called the standard error of the mean or proportion to indicate that it refers to a sampling distribution of the mean or the proportion and not to a sample or a population. The formulae are:
\[
\sigma_X = \frac{\sigma}{\sqrt{n}} \quad \text{Mean} \\
\sigma_p = \sqrt{\frac{\pi(1 - \pi)}{n}} \quad \text{Proportion}
\]

4. Often the population standard deviation, \(\sigma\), is not known. In these cases, it can be estimated from the sample by using the following formula:
\[
s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (X_i - X)^2}
\]
or
\[
s = \sqrt{\frac{n \sum X_i^2 - (\sum X_i)^2}{n-1}}
\]
In cases where \( \sigma \) is estimated by \( s \), the standard error of the mean becomes:

\[
est. s = \frac{s}{\sqrt{n}}
\]

Assuming no measurement error, the reliability of an estimate of a population parameter can be assessed in terms of its standard error.

Likewise, the standard error of the proportion can be estimated by using the sample proportion \( p \) as an estimator of the population proportion, \( \pi \), as:

\[
est. s_p = \sqrt{\frac{p(1-p)}{n}}
\]

The area under the sampling distribution between any two points can be calculated in terms of \( z \) values. The \( z \) value for a point is the number of standard errors a point is away from the mean. The \( z \) values may be computed as follows:

\[
z = \frac{\bar{X} - \pi}{\sigma_{\bar{X}}} \quad \text{and} \quad z = \frac{p - \pi}{\sigma_p}
\]

For example, the areas under one side of the curve between the mean and points that have \( z \) values of 1.0, 2.0 and 3.0 are, respectively, 0.3413, 0.4772 and 0.4986.

When the sample size is 10% or more of the population size, the standard error formulae will overestimate the standard deviation of the population mean or proportion. Hence, these should be adjusted by a finite population correction factor, defined by:

\[
\sqrt{\frac{N-n}{N-1}}
\]

In this case,

\[
\sigma_{\bar{X}} = \frac{\sigma}{\sqrt{n}} \sqrt{\frac{N-n}{N-1}} \quad \text{and} \quad \sigma_p = \sqrt{\frac{\pi(1-\pi)}{n}} \sqrt{\frac{N-n}{N-1}}
\]

Statistical approaches to determining sample size

Several qualitative factors should also be taken into consideration when determining the sample size (see Chapter 14). These include the importance of the decision, the nature of the research, the number of variables, the nature of the analysis, sample sizes used in similar studies, incidence rates (the occurrence of behaviour or characteristics in a population), completion rates and resource constraints. The statistically determined sample size is the net or final sample size: the sample remaining after eliminating potential participants who do not qualify or who do not complete the interview. Depending on incidence and completion rates, the size of the initial sample may have to be much larger. In commercial marketing research, limits on time, money and expert resources can exert an overriding influence on sample size determination.

The statistical approach to determining sample size that we consider is based on traditional statistical inference. In this approach the precision level is specified in advance. This approach is based on the construction of confidence levels around sample means or proportions.
The confidence interval approach to sample size determination is based on the construction of confidence intervals around the sample means or proportions using the standard error formula. As an example, suppose that a researcher has taken a simple random sample of 300 households to estimate the monthly amount invested in savings schemes and found that the mean household monthly investment for the sample is €182. Past studies indicate that the population standard deviation \( \sigma \) can be assumed to be €55.

We want to find an interval within which a fixed proportion of the sample means would fall. Suppose that we want to determine an interval around the population mean that will include 95% of the sample means, based on samples of 300 households. The 95% could be divided into two equal parts, half below and half above the mean, as shown in Figure 15.1.

Calculation of the confidence interval involves determining a distance below \((\bar{X}_L)\) and above \((\bar{X}_U)\) the population mean \(\mu\), which contains a specified area of the normal curve.

The \( z \) values corresponding to \((\bar{X}_L)\) and \((\bar{X}_U)\) may be calculated as:

\[
\begin{align*}
\bar{X}_L &= \mu - z\sigma_{\bar{X}} \\
\bar{X}_U &= \mu + z\sigma_{\bar{X}}
\end{align*}
\]

where \( z_L = -z \) and \( z_U = +z \). Therefore, the lower value of \( \bar{X} \) is:

\[
\bar{X}_L = \mu - z\sigma_{\bar{X}}
\]

and the upper value of \( \bar{X} \) is:

\[
\bar{X}_U = \mu + z\sigma_{\bar{X}}
\]

Note that \( \mu \) is estimated by \( \bar{X} \). The confidence interval is given by:

\[
\bar{X} \pm z\sigma_{\bar{X}}
\]

We can now set a 95% confidence interval around the sample mean of €182. As a first step, we compute the standard error of the mean:

\[
\sigma_{\bar{X}} = \frac{\sigma}{\sqrt{n}} = \frac{55}{\sqrt{300}} = 3.18
\]
The central 95% of the normal distribution lies within $\pm 1.96 z$ values. The 95% confidence interval is given by:

$$\bar{X} \pm 1.96\sigma_x = 182.00 \pm 1.96(3.1)$$

$$= 182.00 \pm 6.23$$

Thus, the 95% confidence interval ranges from €175.77 to €188.23. The probability of finding the true population mean to be within €175.77 and €188.23 is 95%.

**Sample size determination: means**

The approach used here to construct a confidence interval can be adapted to determine the sample size that will result in a desired confidence interval. Suppose that the researcher wants to estimate the monthly household savings investment more precisely so that the estimate will be within ±5.00 of the true population value. What should be the size of the sample? The following steps, summarised in Table 15.2, will lead to an answer:

1. *Specify the level of precision*. This is the maximum permissible difference ($D$) between the sample mean and the population mean. In our example, $D = \pm 5.00$.
2. *Specify the level of confidence*. Suppose that a 95% confidence level is desired.
3. *Determine the $z$ value associated with the confidence level*. For a 95% confidence level, the probability that the population mean will fall outside one end of the interval is 0.025 ($0.05/2$). The associated $z$ value is 1.96.

### Table 15.2 Summary of sample size determination for means and proportions

<table>
<thead>
<tr>
<th>Steps</th>
<th>Means</th>
<th>Proportions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specify the level of precision</td>
<td>$D = \pm 5.00$</td>
<td>$D = p - \pi = \pm 0.05$</td>
</tr>
<tr>
<td>Specify the confidence level (CL)</td>
<td>CL = 95%</td>
<td>CL = 95%</td>
</tr>
<tr>
<td>Determine the $z$ value associated with the CL</td>
<td>$z$ value is 1.96</td>
<td>$z$ value is 1.96</td>
</tr>
<tr>
<td>Determine the standard deviation of the population</td>
<td>Estimate $\sigma$. $\sigma = 55$</td>
<td>Estimate $\pi.\pi = 0.64$</td>
</tr>
<tr>
<td>Determine the sample size using the formula for the standard error</td>
<td>$n = \frac{\sigma^2 z^2}{D^2}$</td>
<td>$n = \frac{\pi(1-\pi)z^2}{D^2}$</td>
</tr>
<tr>
<td></td>
<td>$\frac{55^2(1.96)^2}{5^2}$</td>
<td>$\frac{0.64(1-0.64)(1.96)^2}{(0.05)^2}$</td>
</tr>
<tr>
<td>If the sample size represents ≥10% of the population, apply the finite factor population correction (fpc)</td>
<td>$n^* = \frac{nN}{N+n-1}$</td>
<td>$n^* = \frac{nN}{N+n-1}$</td>
</tr>
<tr>
<td>If necessary, re-estimate the confidence interval by employing s to estimate $\sigma$</td>
<td>$\bar{X} \pm zs\bar{X}$</td>
<td>$p \pm zs_p$</td>
</tr>
<tr>
<td>If precision is specified in relative rather than absolute terms, determine the sample size by substituting for $D$</td>
<td>$D = R\mu$</td>
<td>$D = R\pi$</td>
</tr>
<tr>
<td></td>
<td>$n = \frac{C^2 z^2}{R^2}$</td>
<td>$n = \frac{z^2(1-\pi)}{R^2\pi}$</td>
</tr>
</tbody>
</table>
4 Determine the standard deviation of the population. This may be known from secondary sources. If not, it might be estimated by conducting a pilot study. Alternatively, it might be estimated on the basis of the researcher’s judgement. For example, the range of a normally distributed variable is approximately equal to ±3 standard deviations, and one can thus estimate the standard deviation by dividing the range by 6. The researcher can often estimate the range based on knowledge of the phenomenon.

5 Determine the sample size using the formula for the standard error of the mean:

\[ z = \frac{X - \mu}{\sigma_x} \]

or

\[ \sigma_x = \frac{D}{z} \]

or

\[ \frac{\sigma}{\sqrt{n}} = \frac{D}{z} \]

or

\[ n = \frac{\sigma^2 z^2}{D^2} \]

In our example:

\[ n = \frac{55^2 (1.96)^2}{5^2} \]

\[ = 464.83 \]

\[ = 465 \text{ (rounded to the next highest integer)} \]

It can be seen from the formula for sample size that sample size increases with an increase in the population variability, the degree of confidence and the precision level required of the estimate. Because the sample size is directly proportional to \(\sigma^2\), the larger the population variability, the larger the sample size. Likewise, a higher degree of confidence implies a larger value of \(z\), and thus a larger sample size. Both \(\sigma^2\) and \(z\) appear in the numerator. Greater precision means a smaller value of \(D\), and thus a larger sample size because \(D\) appears in the denominator.

6 If the resulting sample size represents 10% or more of the population, the finite population correction (fpc) should be applied. The required sample size should then be calculated from the formula:

\[ n_c = \frac{nN}{(N + n - 1)} \]

where \(n = \text{sample size without fpc}\)
\(n_c = \text{sample size with fpc}\).

7 If the population standard deviation, \(\sigma^2\), is unknown and an estimate is used, it should be re-estimated once the sample has been drawn. The sample standard deviation, \(s\), is used as an estimate of \(\sigma\). A revised confidence interval should then be calculated to determine the precision level actually obtained.

Suppose that the value of 55.00 used for \(\sigma\) was an estimate because the true value was unknown. A sample of \(n = 465\) is drawn, and these observations generate a mean
X̄ of 180.00 and a sample standard deviation s of 50.00. The revised confidence interval is then:

\[
X̄ ± ZS_X = 180 ± 1.96(50.0/\sqrt{465}) = 180 ± 4.55
\]

or

\[175.45 \leq μ \leq 184.55\]

Note that the confidence interval obtained is narrower than planned, because the population standard deviation was overestimated, as judged by the sample standard deviation.

8 In some cases, precision is specified in relative rather than absolute terms. In other words, it may be specified that the estimate be within plus or minus R percentage points of the mean. Symbolically:

\[D = Rμ\]

In these cases, the sample size may be determined by:

\[n = \frac{C^2 \sigma^2}{R^2}\]

where the coefficient of variation \(C = \frac{σ}{μ}\) would have to be estimated.

The population size, \(N\), does not directly affect the size of the sample, except when the fpc factor has to be applied. Although this may be counter-intuitive, upon reflection it makes sense. For example, if all the population elements are identical on the characteristics of interest, then a sample size of one will be sufficient to estimate the mean perfectly. This is true whether there are 50, 500, 5,000 or 50,000 elements in the population. What directly affects the sample size is the variability of the characteristic in the population. This variability enters into the sample size calculation by way of population variance \(σ^2\) or sample variance \(s^2\). Also, note that the larger the sample size, the more accurate the parameter estimation (sample mean), i.e. the smaller the precision level (error) for a given level of confidence. This can be seen from the formula in step 5. A larger sample will also result in a narrower confidence level. This can be seen from the formula for the confidence interval in step 7.

**Sample size determination: proportions**

If the statistic of interest is a proportion rather than a mean, the approach to sample size determination is similar. Suppose that the researcher is interested in estimating the proportion of households in a particular region that have bought fashion apparel online. The following steps, also summarised in Table 15.2, should be followed:\textsuperscript{7}

1. **Specify the level of precision.** Suppose that the desired precision is such that the allowable interval is set as \(D = p − π = ±0.05\).

2. **Specify the level of confidence.** Suppose that a 95% confidence level is desired.

3. **Determine the z value associated with the confidence level.** As explained in the case of estimating the mean, this will be \(z = 1.96\).

4. **Estimate the population proportion \(π\).** As explained earlier, the population proportion may be estimated from secondary sources, or from a pilot study, or may be based on the
judgement of the researcher. Suppose that, based on secondary data, the researcher estimates that 64% of the households in the target population have bought fashion apparel online. Hence, \( \pi = 0.64 \).

5. **Determine the sample size using the formula for the standard error of the proportion:**

\[
\sigma_p = \frac{p - \pi}{\sqrt{z}} = \frac{D}{z} = \sqrt{\frac{\pi(1-\pi)}{n}}
\]

or

\[
n = \frac{\pi(1-\pi)z^2}{D^2}
\]

In our example:

\[
n = \frac{0.64(1-0.64)(1.96)^2}{(0.05)^2} = 354.04 = 355 \text{ (rounded to the next highest integer)}
\]

6. If the resulting sample size represents 10% or more of the population, the fpc should be applied. The required sample size should then be calculated from the formula:

\[
n_c = \frac{nN}{N+n-1}
\]

where \( n \) = sample size without fpc
\( n_c \) = sample size with fpc

7. **If the estimate of \( \pi \) turns out to be poor, the confidence interval will be more or less precise than desired.** Suppose that after the sample has been taken, the proportion \( p \) is calculated to have a value of 0.55. The confidence interval is then re-estimated by employing \( s_p \) to estimate the unknown \( \sigma_p \) as:

\[
p \pm z s_p
\]

where

\[
s_p = \sqrt{\frac{p(1-p)}{n}}
\]

In our example:

\[
s_p = \sqrt{\frac{0.55(1-0.55)}{355}} = 0.0264
\]

The confidence interval, then, is:

\[
0.55 \pm 1.96(0.0264) = 0.55 \pm 0.052
\]

which is wider than that specified. This could be attributed to the fact that the sample standard deviation based on \( p = 0.55 \) was larger than the estimate of the population standard deviation based on \( \pi = 0.64 \).
If a wider interval than specified is unacceptable, the sample size can be determined to reflect the maximum possible variation in the population. This occurs when the product \( \pi(1 - \pi) \) is the greatest, which happens when \( \pi \) is set at 0.5. This result can also be seen intuitively. Since half of the population has one value of the characteristic and the other half the other value, more evidence would be required to obtain a valid inference than if the situation was more clear cut and the majority had one particular value. In our example, this leads to a sample size of:

\[
\begin{align*}
    n &= \frac{0.5(0.5)(1.96)^2}{(0.05)^2} \\
    &= 384.16 \\
    &= 385 \text{ (rounded to the next higher integer)}
\end{align*}
\]

8 Sometimes, precision is specified in relative rather than absolute terms. In other words, it may be specified that the estimate be within plus or minus \( R \) percentage points of the population proportion. Symbolically:

\[ D = R\pi \]

In such a case, the sample size may be determined by:

\[
    n = \frac{Z^2(1 - \pi)}{R^2\pi}
\]

**Real research**

**The impact of organic labelling**

The German firm Huober Brezeln (www.huoberbrezel.de) is a traditional Swabian business with a long history, including the introduction of the 'Dauerbrezel' (a long-lasting dry pretzel). In a study, Huober wished to test the assumption that an organic seal of approval was needed to associate 'sustainability' into a brand image; 175 participants were interviewed in a face-to-face survey. In the sample 33.1% were male, 66.9% were female. These quotas were agreed upon with Huober, since the majority of snack buyers were women. Of all participants, 66.3% came from the areas of Bavaria, Baden-Württemberg and Hesse. The northern area was represented by 23.4%, the eastern area by 10.3%. This roughly equated with the German sales area of Huober, which was mainly focused on southern Germany. In evaluating the survey findings, Huober wished to determine what the maximum margin of error was in this study using a 95% confidence interval. Understanding at this confidence level would enable Huober to determine that if all German consumers were to participate in a similar survey, the responses would change by no more than \( \pm X\% \). To confirm a maximum margin of error with a sample size of 175, calculations for sample size determination by proportions were made as follows. The calculation uses the maximum population variation (\( \pi = 0.5 \)). To estimate the unknown \( \pm X\% \) or \( \sigma_p \), the calculation makes the estimate employing \( s_p^2 \):

\[
    s_p = \sqrt{\frac{\pi(1-\pi)}{n}}
\]

\[
    = 0.074
\]

Therefore, the confidence interval is 0.5 ± 0.074, i.e. a rather large margin of ± 7.4%. If Huober were concerned by this maximum error of margin, it could form estimates for individual questions, such as those that addressed the effects of an organic seal of approval on a brand.
There are a number of websites and apps that offer free use of sample size and confidence interval calculators, for example Survey System (www.surveysystem.com/sscalc.htm) or MaCorr Research Solutions (www.macorr.com/sample-size-calculator.htm). You can use these calculators to determine how many participants you need to interview in order to get results that reflect the target population as precisely as needed. By incorporating the cost of each sampling unit, the sample size can be adjusted based upon budget considerations.

### Multiple characteristics and parameters

In the preceding examples, we focused on the estimation of a single parameter. In most marketing research projects, several characteristics are of interest. The researcher is required to estimate several parameters and not just one. The calculation of sample size in these cases should be based on a consideration of all the parameters to be estimated.

For example, suppose that in addition to the mean household spend at a supermarket, it was decided to estimate the mean household spend on clothes and on gifts. The sample sizes needed to estimate each of the three mean monthly expenses are given in Table 15.3 and are 465 for supermarket shopping, 246 for clothes and 217 for gifts. If all three variables were equally important, the most conservative approach would be to select the largest value of \( n = 465 \) to determine the sample size. This will lead to each variable being estimated at least as precisely as specified. If the researcher was most concerned with the mean household monthly expense on clothes, however, a sample size of \( n = 246 \) could be selected.

### Table 15.3 Sample size for estimating multiple parameters

<table>
<thead>
<tr>
<th>Variable monthly household spend on:</th>
<th>Supermarket</th>
<th>Clothes</th>
<th>Gifts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence level</td>
<td>95%</td>
<td>95%</td>
<td>95%</td>
</tr>
<tr>
<td>( z ) value</td>
<td>1.96</td>
<td>1.96</td>
<td>1.96</td>
</tr>
<tr>
<td>Precision level ((D))</td>
<td>€5</td>
<td>€5</td>
<td>€4</td>
</tr>
<tr>
<td>Standard deviation of the population ((σ))</td>
<td>€55</td>
<td>€40</td>
<td>€30</td>
</tr>
<tr>
<td>Required sample size ((n))</td>
<td>465</td>
<td>246</td>
<td>217</td>
</tr>
</tbody>
</table>

### Other probability sampling techniques

So far, the discussion of sample size determination has been based on the methods of traditional statistical inference and has assumed simple random sampling. Next, we discuss the determination of sample size when other sampling techniques are used. The determination of sample size for other probability sampling techniques is based on the same underlying principles. The researcher must specify the level of precision and the degree of confidence and estimate the sampling distribution of the test statistic. In simple random sampling, cost does not enter directly into the calculation of sample size. In the case of stratified or cluster sampling however, cost has an important influence. The cost per observation varies by strata or cluster, and the researcher needs some initial estimates of these costs. In addition, the researcher must take into account within-strata
variability or within- and between-cluster variability. Once the overall sample size is determined, the sample is apportioned among strata or clusters. This increases the complexity of the sample size formulae. The interested reader is referred to standard works on sampling theory for more information. In general, to provide the same reliability as simple random sampling, sample sizes are the same for systematic sampling, smaller for stratified sampling and larger for cluster sampling.

**Adjusting the statistically determined sample size**

Sample size determined statistically represents the final sample size that must be achieved to ensure that the parameters are estimated with the desired degree of precision and set level of confidence. In surveys, this represents the number of completed interviews or questionnaires. To achieve this final sample size, a much greater number of potential participants have to be contacted. In other words, the initial sample size has to be much larger because typically the incidence rates and completion rates are less than 100%.

**Incidence rate** refers to the rate of occurrence or the percentage of persons eligible to participate in the study. Incidence rate determines how many contacts need to be screened for a given sample size requirement. For example, suppose that a study of pet ownership targets a sample of households. Of the households that might be approached to see if they qualify, approximately 75% own a pet. This means that, on average, 1.33 households would be approached to obtain one qualified participant. Additional criteria for qualifying participants (e.g. product usage behaviour) will further increase the number of contacts. Suppose that an added eligibility requirement is that the household should have bought a toy for their pet during the last two months. It is estimated that 60% of the households contacted would meet this criterion. Then the incidence rate is 0.75 × 0.6 = 0.45. Thus the final sample size will have to be increased by a factor of (1/0.45) or 2.22.

Similarly, the determination of sample size must take into account anticipated refusals by people who qualify. The **completion rate** denotes the percentage of qualified participants who complete the interview. If, for example, the researcher expects an interview completion rate of 80% of eligible participants, the number of contacts should be increased by a factor of 1.25. The incidence rate and the completion rate together imply that the number of potential participants contacted, i.e. the initial sample size, should be 2.22 × 1.25, or 2.78 times the sample size required. In general, if there are $c$ qualifying factors with an incidence of $Q_1 \times Q_2 \times Q_3 \ldots \times Q_c$, each expressed as a proportion, the following are true:

$$\text{Incidence rate} = Q_1 \times Q_2 \times Q_3 \times \ldots \times Q_c$$

$$\text{Initial sample size} = \frac{\text{final sample size}}{\text{incidence rate} \times \text{completion rate}}$$

The number of units that will have to be sampled will be determined by the initial sample size. These calculations assume that an attempt to contact a participant will result in a determination as to whether the participant is eligible. However, this may not be the case. An attempt to contact the participant may be inconclusive as the participant may refuse to answer, not be at home, be busy, or for many other reasons. Such instances will further increase the initial sample size. These instances are considered later when we calculate the response rate. Often, a number of variables are used for qualifying potential participants, thereby decreasing the incidence rate. Completion rates are affected by non-response issues. These issues deserve particular attention and are detailed in the next section. Some of the challenges of qualifying potential participants through incidence and completion are illustrated in the following example.
The German Federal Ministry of Food, Agriculture and Consumer Protection funded a study of suppliers and customers of cosmetic surgery, examining market supply, the quality of surgery results and any needs for consumer-oriented political action. The low prevalence of cosmetic surgery made it clear that a multiple-mode approach was needed to engage sufficient qualified participants. As the intention of the study was to analyse not only demand but supply as well, the size of the market was estimated by a survey of all physicians and institutions offering cosmetic surgery. For that purpose, a sampling frame of all suppliers was built. Following that, a questionnaire was sent to 1,712 physicians and institutions covering the number, type, costs and risks of operations, as well as age and gender of their patients. Due to mistrust of the physicians, who expected negative consequences by the tax authorities, the response rate was lower than usual (8.8%). In examining demand issues, customer data were collected by a survey of 620 patients from all over Germany who had undergone cosmetic surgery between 2004 and 2006. The mix of data collection modes included face-to-face as well as telephone, online and postal surveys. The majority were completed using the online mode, which used a screening process with a covering question to define the target population. Postal questionnaires were used for patients of cosmetics who declared their willingness to participate in the study. Consumers of cosmetic surgery for the face-to-face interviews were identified randomly and participants were recruited for telephone interviews through approaches to chat rooms of patients.

**Calculation of response rates**

Response rate can be defined as:  
\[
\text{Response rate} = \frac{\text{number of completed interviews}}{\text{number of eligible units in sample}}
\]

To illustrate how the formula is used, consider the following simple example involving a single-stage online survey with individuals where no screening is involved. The sample consists of 2,000 email addresses, generated from an access panel. Three attempts are made to reach each participant. The results are summarised as follows:

<table>
<thead>
<tr>
<th>Call #</th>
<th>Attempts</th>
<th>Participants who complete survey</th>
<th>Cumulative</th>
<th>Response rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,000</td>
<td>1,200</td>
<td>1,200</td>
<td>60%</td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td>400</td>
<td>1,600</td>
<td>80%</td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>100</td>
<td>1,700</td>
<td>85%</td>
</tr>
</tbody>
</table>
In this example, the number of eligible units is 2,000 and the response rate after three emails is 85%. Now consider the case of a single-stage sample where screening is required to determine the eligibility of participants, i.e. to ascertain whether the participant is qualified for the survey. The attempt to screen each participant will result in one of three outcomes: (1) eligible, (2) ineligible, (3) not ascertained (NA). The NA category will include refusals or participants not able to access their email accounts. In this case we determine the number of eligible participants in the NAs by distributing NAs in the ratio of (1) to (1 + 2). Suppose that we sent out 2,000 emails that resulted in the following outcomes:

- Number of completed surveys = 800
- Number of eligible participants = 900
- Number of ineligible participants = 600
- Not ascertained (NA) = 500

The first step is to determine the number of eligible units in the NAs. This can be calculated as:

\[500 \times \frac{900}{900 + 600} = 300\]

Thus the total number of eligible units in the sample is 900 + 300 = 1,200. And the response rate is 800/1,200 = 66.7%.

Although we illustrate the calculation of response rates for online surveys, the calculations for other survey methods are similar. Response rates are affected by non-response, which is a major issue for marketing researchers.\(^{16}\)

### Non-response issues in sampling

The two major non-response issues in sampling are improving response rates and adjusting for non-response. Non-response error arises when some of the potential participants included in the sample do not respond (see Chapter 3). This is one of the most significant problems in survey research. Non-participants may differ from participants in terms of demographic, psychographic, personality, attitudinal, motivational and behavioural variables.\(^{17}\) (Evaluating these differences was detailed in Chapter 14 in the process of sample validation.) For a given study, if the non-participants differ from the participants on the characteristics of interest, the sample estimates can be seriously biased. Higher response rates, in general, imply lower rates of non-response bias, yet response rate may not be an adequate indicator of non-response bias. Response rates themselves do not indicate whether the participants are representative of the original sample.\(^{18}\) Increasing the response rate may not reduce non-response bias if the additional participants are no different from those who have already responded but do differ from those who still do not respond. As low response rates increase the probability of non-response bias, an attempt should be made to improve the response rate.\(^{19}\) This is not an issue that should be considered after a survey approach has been decided and a questionnaire designed. Factors that improve response rates are integral to survey and questionnaire design. The researchers should build up an awareness of what motivates their target participants to participate in a research study (as detailed in Chapter 13). The researchers should ask themselves what their target participants get in return for spending time and effort answering set questions in a full and honest manner. The following subsection details the techniques involved in improving response rates and adjusting for non-response. There is no definitive formula or theory that explains why the non-response occurs, or what to do about it. There have been many practitioner and academic studies about non-response in individual survey modes, in cross-comparisons between modes and in specific contexts, e.g. particular countries, participant types and the nature of topic. We continue with ideas to improve non-response, based upon this body of studies. The following two examples illustrate academic and practitioner views of non-response in specific contexts.
Comparing mobile with fixed phones for surveys

A number of studies have looked at the differences between responses from mobile and fixed-lined phones. One study\textsuperscript{20} targeted at Portuguese adults (aged 15 years and over), focused on internet usage, attitudes towards the internet, cultural practices and demographics. Two surveys were conducted by the same survey company in order to overcome problems that might confuse the assessment of survey results if multiple sources of data collection were used. There were no conclusive results regarding the performance of mobile phone surveys as opposed to fixed phone surveys in terms of response rates. However, there were several features of mobile phones that could induce lower overall response rates. First, a mobile phone was seen as a personal device and many users may consider receiving a call from strangers on their mobile phone an invasion of their privacy. The reaction may be a refusal or even a hang-up-without-answering as soon as they see an unfamiliar number on the phone screen. Second, the participant may be more or less willing to cooperate depending on the tariff that has been contracted for the mobile phone. Charging for receiving calls may discourage the acceptance of some calls, namely those from unknown sources. Mobile phones have the advantage of making the person accessible at any time of the day because it is a personal device carried at all times.

A second study\textsuperscript{21} by Peter Lynn and Olena Kaminska from the University of Essex compared the impact of mobile phones on measurement errors in surveys compared to fixed-line phones. Only small differences in survey measures between the mobile phone interviews and the fixed phone interviews were found, but these differences indicate that data quality may be higher with mobile phone interviews. The paper suggests that an explanation is that survey respondents have greater control over whether other people are within earshot and whether others can listen in from another line. When on a fixed line, other people may be able to hear the responses, meaning that respondents may censor their responses to avoid socially undesirable answers.

‘No time’ main reason for refusal\textsuperscript{22}

Research from Nielsen Media Research (www.nielsenmedia.com) showed that there were four basic ‘causes’ for non-cooperation. These were ‘no time or interest’, ‘privacy and confidentiality concerns’, ‘not enjoying the survey experience’ and ‘not believing one’s opinions are important’. It is known that mentioning the survey’s topic could significantly affect response rates, as explained by Paul Larraka Vixe President of Nielsen Media Research (www.nielsenmedia.com):

> Response rates for surveys on topics that are of higher interest to participants can be up to 40% higher. Health issue surveys, for instance, usually get high response rates. But is it acceptable to mention the topic in the introduction to a survey? One professor at the Ohio State University Survey Center insisted that we not mention the survey topic because of the risk of non-response due to only people being interested in the survey being willing to be interviewed. Balancing effective measures to improve response rates and concerns about non-response errors will always be a very difficult trade-off.
Improving the response rates

The primary causes of low response rates are refusals and not-at-homes, as shown in Figure 15.2.

1. Refusals. Refusals, which result from the unwillingness or inability of people included in the sample to participate, result in lower response rates and increased potential for non-response bias. Given the potential differences between participants and non-participants, researchers should attempt to lower refusal rates. This can be done by prior notification, incentives, good questionnaire design and administration, follow-up and other facilitators:

- **Prior notification.** In prior notification, potential participants are sent an email, a letter or are telephoned notifying them of the imminent online, postal, telephone or face-to-face survey. Prior notification increases response rates, as the participant’s attention is drawn to the purpose of a study and the potential benefits, without the apparent ‘chore’ of the questionnaire. With the potential participant’s attention focused upon the

**Real research**

**Only incentives increase response rates?**

In a study organised by a New Zealand marketing research agency that conducted omnibus surveys using CATI, a measure of the effectiveness of ‘introductions’ upon response rates was made. Four introduction elements were tested: an incentive (prize draw for a weekend holiday); an assurance that the survey was not a sales pitch; an assurance of confidentiality; and a short versus longer description of the survey topic. Overall, only the prize draw incentive significantly increased the response rate. In combination, the best result and the only one to achieve a significantly higher response rate was the use of the incentive coupled with a ‘no-sales’ assurance. The use of the incentive did not appear to encourage people to lie about their eligibility as participants.
purpose and benefits, the chances increase for a greater reception when approached actually to complete a survey. A key element of notifying potential participants lies in how surveys are introduced, as illustrated in the following example.

- **Incentives.** Response rates can be increased by offering monetary as well as non-monetary incentives to potential participants. Monetary incentives can be prepaid or promised. The prepaid incentive is included with the survey or questionnaire. The promised incentive is sent only to those participants who complete the survey. The most commonly used non-monetary incentives are premiums and rewards, such as pens, pencils, books and offers of survey results. Prepaid incentives have been shown to increase response rates to a greater extent than promised incentives. The amount of incentive can vary, from trivial amounts to tens of euros. The amount of incentive has a positive relationship with response rate, but the cost of large monetary incentives may outweigh the value and quality of additional information obtained.

- **Questionnaire design and administration.** A well-designed questionnaire can decrease the overall refusal rate as well as refusals to specific questions (see Chapter 13). If the questionnaire and experience of answering the questions are interesting for the participants, using words, logic and visual appeal that are meaningful to them, the response rate can improve. Likewise, the skill used to administer the questionnaire in telephone and face-to-face interviews can increase the response rate. Trained interviewers are skilled in refusal conversion or persuasion. They do not accept a ‘no’ response without an additional plea. The additional plea might emphasise the brevity of the questionnaire or importance of the participant’s opinion. (Interviewing procedures are discussed in more detail in Chapter 16.)

- **Follow-up.** Follow-up, or contacting the non-participants periodically after the initial contact, is particularly effective in decreasing refusals in online, SMS and postal surveys. The researcher might send a reminder to non-participants to complete and return the questionnaire. Two or three mailings may be needed in addition to the original one. With proper follow-up, the response rate in postal surveys can be increased to 80% or more. Follow-ups can be done by postcard, letter, telephone, email or face-to-face contacts.

- **Other facilitators.** Personalisation, or sending letters addressed to specific individuals, is effective in increasing response rates, especially when practised in conjunction with prior notification. The only downside of such an approach is actually obtaining the names and contact details of those to whom a questionnaire should be sent. The following example illustrates elements of the approach to increasing response rates at the German research company GfK. The example is set in the context of the company changing from a postal-based panel to an online panel.

---

**Real research**

**GfK’s online panel**

The Web Portal is the ‘web presence’ of an online panel. This is where the panel members go to interact with a research agency and thus is a hugely important aspect of online research. The portal is used to build a relationship with the panel members and achieve the high panel retention that is necessary for the quality of continuous research. When communicating with the panel members it is important to retain the personal ‘feel’. The GfK website is compared by their panel members with every site they visit, not just those of other research companies. Therefore, the Web Portal had to offer a comparable experience to that offered by, for example, banks and retailers, in terms of functionality and user experience. The system must also be extremely reliable, as any problems will have a direct effect on response rates and panel retention. Response levels have been...
Not-at-homes. The second major cause of low response rates is not-at-homes. This factor has contributed to the growth of online and mobile surveys. Where telephone and home face-to-face interviews are planned, low response rates can result if the potential participants are not at home when contact is attempted. A study analysing 182 commercial telephone surveys involving a total sample of over 1 million consumers revealed that a large percentage of potential participants were never contacted. The median non-contact rate was 40%. In nearly 40% of the surveys, only a single attempt was made to contact potential participants. The results of 259,088 first-call attempts using a sophisticated random-digit dialling system show that less than 10% of the calls resulted in completed interviews, and 14.3% of those contacted refused to participate.29

The likelihood that potential participants will not be at home varies with several factors. People with small children are more likely to be at home. Consumers are more likely to be at home at weekends than on weekdays, and in the evening as opposed to during the afternoon. Pre-notification and appointments increase the likelihood that the participant will be at home when contact is attempted.

The percentage of not-at-homes can be substantially reduced by employing a series of call-backs, or periodic follow-up attempts, to contact non-participants. The decision about the number of call-backs should weigh the benefits of reducing non-response bias against the additional costs. As call-backs are completed, the call-back participants should be compared with those who have already responded, to determine the usefulness of making further call-backs. In most consumer surveys, three or four call-backs may be desirable. Although the first call yields the most responses, the second and third calls have a higher response per call. It is important that call-backs be made and controlled according to a prescribed plan.30
Adjusting for non-response

Low response rates increase the probability that non-response bias will be substantial. Response rates should always be reported and, whenever possible, the effects of non-response should be estimated. This can be done by linking the non-response rate to estimated differences between participants and non-participants. Information on differences between the two groups may be obtained from the sample itself. For example, differences found through callbacks could be extrapolated, or a concentrated follow-up could be conducted on a subsample of the non-participants. Alternatively, it may be possible to estimate these differences from other sources. To illustrate, in a survey of owners of vacuum cleaners, demographic and other information may be obtained for participants and non-participants from their guarantee cards. For a postal panel, a wide variety of information is available for both groups from syndicate organisations. If the sample is supposed to be representative of the general population, then comparisons can be made with census figures. Even if it is not feasible to estimate the effects of non-response, some adjustments can still be made during data analysis and interpretation.

The strategies available to adjust for non-response error include subsampling of non-participants, replacement, substitution, subjective estimates, trend analysis, simple weighting and imputation.

1 Subsampling of non-participants. Subsampling of non-participants, particularly in the case of postal surveys, can be effective in adjusting for non-response bias. In this technique, the researcher contacts a subsample of the non-participants, usually by means of telephone, face-to-face interviews or by email. This often results in a high response rate within that subsample. The values obtained for the subsample are then projected to all the non-participants, and the survey results are adjusted to account for non-response. This method can estimate the effect of non-response on the characteristic of interest.

2 Replacement. In replacement, the non-participants in the current survey are replaced with non-participants from an earlier, similar survey. The researcher attempts to contact these non-participants from the earlier survey and administer the current survey questionnaire to them, possibly by offering a suitable incentive. It is important that the nature of non-response in the current survey be similar to that of the earlier survey. The two surveys should use similar kinds of participants, and the time interval between them should be short. The non-participants in the present survey may be replaced by the non-participants in the original survey.

3 Substitution. In substitution, the researcher substitutes for non-participants other elements from the sampling frame who are expected to respond. The sampling frame is divided into subgroups that are internally homogeneous in terms of participant characteristics but heterogeneous in terms of response rates. These subgroups are then used to identify substitutes who are similar to particular non-participants but dissimilar to participants already in the sample. Note that this approach would not reduce non-response bias if the substitutes were similar to participants already in the sample.

4 Subjective estimates. When it is no longer feasible to increase the response rate by subsampling, replacement or substitution, it may be possible to arrive at subjective estimates of the nature and effect of non-response bias. This involves evaluating the likely effects of non-response based on experience and available information. For example, married adults, with young children are more likely to be at home than single or divorced adults or than married adults with no children. This information provides a basis for evaluating the effects of non-response due to not-at-homes in face-to-face or telephone surveys.

5 Trend analysis. Trend analysis is an attempt to discern a trend between early and late participants. This trend is projected to non-participants to estimate where they stand on
the characteristic of interest. For example, Table 15.4 presents the results of several waves of a postal survey. The characteristic of interest is money spent on shopping in supermarkets during the last two months. The known value of the characteristic for the total sample is given at the bottom of the table. The value for each successive wave of participants becomes closer to the value for non-participants. For example, those responding to the second mailing spent 79% of the amount spent by those who responded to the first mailing. Those responding to the third mailing spent 85% of the amount spent by those who responded to the first mailing. Continuing this trend, one might estimate that those who did not respond spent 91% \(85 + (85 - 79)\) of the amount spent by those who responded to the third mailing. This results in an estimate of €252 \(277 \times 0.91\) spent by non-participants and an estimate of €288 \[(0.12 \times 412) + (0.18 \times 325) + (0.13 \times 277) + (0.57 \times 252)\] for the average amount spent in shopping at supermarkets during the last two months for the overall sample. Suppose we knew from consumer panel records that the actual amount spent by non-participants was €230 rather than €252, and that the actual sample average was €275 rather than the €288 estimated by trend analysis. Although the trend estimates are wrong, the error is smaller than the error that would have resulted from ignoring the non-participants. Had the non-participants been ignored, the average amount spent would have been estimated at €335 \[(0.12 \times 412) + (0.18 \times 325) + (0.13 \times 277)\]/\((0.12 + 0.18 + 0.13)\) for the sample.

### Table 15.4 Use of trend analysis in adjusting for non-response

<table>
<thead>
<tr>
<th>Percentage response</th>
<th>Average euro expenditure</th>
<th>Percentage of previous wave’s response</th>
</tr>
</thead>
<tbody>
<tr>
<td>First mailing</td>
<td>12</td>
<td>412</td>
</tr>
<tr>
<td>Second mailing</td>
<td>18</td>
<td>325</td>
</tr>
<tr>
<td>Third mailing</td>
<td>13</td>
<td>277</td>
</tr>
<tr>
<td>Non-response</td>
<td>(57)</td>
<td>(230)</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>275</td>
</tr>
</tbody>
</table>

6 **Weighting.** Weighting attempts to account for non-response by assigning differential weights to the data depending on the response rates. For example, in a survey on personal computers, the sample was stratified according to income. The response rates were 85%, 70% and 40% respectively, for the high-, medium- and low-income groups. In analysing the data, these subgroups are assigned weights inversely proportional to their response rates. That is, the weights assigned would be 100/85, 100/70 and 100/40 respectively, for the high-, medium- and low-income groups. Although weighting can correct for the differential effects of non-response, it destroys the self-weighting nature of the sampling design and can introduce complications. (Weighting is further discussed in Chapter 19 on data integrity.)

7 **Imputation.** Imputation involves imputing, or assigning, the characteristic of interest to the non-participants based on the similarity of the variables available for both non-participants and participants. For example, a participant who does not report brand usage may be imputed based on the usage of a participant with similar demographic characteristics. Often there is a high correlation between the characteristic of interest and some other variables. In such cases, this correlation can be used to predict the value of the characteristic for the non-participants (see Chapter 14).
A recurring theme in marketing research has been the long-term decline in response rates. This is not a recent phenomenon, or a result of the growth in social media or mobile devices, but has been happening for decades. The question is, what can we do about it? In response to the question, Peter Mouncey, a leading authority on market research and Editor in Chief of the *International Journal of Market Research*, believes that the real problem is that researchers have forgotten that participation depends on engagement:36

The real issue is that response, or participation, rates are still falling. In my view we should be talking about participation or engagement, not simply response rates. We seem decreasingly able to persuade people to engage with us. And most commercial research is not based on random probability methods, or even quota samples, but convenience or self-selected samples. Overall, it appears that people are less comfortable with sharing their attitudes, opinion and behaviours with us, whatever the purpose of the research. Is it because of a lack of trust, or are there other reasons – we don’t really know. For example, the rise of social media provides new ways for people to express their views. Maybe people feel these have a more direct impact than participating in a survey. They don’t have to hope a researcher will call when they have a bad customer experience – and they know that companies are listening to all that noise on social media.

The statistical approaches to determining sample size are based on confidence intervals. These approaches may involve the estimation of the mean or proportion. When estimating the mean, determination of sample size using the confidence interval approach requires the specification of precision level, confidence level and population standard deviation. In the case of proportion, the precision level, confidence level and an estimate of the population proportion must be specified. The sample size determined statistically represents the final or net sample size that must be achieved. To achieve this final sample size, a much greater number of potential participants have to be contacted to account for a reduction in response due to incidence rates and completion rates.

Non-response error arises when some of the potential participants included in the sample do not respond. The primary causes of low response rates are refusals and not-at-homes. Refusal rates may be reduced by prior notification, incentives, excellent questionnaire design and administration and follow-up. The percentage of not-at-homes can be substantially reduced by call-backs. Adjustments for non-response can be made by subsampling non-participants, replacement, substitution, subjective estimates, trend analysis, simple weighting and imputation.

**Questions**

1. Define:
   a. the sampling distribution
   b. finite population correction
   c. confidence intervals.
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2 What is the standard error of the mean?
3 What is the procedure for constructing a confidence interval around a mean?
4 Describe the difference between absolute precision and relative precision when estimating a population mean.
5 How do the degree of confidence and the degree of precision differ?
6 Describe the procedure for determining the sample size necessary to estimate a population mean, given the degree of precision and confidence and a known population variance. After the sample is selected, how is the confidence interval generated?
7 Describe the procedure for determining the sample size necessary to estimate a population mean, given the degree of precision and confidence but where the population variance is unknown. After the sample is selected, how is the confidence interval generated?
8 How is the sample size affected when the absolute precision with which a population mean is estimated is doubled?
9 How is the sample size affected when the degree of confidence with which a population mean is estimated increases from 95% to 99%?
10 Define what is meant by absolute precision and relative precision when estimating a population proportion.
11 Describe the procedure for determining the sample size necessary to estimate a population proportion given the degree of precision and confidence. After the sample is selected, how is the confidence interval generated?
12 How can the researcher ensure that the generated confidence interval will be no larger than the desired interval when estimating a population proportion?
13 When several parameters are being estimated, what is the procedure for determining the sample size?
14 Define incidence rate and completion rate. How do these rates affect the determination of the final sample size?
15 What strategies are available for adjusting for non-response?

Exercises

1 Using a spreadsheet (e.g. Excel), program the formulae for determining the sample size under the various approaches described in this chapter.
2 Using the website of a national newspaper in your country, search for reports of three recent major surveys. Write a report on the sample sizes used and the extent to which details of precision, confidence levels and any other factors affecting the sample were reported. Note any reporting that sensationalises statistical changes over time that are within the margin of error tolerances.
3 Examine online databases and secondary data sources to determine the average monthly household spend on broadband services in your country. Assuming a confidence level of €10, and a standard deviation of €100, what should be the sample size to determine the average monthly household expenditure on broadband services?
You work as the marketing research manager for a chain of themed restaurants. A new menu has been developed based upon organic and fairtrade produce. Before the new menu is introduced, management are concerned about how existing and potential customers will react. How would you approach the sample size calculations for this task? Present your plan to a group of students representing the board of the chain.

In a small group, discuss the following issues: ‘Statistical considerations are more important than administrative considerations in determining sample size’ and ‘The real determinant of sample size is what managers feel confident with; it has little to do with statistical confidence.’

Appendix: The normal distribution

In this appendix, we provide a brief overview of the normal distribution and the use of the normal distribution table. The normal distribution is used in calculating the sample size, and it serves as the basis for classical statistical inference. Many continuous phenomena follow the normal distribution, or can be approximated by it. The normal distribution can, likewise, be used to approximate many discrete probability distributions.

The normal distribution has some important theoretical properties. It is bell shaped and symmetrical in appearance. Its measures of central tendency (mean, median and mode) are all identical. Its associated random variable has an infinite range (–∞ < x < +∞).

The normal distribution is defined by the population mean μ and population standard deviation σ. Since an infinite number of combinations of μ and σ exist, an infinite number of normal distributions exist and an infinite number of tables would be required. By standardising the data, however, we need only one table. Any normal random variable X can be converted to a standardised normal random variable z by the formula:

\[ z = \frac{X - \mu}{\sigma} \]

Note that the random variable z is always normally distributed with a mean of 0 and a standard deviation of 1. The normal probability tables are generally used for two purposes: (1) finding probabilities corresponding to known values of X or z; and (2) finding values of X or z corresponding to known probabilities. Each of these uses is discussed.

Finding probabilities corresponding to known values

Suppose that Figure 15.A1 represents the distribution of the number of engineering contracts received per year by an engineering firm. Because the data span the entire history of the firm, Figure 15.A1 represents the population. Therefore, the probabilities or proportion of area under the curve must add up to 1.0. The marketing director wishes to determine the probability that the number of contracts received next year will be between 50 and 55.

This probability is 0.3413. As shown in Figure 15.A1, the probability is 0.3413 that the number of contracts received by the firm next year will be between 50 and 55. It can also be concluded that the probability is 0.6826 (2 × 0.3413) that the number of contracts received next year will be between 45 and 55.
This result could be generalised to show that for any normal distribution the probability is 0.6826 that a randomly selected item will fall within ±1 standard deviations above or below the mean. Also, it can be verified from Table 2 that there is a 0.9544 probability that any randomly selected, normally distributed observation will fall within ±2 standard deviations above or below the mean, and a 0.9973 probability that the observation will fall within ±3 standard deviations above or below the mean.

Finding values corresponding to known probabilities

Suppose that the marketing director wishes to determine how many contracts must come in so that this number represents 5% of the contracts expected for the year. If 5% of the contracts have come in, 95% of the contracts have yet to come. As shown in Figure 15.A2, this 95% can be broken down into two parts: contracts above the mean (i.e. 50%) and contracts between the mean and the desired $z$ value (i.e. 45%). The desired $z$ value can be determined from Table 2, since the area under the normal curve from the standardised mean, 0, to this $z$ must be 0.4500. From Table 2, we search for the area or probability 0.4500. The closest value is 0.4495 or 0.4505. For 0.4495, we see that the $z$ value corresponding to the particular...
Finding values corresponding to known probabilities: confidence interval

\[
\begin{align*}
\text{Area is 0.4750} & \quad \text{Area is 0.4750} \\
\text{Area is 0.0250} & \quad \text{Area is 0.0250} \\
\end{align*}
\]

\[z = -1.96 \quad 0 \quad z = 1.96 \quad \text{Z Scale}\]

\[\text{z row (1.6) and z column (0.04) is 1.64. The z value, however, must be recorded as negative (i.e. } z = -1.64), \text{ since it is below the standardised mean of 0. Similarly, the z value corresponding to the area of 0.4505 is -1.65. Since 0.4500 is midway between 0.4495 and 0.4505, the appropriate z value could be midway between the two z values and estimated as -1.645. The corresponding } X \text{ value can then be calculated from the standardisation formula, as follows:}
\]

\[X = \mu + z\sigma\]
\[= 50 + (-1.645)5\]
\[= 41.775\]

Suppose that the marketing director wanted to determine the interval in which 95% of the contracts for the next year are expected to lie. As can be seen from Figure 15.A3, the corresponding z values are ±1.96. This corresponds to } X \text{ values of 50 ± (1.96)5, or 40.2 and 59.8. This range represents the 95% confidence interval.}

**Notes**


No matter how well the research process is designed, the individuals working in the field hold the key to quality data.
Objectives

After reading this chapter, you should be able to:

1. describe the survey fieldwork process and explain the selecting, training and supervising of fieldworkers, validating fieldwork and evaluating fieldworkers;
2. discuss the training of fieldworkers in making the initial contact, asking the questions, probing, recording the answers and concluding the interview;
3. discuss supervising fieldworkers in terms of quality control and editing, sampling control, control of cheating and central office control;
4. describe evaluating fieldworkers in areas of cost and time, response rates, quality of interviewing and the quality of data;
5. explain the issues related to fieldwork when conducting research across international markets;
6. appreciate how the growth in internet-based research is changing the nature of fieldwork.

Overview

Survey fieldwork is a vital process, helping to generate sound marketing research data. During this phase, fieldworkers make contact with potential participants, administer questionnaires or observation forms, record data and turn in completed forms for processing. A worker managing online research engagements, a face-to-face interviewer administering questionnaires door to door, an interviewer intercepting shoppers in the street, a telephone interviewer calling from a central location, a worker mailing questionnaires from an office, an observer counting customers in a particular section of a store, a mystery shopper experiencing the service of a retail outlet and others involved in data collection and supervision of the process are all fieldworkers.

The researcher faces two major problems when managing fieldwork operations. First of all, fieldwork should be carried out in a consistent manner so that regardless of who administers a questionnaire, the same process is adhered to. This is vital to allow comparisons between all completed questionnaires. Second, fieldworkers to some extent have to approach and motivate potential participants in a manner that sets the correct purpose for a study and motivates the participant to spend time answering the questions properly. This cannot be done in a ‘robotic’ manner; it requires good communication skills and an amount of empathy with participants, but could be interpreted as a means to bias responses. These two problems may be seen as conflicting, but, for the researcher, fieldwork management means resolving these conflicts for each individual data-gathering process. This makes survey fieldwork an essential task in the generation of sound research data.

This chapter describes the nature of survey fieldwork and the general survey fieldwork/data-collection process. This process involves selecting, training and supervising fieldworkers, validating fieldwork and evaluating fieldworkers. We briefly discuss survey fieldwork in the context of international marketing research and identify the relevant ethical issues. We conclude by discussing how digital developments in marketing research are enabling more efficient and effective fieldwork. To begin, we present two examples. The first example illustrates the role of fieldwork in the administration of an online panel. The second illustrates the challenges faced by fieldwork managers. There is much pressure on fieldwork managers to achieve high response rates, and this second example illustrates a study designed to understand how they feel about methods to gain compliance from participants.
The broadcaster Sky UK appointed the research company Ipsos MORI (www.ipsos-mori.com) to measure out-of-home viewing of the Sky Sports subscription sports service. The research objectives were to: (1) provide analysis of out-of-home viewing on a game-by-game basis; (2) provide out-of-home viewing figures for all major sporting events; (3) establish the demographic profile, reach and audience share for Sky Sports in an out-of-home environment; (4) determine the environment in which out-of-home viewing was taking place (e.g. local pub, other pub, clubs, at work, etc.); (5) provide a research design that did not rely so heavily on participant recall as the then-current two-weekly telephone survey; and (6) determine which were the most popular pub channels for out-of-home viewing. The research approach to fulfil these objectives included:

- **Universe.** Out-of-home sports viewers aged 18 years or over (15.5 million).
- **Method.** Online panel of viewers to sporting events on TV in out-of-home locations.
- **Sample size.** 7,000.
- **Recruitment.** Primarily online.
- **Panel interface.** Panellists logged on to their own home page with access to the message boards, latest survey, report summaries and the latest incentives.
- **Incentives.** Mixture of points, prize draws, charity donations and vouchers.
- **Fieldwork.** The panel was subdivided into four matched panels and each was surveyed weekly. The questionnaire content was agreed by Tuesday each week; fieldwork ran from Thursday to Wednesday and was reported on a Thursday.
- **Questionnaire.** Each week 8–10 fixtures were measured, along with ad hoc questions that included advertisement testing, pub-visiting habits, brand awareness and usage. Questionnaires were agreed weekly.
- **Reporting.** Weekly reporting included viewing of football fixtures only. Monthly reporting included viewing of all other sports, ad hoc questions and incorporate qualitative insights from the message boards. Quarterly reports summarised key trends and viewing patterns and were enhanced with qualitative insight from the message boards.

In order to engage with participants throughout the key fieldwork period (English football season August–May), a competition was held to predict the score of one match each week. In taking part in this competition participants were taken back to their home page and could complete their survey, if eligible to do so, contribute to the message boards and be reminded of their link to The Clubhouse.

Survey researchers use a variety of compliance appeals to boost response rates. Where they involve deliberate deception or misinformation they clearly violate marketing research ethics and codes of practice. Where researchers use what might be called ‘sharp practice’, in making exaggerated claims or in making participants uncomfortable if they do not comply, it is contrary to the broader aspirations of codes of practice. Such practices may be considered detrimental to building long-term cooperation with participants. In light of these issues, an Australian study sought answers to the following...
questions: (1) To what extent are these compliance techniques considered contrary to the commercial researchers’ Code of Professional Behaviour?; and (2) To what extent do marketing research companies actually use them in seeking to improve cooperation? In asking participants about their own ethical behaviour, it was recognised that a social desirability bias was possible. The method adopted aimed to identify not only reported behaviours, but also the reasons for them. The study focused on the field managers of telephone surveys in marketing research firms. They had the responsibility for managing interviewers and implementing survey designs. The study was conducted in two stages. The first involved eight in-depth interviews with participants from companies with extensive experience in telephone survey facilities in Australia. This stage was used to generate the items included in a survey. This survey formed the second stage of the study, targeted at Australian marketing research companies. The field managers disliked the use of most of the compliance principles. They were concerned about the ethics of misleading participants about the true duration of an interview. Concerns were also raised about the use of a social validation compliance principle, which involved interviewers mentioning to participants that the survey had met with ‘great enthusiasm and cooperation from others’. Managers saw the industry as trying to distance itself from telemarketing because the public’s confusion of the two activities worked against marketing research. A principle of ‘liking’ was commonly engaged in telephone research as interviewers were instructed to sound friendly, pleasant and courteous, but not to sound too familiar as a telemarketer may do. They believed that in the current climate of participants being concerned about privacy, appealing to ‘scarcity’ by making participants feel that they have been specially chosen might make them feel even more nervous and suspicious about how a research company acquired their details. The managers indicated that, when appropriate, they would be likely to emphasise a survey’s sponsorship by an authority such as a government department or a university to increase cooperation. It could also help to assure participants about confidentiality.

The nature of survey fieldwork

In the commercial world marketing research data are rarely collected by the persons who design the research. Researchers have two major options for collecting their data: they can manage this within their own organisations, or they can contract with a fieldwork agency. In either case, data collection involves the use of some kind of field force. The field force may operate either from an office (online, telephone and postal surveys) or in the field (face-to-face interviews at home or a workplace, street interview, CAPI and observation). The fieldworkers who collect data typically may have little formal marketing research or marketing training. Their training primarily focuses upon the essential tasks of selecting the correct participants, motivating them to take part in the research, eliciting the correct answers from them, accurately recording the answers and conveying those answers for analysis. An appreciation of why these tasks fit into the overall context of conducting marketing research is important, but it is not necessary for the survey fieldworker to be trained in the whole array of research skills.

The growth in online research has changed the nature and emphasis of fieldwork. Traditionally, marketing research used a ‘personal attention’ approach, in which every interviewer paid attention to nurturing and addressing each specific participant. Online research has shifted the service design from a personalised to a more ‘self-service’ approach. Analogous to transactions at self-service petrol stations, or company websites, or e-tickets for airlines,
the participant becomes a ‘partial interviewer’ – participating in the production of the service. Conducting online research eliminates the bias and the pressure that are usually introduced by the presence of the interviewer in the participant’s environment. The intentional or unintentional behaviour and appearance of the interviewer does not influence the participants and how they respond. As a corollary, the participants may provide more truthful answers than would be the case in the presence of another party. Many participants like online research because it puts them in control. For many other participants the ‘self-service’ form of engaging with researchers is treated with much scepticism. Many participants need to develop a sense of trust, and the benefits of participation need to be clearly promoted by human contact. For these participants, telephone or face-to-face interviews will be required, using traditional forms of fieldwork.

Survey fieldwork and the data-collection process

All survey fieldwork involves selecting, training and supervising persons who collect and manage data. The validation of fieldwork and the evaluation of fieldworkers are also parts of the process. Figure 16.1 represents a general framework for the survey fieldwork and data-collection process. Even though we describe a general process, it should be recognised that the nature of survey fieldwork can vary widely with the mode of data collection and that the relative emphasis on the different steps will be different for online, telephone, face-to-face and postal surveys.

Selecting survey fieldworkers

The first step in the survey fieldwork process is the selection of fieldworkers. The researcher should: (1) develop job specifications for the project, taking into account the mode of data collection; (2) decide what characteristics the fieldworkers should have; and (3) recruit appropriate individuals. Interviewers’ background characteristics, opinions, perceptions, expectations and attitudes can affect the responses they elicit.

For example, the social acceptability of a fieldworker to the participant may affect the quality of data obtained, especially in face-to-face interviewing. Researchers generally agree that the appearance and demeanour of the interviewer have a direct impact upon participants’ willingness to take part in an interview. This factor is illustrated in the following example.
Barclays Bank decided to establish a consistent framework across business divisions, which integrated strategic measures of brand health and advertising tracking. This was conducted in the context of a concern that the role of interviewers in the research process was being neglected, resulting in a detrimental effect on the quality of information collected. Barclays felt there was an opportunity to draw these elements together and so developed a survey that addressed both interviewer and participant issues while providing a sound basis of understanding from which the business could make strategic decisions. The result was the Barclays Brand Health Monitor (BHM). Each month the BHM interviewed 600 individuals with either a current account or a savings account, of which two-thirds were representative of the sample universe and the remainder were recruited to boost a survey of Barclays customers, the impact of which was weighted at analysis. Interviews were conducted at home. The extent to which the interview truly engaged participants was established, to some extent, by the degree to which they felt the interview covered their views on the subject. The majority (in excess of 80%) responded positively on this measure and there was a direct relationship between this and enjoyment. There was a fair understanding of marketing research and its role and this supported participants’ initial interest in taking part. In addition, the appearance and demeanour of the interviewer were also key influences on initial participation; interviewers must be friendly and approachable as well as appearing trustworthy, professional and polite in order to be allowed into participants’ homes.

Training survey fieldworkers is critical to the quality of data collected. Training may be conducted in person at a central location or, if the interviewers are geographically dispersed, online, by video-conferencing or even by mail. Training ensures that all interviewers administer the questionnaire in the same manner so that the data can be collected uniformly. Training should cover making the initial contact, asking the questions, probing, recording the answers and concluding the interview.

Making the initial contact

The initial contact can result in either cooperation or the loss of potential participants. It also sets the potential participant in a ‘frame of mind’ to answer subsequent questions. Thus, interviewers should be trained to make opening remarks that will convince potential participants that their participation is important. Interviewers should also motivate potential participants to reflect properly upon the questions posed to them and to answer honestly.

Asking the questions

Even a slight change in the wording, sequence or manner in which a question is asked can distort its meaning and bias the response. Training in asking questions can yield high dividends in eliminating potential sources of bias. Changing the phrasing or order of questions during the interview can make significant differences in the response obtained:

> While we could be faulted for not writing as perfect a questionnaire as we possibly could, still it must be asked in the exact way it is written. It’s a challenge for us to try to get the interviewers to be more conversational but, despite this, the field force absolutely must ask questions as they are written!
It was argued in Chapter 13 that questionnaire design is a craft. The researchers have to understand and step into the shoes of the participants they hope to elicit information from. Researchers impose their language and logic onto participants as they lead them through a questionnaire. If the interviewer is to behave as stated in the above quotation, researchers must appreciate what interviewers go through as they pose questions, probe and motivate participants. This is because asking questions is also a craft. The subtle smiles, body language, tone of voice all get the most out of the vast array of personalities, intellects and contexts in which the interviewer must work. The craft of interviewing develops with experience, allowing questions to be posed in a consistent manner.10

The following are guidelines for interviewers in becoming consistent in asking questions:11

1 Be thoroughly familiar with the purpose of the questionnaire.
2 Be thoroughly familiar with the structure of the questionnaire.
3 Ask the questions in the order in which they appear in the questionnaire.
4 Use the exact wording given in the questionnaire.
5 Read each question slowly.
6 Repeat questions that are not understood.
7 Ask every applicable question.
8 Follow instructions, working through any filter questions, and probe carefully.

Probing

Probing is intended to motivate participants to enlarge on, clarify or explain their answers. Probing also helps participants focus on the specific content of the interview and provide only relevant information. Probing should not introduce any bias. An example of the effect of interviewer bias comes from a survey in which one of the authors helped in data analysis (but not in the design of the questionnaire or in the management of the whole research process!). The survey related to bread- and cake-buying habits, with one particular question focusing upon ‘large cakes’ that participants had bought over the previous 12 months. In analysing the data, a percentage of participants had replied ‘Christmas cake’. When analysed further, all the participants who said ‘Christmas cake’ had been interviewed by the same interviewer. The conclusion from this analysis was that the interviewer in question had used their own probe in a manner that would have answered the question and, in the interviewer’s view, to make the interview process work. None of the other interviewers had used this probe, which meant there was an inconsistent approach in eliciting answers from participants. The paradox faced by the survey designers in this example was that the ‘rogue’ interviewer may have used a probe that elicited a true representation of large-cake purchasing – the other interviewers consistently failing to draw out a ‘true’ response.

To help in the process of probing, the following list details some commonly used techniques:12

1 Repeating the question. Repeating the question in the same words can be effective in eliciting a response.
2 Repeating the participant’s reply. Participants can be stimulated to provide further comments by repeating their replies verbatim. This can be done as the interviewer records the replies.
3 Using a pause or silent probe. A silent probe, or an expectant pause or look, can cue the participant to provide a more complete response. The silence should not become embarrassing, however.
4 **Boosting or reassuring the participant.** If the participant hesitates, the interviewer should reassure the participant with comments such as ‘There are no right or wrong answers. We are just trying to get your opinions’. If the participant needs an explanation of a word or phrase, the interviewer should not offer an interpretation, unless written instructions to do so have been provided. Rather, the responsibility for the interpretation should be returned to the participant. This can be done with a comment such as ‘Just whatever it means to you’.

5 **Eliciting clarification.** The participant’s motivation to cooperate with the interviewer and provide complete answers can be aroused with a question: ‘I don’t quite understand what you mean by that. Could you please tell me a little more?’.

6 **Using objective or neutral questions or comments.** Table 16.1 provides several examples of the common questions or comments used as probes. Corresponding abbreviations are also provided. The interviewer should record the abbreviations in parentheses next to the question asked.

The above list may seem to be simple, but there are hidden dangers. For example, probing ‘why’ participants behave in a particular manner or feel about a particular issue takes the interview into the realms of the qualitative interview. Compare the context of the street interview using a short, structured questionnaire with the context of the qualitative interview using a questioning approach structured to the participant and where a greater amount of rapport may be developed. The latter scenario is much more conducive to eliciting ‘why’ participants behave or feel as they do. The question ‘why’ is an example of a seemingly simple question that can create many problems of consistency in fieldwork. In the greater majority of circumstances, ‘why’ should be treated as a qualitative issue. The following example illustrates the challenges of probing. Trying to uncover how participants really feel about an issue may be beyond simple probing.

<table>
<thead>
<tr>
<th>Table 16.1</th>
<th>Commonly used probes and abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard interviewer’s probe</strong></td>
<td><strong>Abbreviation</strong></td>
</tr>
<tr>
<td>Any other reason?</td>
<td>(AO?)</td>
</tr>
<tr>
<td>Any others?</td>
<td>(Other?)</td>
</tr>
<tr>
<td>Anything else?</td>
<td>(AE? or Else?)</td>
</tr>
<tr>
<td>Could you tell me more about your thinking on that?</td>
<td>(Tell more)</td>
</tr>
<tr>
<td>How do you mean?</td>
<td>(How mean?)</td>
</tr>
<tr>
<td>Repeat question</td>
<td>(RQ)</td>
</tr>
<tr>
<td>What do you mean?</td>
<td>(What mean?)</td>
</tr>
<tr>
<td>Which would be closer to the way you feel?</td>
<td>(Which closer?)</td>
</tr>
<tr>
<td>Why do you feel this way?</td>
<td>(Why?)</td>
</tr>
<tr>
<td>Would you tell me what you have in mind?</td>
<td>(What in mind?)</td>
</tr>
</tbody>
</table>

**Real research**

**The emerging digital frontier: does probing help?**

TNS Global (www.tnsglobal.com) managed an ongoing conversation or community with young people in China for over six months. To set up and run an online community meant adapting and adopting conversational research techniques, moving away from some of the question formats TNS used in focus groups. Typically, in a focus group, the
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Conversation topics and flow are pre-set, with the moderator very much in charge. It was more challenging to manage the discussion in the same way online, where probing by the researcher may actually interrupt the atmosphere and create ‘distance’ between researcher and participants. TNS found it more insightful to give young people the space and time to talk about topics that they found engaging. Although they may have talked about completely irrelevant things from the desired topic, sometimes insightful information emerged unexpectedly. ‘Stories’ and ‘pictures’ were found to be more helpful than ‘what do you think . . . ’ or ‘in your opinion . . . ’ kind of questions. The participants would only engage when they liked the community and were willing to understand more about other participants in the community and to introduce more about themselves. There was no hurry to ‘probe’, as researchers always had the opportunity to re-ask a question from a different angle or in a different way. TNS found with this community that young people were much more spontaneous online than in offline conversation. They were also very likely to answer a question very abruptly if they were not in the mood to elaborate; from time to time it was found difficult to gain responses with ‘depth’, but highly possible on another day when the participants initiated a relevant topic and some very interesting discussion took place voluntarily.

Recording the answers

Although recording participant answers seems simple, several mistakes are common. All interviewers should use the same format and conventions to record the interviews and edit completed interviews. Although the rules for recording answers to structured questions vary with each specific questionnaire, the general rule is to check the box that reflects the participant’s answer. The general rule for recording answers to unstructured questions is to record the responses verbatim. The following guidelines help to record answers to unstructured questions:

1. Record responses during the interview.
2. Use the participant’s own words.
3. Do not summarise or paraphrase the participant’s answers.
4. Include everything that pertains to the question objectives.
5. Include all probes and comments.
6. Repeat the response as it is written down.

Concluding the interview

The interview should not be closed before all the information is obtained. Any spontaneous comments the participant offers after all the formal questions have been asked should also be recorded. The interviewer should answer the participant’s questions about the project. The participant should be left with a positive feeling about the interview. It is important to thank the participant and express appreciation.

Saying ‘thank you’ can take many forms. As well as genuinely thanking participants for their cooperation, it serves the purpose of educating participants about the nature and purpose of marketing research.
Summary of training issues

To encapsulate the process of interviewer training, the following list summarises the nature and scope of areas in which a marketing research interviewer should be trained:

1. The marketing research process: how a study is developed, implemented and reported.
2. The importance of the interviewer to this process; the need for honesty, objectivity, organisational skills and professionalism.
3. Confidentiality of the participant and the client.
4. Familiarity with marketing research terminology.
5. The importance of following the exact wording and recording responses verbatim.
6. The purpose and use of probing and clarifying techniques.
7. The reason for and use of classification and participant information questions.
8. A review of samples of instructions and questionnaires.
9. The importance of the participant’s positive feelings about survey research.

Conversely, researchers should be trained in the ‘experience’ of gathering data in the field with a practical knowledge of what works in terms of:

- motivating potential participants to take part in a survey;
- questions that will elicit the required data;
- probes that can be consistently applied; and
- an interview process that does not confuse or cause boredom in the participant.

The researcher needs to appreciate what the participant and the interviewer go through in the interview process. Without such an understanding, the questionnaires and interview procedures, which seem fine on paper, can lead to very poor-quality data. The following example illustrates the experiences of a ‘typical’ participant and researcher. While the feelings expressed cannot be generalised to all interview situations, the lesson from this is that the researcher should aim to understand how the target participants and interviewers feel about the process. These feelings must form an integral part of any research design that generates sound and accurate data.

Real research

How was it for you?

A participant and an interviewer describe what their interview experiences were like for them.

The participant

I felt sorry for the interviewer, she was going around all these houses and nobody was in, so I agreed to take part in the survey. The interview did not take that long, only about 10 to 15 minutes, slightly less time than the interviewer said it would. The interviewer was smartly dressed, professional and helpful. She prompted me but did not actually push me. The experience was enjoyable, it was fun, and not a bad way to spend 10 to 15 minutes, although I think that was long enough. I like taking part in a survey if the subject matter is relevant to your life and you feel that your views are being taken into account.
I think a lot of women prefer other females (or gay men) to interview them as there is an empathy there, and they might not feel they can be as honest or chatty with men. The age of the interviewer should relate to the subject matter. For example, if you are asking about children, then you should have an interviewer in a mother’s age group. I think it is important to actually be in the same position as someone being surveyed. In an interview, you should be honest, do not tell them what you think they want to hear, relax, be friendly and go with the flow. A lot depends on the participant as well as the interviewer. There has to be a bit of banter between the two of you.

The interviewer

I do not have a typical day. If I am doing quota sampling I will do around 10 interviews a day. If it is pre-selected, then I will do 3 to 4 in-depth interviews. But if it’s exit interviewing, I can do as many as 20 in a shift. There are pressures to the job sometimes. Getting your quota is like looking for a needle in a haystack. People are much more suspicious, and fewer will open the doors these days. I have interviewed through wrought-iron gates, letter boxes, front-room windows and with the chain on the door. For your own safety, you must be aware of where you are and what’s around you. Technology has not made my job easier, I feel that interviewing using pen and paper flows better.

My job could be made easier by keeping questionnaires short, and using proper screening questions. The essence is to keep it interesting. The worst thing in the world is when you have got a survey that repeats itself and is boring; huge lists are our worst enemy. All I ask of a participant is that they are honest, they do not have to be articulate or have strong opinions. There are two keys to successful interviewing, smile and be polite at all times (so that it is very hard for people to be rude to you) and be firm and in control of the interview.

Supervising survey fieldworkers

Supervising survey fieldworkers means making sure that they are following the procedures and techniques in which they were trained. Supervision involves quality control and editing, sampling control, control of cheating and central office control.

Quality control and editing

Quality control of fieldworkers requires checking to see whether the field procedures are being properly implemented. If any problems are detected, the supervisor should discuss them with the fieldworkers and, if necessary, provide additional training. To understand the interviewers’ problems related to a specific study, the supervisors should also do some interviewing. Supervisors should ensure that there are no technical problems in recording and transferring data through electronic means. If a survey is being conducted with hard copies of questionnaires, the supervisors should collect and check them daily. They should examine the questionnaires to make sure all appropriate questions have been completed, that unsatisfactory or incomplete answers have not been accepted. Supervisors should also keep a record of hours
worked and expenses. This will allow a determination of the cost per completed interview, whether the job is moving on schedule and whether any interviewers are having problems.

**Sampling control**

An important aspect of supervision is **sampling control**, which attempts to ensure that the interviewers are strictly following the sampling plan rather than selecting sampling units based on convenience or accessibility. Interviewers tend to avoid homes, workplaces and people (sampling units) that they perceive as difficult or undesirable. If the sampling unit is not at home, for example, interviewers may be tempted to substitute the next available unit rather than call back. Interviewers sometimes stretch the requirements of quota samples. For example, a 58-year-old person may be placed in the 46–55 category and interviewed to fulfil quota requirements. To control these problems, supervisors should keep daily records of the number of calls made, the number of not-at-homes, the number of refusals, the number of completed interviews for each interviewer and the total for all interviewers under their control.

**Validating survey fieldwork**

An interviewer may falsify part of an answer to make it acceptable, or may fake answers. The most blatant form of cheating occurs when the interviewer falsifies the entire questionnaire, merely filling in fake answers – either on their own or through the use of friends or family members. Cheating can be minimised through proper training, supervision and by rewarding interviewers properly. Most importantly, their work should be validated, which includes recording the names and contact details of participants. Supervisors usually call 10–25% of the participants to enquire whether the fieldworkers actually conducted the interviews. The supervisors ask about the length and quality of the interview, reaction to the interviewer and basic demographic data. The demographic information is cross-checked against the information reported by the interviewers on the questionnaires. The major drawback of this approach is that participants may not trust interviewers with a name and telephone number, perhaps believing that it is to be used to generate a sale.

**Central office control**

Supervisors provide quality and cost-control information to the central office so that a total progress report can be maintained. In addition to the controls initiated in the field, other controls may be added at the central office to identify potential problems. Central office control includes tabulation of quota variables, important demographic characteristics and answers to key variables.

**Evaluating survey fieldworkers**

It is important to evaluate survey fieldworkers to provide them with feedback on their performance as well as to identify the better fieldworkers and build a superior, high-quality field force. The evaluation criteria should be clearly communicated to the fieldworkers during their training. The evaluation of fieldworkers should be based on the criteria of cost and time, response rates, quality of interviewing and quality of data.

**Cost and time**

Interviewers can be compared in terms of the total cost (salary and expenses) per completed interview. If the costs differ by city size, comparisons should be made only among fieldworkers working in comparable cities. Fieldworkers should also be evaluated on how they
spend their time. Time should be broken down into categories such as actual interviewing, travel and administration.

**Response rates**

It is important to monitor response rates on a timely basis so that corrective action can be taken if these rates are too low. Supervisors can help interviewers with an inordinate number of refusals by listening to the introductions they use and providing immediate feedback. When all the interviews are over, different fieldworkers’ percentage of refusals can be compared to identify the more able interviewers and to help understand what has impacted upon non-response for particular types of participant. Interviewers can be a rich source of understanding why a particular survey works well or not.

**Quality of interviewing**

To evaluate interviewers on the quality of interviewing, the supervisor must directly observe the interviewing process. The supervisor can do this in person or the fieldworker can record the interview. The quality of interviewing should be evaluated in terms of: (1) the appropriateness of the introduction; (2) the precision with which the fieldworker asks questions; (3) the ability to probe in an unbiased manner; (4) the ability to ask sensitive questions; (5) interpersonal skills displayed during the interview; and (6) the manner in which the interview is terminated.

**Quality of data**

The completed questionnaires of each interviewer should be evaluated for the quality of data. Some indicators of quality data are that: (1) the recorded data are legible; (2) all instructions, including skip patterns, are followed; (3) the answers to unstructured questions are recorded verbatim; (4) the answers to unstructured questions are meaningful and complete enough to be coded; and (5) item non-response occurs infrequently.

---

**Fieldwork and online research**

**Digital applications in marketing research**

The majority of survey research is now conducted online and the fieldwork related to such approaches occurs in a virtual world. The skills and demands of fieldworkers where there may be no face-to-face, audio or visual contact are different from the more traditional telephone and face-to-face survey techniques. The underlying principles of fieldwork in terms of building a relationship with participants, eliciting data, managing and validating data, remain the same whatever mode of collection is adopted. What differs is the nature of fieldwork tasks. The following example illustrates the administration of a digital diary that contained survey elements. In evaluating this case, consider what fieldwork means and how quality fieldwork standards could be relevant for the target participants.

Note in this case how much work would be needed to build and maintain a good relationship with participants, and in this context what materials were designed and ‘fed’ to participants. This relationship was vital to draw out what participants felt about particular issues; managing this in a consistent manner was a key fieldwork task.

In fieldwork activities where face-to-face or telephone contact is made, online systems can play a valuable role in all the phases of survey fieldwork: selection, training, supervision, validation and evaluation of fieldworkers. As far as selection is concerned, interviewers can be located, interviewed and hired online. This process can be initiated, for example, by
posting job vacancy notices for interviewers on company websites, social networking sites, bulletin boards and at other suitable locations. While this would confine the search to only online-savvy interviewers, this may well be a qualification to look for in the current marketing research environment.

Similarly, multimedia capabilities offered by online engagements can be a good supplementary tool for training fieldworkers in all aspects of interviewing. Training in this manner can complement personal training programmes and add value to the process. Supervision is enhanced by facilitating communication between the supervisors and the interviewers via email and secured chat rooms. Central office control can be strengthened by posting progress reports and quality and cost-control information at a secured location on a website, so that they are easily available to all the relevant parties.

Validation of fieldwork, especially for face-to-face and telephone interviews, can be easily accomplished for those participants who have an email address or online access. These participants can be sent a short verification survey by email, or be asked to visit a website where the survey is posted. Finally, the evaluation criteria can be communicated online to fieldworkers during their training stage, and performance feedback can also be provided to them by using this medium.

The digital marketing agency Brass (www.brassagency.com) helped to develop a strategy for how the UK Government should communicate online with young people aged 14 to 19. The research project required panellists to keep a weekly diary of their lives in order to understand the challenges young people faced over a six-month period. Paper diary methods were not deemed suitable; cumbersome hard-copy documents were not easy to use or sufficiently private. The solution was to design a bespoke project website to facilitate the diary process. The site was an extranet, effectively a ‘walled garden’, accessed via a username and password. The panellists could log on and write their entries, which would then be visible only to the project team. This ensured privacy – an important consideration as the project team was keen to make them feel comfortable and to get them to open up and share the details of their lives with the team. Each entry was recorded so the large number of entries could be categorised and analysed with relative ease. The website also allowed the project team to communicate with the panellists, should they have any queries. To support participants, a 16-page booklet was created containing all the relevant project information such as the website’s URL, the contact details of their moderator, the dates they could expect their incentives once they had completed their blog entries, as well as the relevant Market Research Society information for reference. The aim was that the booklet would act as an aide-mémoire for the six-month fieldwork period. As the project progressed, the team needed to get feedback from participants on the hypotheses that the creative team had developed. The team felt it important to ensure that the hypotheses were clearly explained – concisely and in a replicable manner – ensuring each participant was given the same description in order to be consistent. Brass created an interactive media player (similar to Windows Media Player) for participants to interact with.
This took the form of a chaptered case study video. It was filmed from a central character’s perspective showing a young person’s decision-making process about what career to choose, set over a six-week summer holiday. Different hypotheses were included in the narrative as the person progressed, such as taking part in an online careers fair. As each hypothesis was shown, an ‘information point’ icon appeared on the player; participants could click this to find out more about any third-party site being described (e.g. Habbo Hotel) if they were not familiar with it. Presenting ideas in this way was more user-centric, allowing participants a degree of active involvement in the process. They could pause the narrative to ask questions, repeat sections to recap on the ideas, or look at an ‘information point’ if they were unsure about a third-party website being described.

Fieldwork across countries and cultures

The quality of local fieldwork agencies can vary a great deal across many countries and so it may be necessary to recruit and train local fieldworkers. The use of local fieldworkers is desirable, because they are familiar with the subtleties of language and culture. They can create an appropriate climate for the interview and sensitivity to the concerns of the participants. Even with these advantages, extensive training may be required, and close supervision, in order to ensure that the questions are presented as intended. As observed in many countries, local interviewers may help the participant with answers or select households or sampling units based on personal considerations rather than the sampling plan. This means that the validation of fieldwork is critical. Proper application of fieldwork procedures can greatly reduce these difficulties and result in consistent and useful findings. International marketing research studies add more complexity, regardless of how simple a survey may seem. Collecting data that is comparable between countries may be difficult, but it can be done using some conventional research techniques, with adaptations when needed and/or using mixed-mode approaches. Equivalent research procedures enable researchers to detect, analyse and better understand the world’s socio-cultural differences.

Real research

International fieldwork challenges in an Olympic Interest Survey

ResearchNow (www.researchnow.com) conducted a study that had fieldwork challenges to test its online access panels across the world. Specific countries were selected to ensure an interesting and likely diverse representation across five continents, including both established and emerging consumer markets. The countries examined were Australia, Brazil, China, the UK and the USA. The sample size was based upon 4,542 participants. The length of the interview was five minutes, covering interests and attitudes towards the Olympic Games. One of the prime considerations when designing the Olympic Interest Survey was whether consumers in the countries selected could be reached via online access panels. Panel members were sourced from a mix of email marketing, search engine optimisation, website banners, co-registration, affiliate and viral marketing. Panels were also sourced by offline methods such as converting telephone call lists and in-person interviews. However, as the majority of panels tended to be
sourced online and future response rates depended on participating in an online modality, the extent of a country’s online penetration was considered. In designing the questionnaire and interview format, it could have been argued that an informal language style would be more appropriate for the ‘informal’ environment of the internet and social networking sites. However, Research Now recognised that in surveys designed to engage a wide range of consumers in a population, ‘informal’ may not always be suitable. For the Olympic Interest Survey, therefore, a formal style was used as the target was a broad swathe of age groups and an informal style would have potentially appeared disrespectful to older participants. Interviews were conducted in the mainstream language of the country in which they were living: in Brazil, all were interviewed in Brazilian Portuguese; in China the interviews were in Mandarin; and in Australia, the UK and the USA, all were interviewed in localised English.

Real research

Survey fieldwork from the inside of a four-tonne armoured vehicle

While carrying out survey research has its challenges in Europe, the situation in other parts of the world can be far more difficult. UK Government statistician Kim Bradford Smith found this out first hand when she experienced arguably the world’s most challenging research environment as part of a secondment to the Afghan Central Statistics Office in 2013. Due to war and instability, decision making in the country had suffered from a shortage of data, including lack of accurate estimates of the population of the country, out-of-date life expectancy and fertility rates and insufficient knowledge of where the population lived due to large-scale internal migration.

Even with international support, addressing the shortage of data was difficult. Outside of the capital, Kabul, security and cultural difficulties hampered data collection as Kim Bradford Smith highlights:

I quickly learned that survey and census taking is not an easy job in this country, where people are reluctant to answer their door to strangers, or be seen talking to strangers for fear of retribution. To ensure households felt comfortable responding to the survey, enumerators were recruited from each of the local districts within Kabul Province. Of course, enumerators needed to be literate – which reduced the available pool of staff due to low levels of literacy across the country.
Researchers have two major options in the generation of sound research data: developing data themselves from within their own organisations or contracting with fieldwork agencies. In either case, data collection involves the use of a field force. The growth in online research has changed the nature and emphasis of fieldwork. Traditionally, marketing research used a ‘personal attention’ approach, in which every interviewer paid attention to nurturing and addressing each specific participant. Online research has shifted the service design from a personalised to a more ‘self-service’ approach. Though fieldwork tasks differ between survey modes, especially comparing face-to-face with online approaches, the underlying principles of good fieldwork remain the same. Fieldworkers should be trained in important aspects of fieldwork, including making the initial contact, asking the questions, probing, recording the answers and concluding the interview. Supervising fieldworkers involves quality control and editing, sampling control, control of cheating and central office control. Validating fieldwork can be accomplished by calling 10–25% of those who have been identified as interviewees and enquiring whether the interviews took place. Fieldworkers should be evaluated on the basis of cost and time, response rates, quality of interviewing and quality of data collection.

Fieldwork should be carried out in a consistent manner so that, regardless of who administers a questionnaire, the same process is adhered to. This is vital to allow comparisons between collected data. Fieldworkers to some extent have to approach and motivate potential participants in a manner that sets the correct purpose for a study and that motivates the participant to spend time answering the questions properly. This cannot be done in a ‘robotic’ manner; it requires good communication skills and an amount of empathy with participants. This makes the issue of managing fieldwork an essential task in the generation of sound research data.

Selecting, training, supervising and evaluating fieldworkers is even more critical in international marketing research because the quality of local fieldwork agencies can be highly variable between countries. Ethical issues include making the participants feel comfortable in the data collection process so that their experience is positive. The growth of online survey techniques has meant that the nature of participant engagement has changed. The skills and demands of fieldworkers where there may be no face-to-face, audio or visual contact are changing but the underlying principles of quality fieldwork remain the same.

**Summary**

**Questions**

1. Why do researchers need to use survey fieldworkers?
2. Describe the survey fieldwork/data-collection process.
3. What qualifications should survey fieldworkers possess?
4. What are the guidelines for asking questions?
5. Describe and illustrate the differences between probing in a survey and in an in-depth interview.
6. Evaluate what may be done to help interviewers probe correctly and consistently.
7. Outline the advantages and disadvantages of the interviewer developing a rapport with participants.
8. How should the answers to unstructured questions be recorded?
9. How should the survey fieldworker conclude an interview?
10 What aspects are involved in the supervision of survey fieldworkers?
11 How can participant selection problems be controlled?
12 What is validation of survey fieldwork? How is this done?
13 Describe the criteria that should be used for evaluating survey fieldworkers.
14 Describe the major sources of error related to survey fieldwork.
15 Comment on the following field situations, making recommendations for corrective action:
   a One of the interviewers has an excessive rate of refusals in face-to-face home interviews.
   b In a CATI situation, many phone numbers are giving a busy signal during the first dialling attempt.
   c An interviewer reports that, at the end of the interviews, many participants asked if they had answered the questions correctly.
   d During validation of the fieldwork, a participant reports that they cannot remember being interviewed over the telephone, but the interviewer insists that the interview was conducted.

Exercises

1 Visit the websites of three major marketing research agencies. Evaluate how they present their quality management of fieldwork. Write a report that details what you feel to be the best elements of their respective practices. Note also what additional practices they should be highlighting to reassure potential marketing research buyers and users.

2 You are a field supervisor. Ask a fellow student to assume the role of an interviewer and another student the role of a participant. Train the interviewer to conduct a home interview by giving a live demonstration.

3 In teams of four, design a questionnaire to be used in a street interview. One of the team then takes on the role of the interviewer, the other three act as participants. Conduct three interviews and video the process. Replay the video and write a report that focuses upon:
   a the questionnaire design;
   b stopping and motivating participants;
   c interviewer instructions;
   d the consistency of the process; and
   e ethical issues involved in the process.

4 Visit www.clinique.com and examine online databases, secondary data and intelligence sources to obtain information on men’s usage of moisturisers, soaps and shampoos. As a brand manager for Clinique, what information would you like to have to formulate brand extension strategies, targeted at men? How would you select and train fieldworkers to conduct a face-to-face survey (home, office or street) to determine men’s usage of ‘grooming products’?

5 In a small group, discuss the following issues: ‘What makes street interviewing a craft?’ and ‘Why do interviewers cheat?’.
Video case exercise: HSBC

HSBC wishes to understand the changing expectations and lifestyles of its target customers and the social events they attend. It plans to target the rising wealthy strata of India to conduct a face-to-face home survey. HSBC has chosen three cities to conduct the fieldwork: Chennai, Delhi and Mumbai. What challenges would HSBC face in conducting fieldwork for this survey? What advice would you offer to help overcome these fieldwork challenges?

Notes


16. Park, C., ‘How was it for you?’, Research, Fieldwork Supplement (July 2000), 8–9.


Social media research

Utilising social media data is challenging, but increasingly important to understand peoples online lives. Researchers must adapt and find new ways in which to generate insights from this data.
Objectives

After reading this chapter, you should be able to:

1. understand the concept of social media and how its usage varies between countries;
2. describe the difference between social media and a social network;
3. explain the key approaches to social media marketing research, including passive and active research strategies;
4. understand the use of crowdsourcing and market research online communities within social media research;
5. analyse the role and effectiveness of sentiment analysis techniques to generate insight from social media data;
6. discuss the limitations of social media research, including the difficulties in gaining access to data.

Overview

Over the last decade, social media has grown to play a crucial role in how individuals live their online lives and communicate with each other. Alongside search engines, it can be argued that social media is the defining feature of consumer use of the internet. It has been suggested that the growth in user-generated content and the ease with which opinions can be shared with friends, and strangers, has helped to tilt the balance of power towards customers and away from companies. As such, data held on social media sites provide an important channel through which to generate new insights into customers. Many researchers have recognised that social media provides a number of opportunities for marketing research, particularly around the analysis of user-generated data. At the same time, social media presents a paradox for marketing researchers. Despite the opportunities provided by new forms of data, the increased use of social media disrupts many of the more traditional approaches to research discussed elsewhere in this text. Nevertheless, a core part of marketing research is understanding social activity between consumers. If this social interaction has shifted from offline to online contexts, then researchers must adapt and find new ways in which to generate insights from this data.

This chapter begins by introducing a definition of social media that goes beyond classifications of technology platforms. Key approaches to social media research are then outlined, including both passive and active forms of research. Finally, the limitations of social media research are explored, with particular attention to the difficulties that researchers face when attempting to access data.

What do we mean by ‘social media’?

Before understanding the role of social media in research, it is first necessary to build a better understanding of exactly what is meant by the term. When thinking of ‘social media’, the first thing that comes to mind may be a particular social network that we use ourselves, such as Facebook, Twitter or Instagram. In other words, social media can be viewed as a specific set of technologies or platforms. This approach has some benefits, as leading social media platforms are distinctive and require some differentiation in the approach taken to manage them. However, this view ignores the fact that social media as a term existed long before Facebook or Twitter had got off the ground. To effectively understand social media as a concept, rather than as a list of technologies, a more holistic approach is needed.
Social media research

One common issue of terminology centres around the use of the terms **social network** and **social media**. Often these are used interchangeably, but within academic literature there is recognition that they encompass two different areas. Social media is understood as a wider term that reflects the sharing of user-generated content without necessarily leveraging existing interactions between users.\(^4\) On the other hand, social networks can be understood as tools that enable communication between people who are already connected through some form of social group.\(^5\) Social networking sites can therefore be seen as making use of social media technologies (i.e. they are a subset of social media), but not all social media technology are necessarily a social network.

UK academic Stephan Dahl identifies three categories of social media site: \(^6\)

1. **Social networking sites** where the emphasis is on social networking between users who already know each other. Examples of these would be sites such as Facebook and LinkedIn. Here, online connections may be weaker than their offline counterparts, particularly as the size of the networks gets larger, but there is nevertheless usually some personal connection.

2. **Social media sites** where there is user-generated content shared among users who are not known to each other – for example, hotel reviews on TripAdvisor or product reviews on Amazon. Although users may have something in common, such as having stayed in the same hotel, they do not normally know each other personally. The focus here is on the creation of user-generated content but not the maintenance of personal relationships.

Social media around the world

When carrying out social media research, it is important to remember that the technologies that individuals use vary around the world. Just because everyone you know makes use of a particular social media service, it doesn’t mean that the same can be said for the participants you are trying to reach.

In its early stages, social media was characterised by a high degree of fragmentation as different markets developed their own social media platforms from the ground up. Over time, network effects have led to these platforms coalescing into a smaller number of social media properties. Of these, Facebook has been the most successful in developing a global appeal and has become the most popular social network in the majority of countries, with the number of Facebook users outside North America and Europe outstripping those within these regions as early as 2013.\(^1\) One analysis found that Facebook was the leading social network in 129 out of 137 countries included in the study.\(^2\) Growth in lower-income countries was helped by the importance Facebook attached to compatibility with a wide range of mobile devices, including the lower-end mobile phones being used in these countries. The small number of countries where Facebook is not a leading social network, such as Russia, Iran or North Korea, can be seen as a reflection of political and economic considerations within those countries. However, it is the use of social media within China that presents the greatest difference with social networks used in Europe or North America. Facebook, among other US-based firms, is effectively blocked through China’s Golden Shield Project (often referred to by the media as the ‘Great Firewall’), which controls access to internet traffic in and out of China.\(^3\) Because of the scale and size of the Chinese marketplaces, China has now developed its own social media ecosystem and marketing researchers should be careful to recognise the need to address local social media use patterns when operating in these markets.

---

Social network

**Tools that enable communication between people who are already connected through some form of social group. Social networking sites can therefore be seen as making use of social media technologies (i.e. they are a subset of social media) but not all social media technology are necessary a social network.**

Social media

**Activity that reflects the sharing of user-generated content without necessarily leveraging existing connections between users.**
3 Sites that have aspects both of social network and social media. For example, photo-based sites such as Instagram or Flickr allow both the public and private sharing of photos.

The boundaries between these categories are not clear. Indeed, by allowing both public and private communications Facebook and Twitter could be said to be increasingly enabling communication in both categories simultaneously. However, the message that should be taken away from these definitions is the importance of relationships in social networks. It is the strength of the relationships that defines the nature of communication and, it could be argued, the quality of communication. One look at the generally low quality and usefulness of anonymous comments on sites such as YouTube highlights the role that personal connections have in generating good-quality data from social media. Researching social networks can be seen, as with the study of social connections in the offline world, as study of relationships – not content.

The emergence of social media research

The attraction of social media for research purposes can be summarised in the following quote from Jack Dorsey, the founder of Twitter:

*When people come to Twitter and they want to express something in the world, the technology fades away. It’s them writing a simple message and them knowing that people are going to see it.*

In short, the value of social media in research is the idea that social media can give researchers a view onto what people are really thinking, and that these data can be gathered and analysed on a mass scale.

The growth of social media research has emerged alongside the growth in online technologies for research, which were covered in earlier chapters. Social media research provides a number of advantages that could surmount many of the perceived limitations of traditional research methods, particularly those impacting surveys. These limitations have been driven by a ‘command and control’ paradigm of research, where researchers frame questions from their own social and cultural perspective while omitting certain topics that participants find important. Social media research could address the concerns of many in the marketing research sector who felt that, while internet technology was being adopted, researchers were using the same methods and techniques that they had always done. By being ‘stuck in the 90s’ researchers risk only scratching the surface of the kinds of insights that are available. As a result, the growth of social media has led not only to a number of new research methods, but also to critical reflection on the planning and implementation of traditional marketing research techniques.

The benefits of social media research can be seen as:

- **Spontaneity.** Enabling access to natural, spontaneous conversations, to consumer agendas, ways of thinking and the subtleties of their language.
- **Heartfelt.** More emotionally rich responses, facilitated by the anonymity of the internet.
- **Cutting edge.** Enabling access to more leading-edge and involved consumers – those who wish to articulate views (positive and negative) about brands, products, services and experiences.
- **Immediacy.** Enabling feedback in real time as events unfold, rather than when their impact begins to be felt in the marketplace.

At the same time, it is important not to get carried away by the potential for social media research to solve all the problems facing marketing researchers. Social media research has not replaced traditional marketing research; each approach has strengths and weaknesses.
These are outlined in Table 17.1. It is important to remember the benefits listed above can only be realised if it is possible for researchers to readily access social media data. Gaining access to data is proving increasingly difficult and we will address these challenges later in this chapter.

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional marketing research</td>
<td>Robust theoretical underpinnings to sampling, research methods and data analyses</td>
</tr>
<tr>
<td></td>
<td>Robust development of ethical codes of practice, especially in protecting participant anonymity</td>
</tr>
<tr>
<td></td>
<td>Breadth of quantitative and qualitative research methods to measure and understand participants</td>
</tr>
<tr>
<td></td>
<td>Focus upon specific existing or potential consumers to capture behaviour, attitudes, emotions, aspirations and sensory experiences</td>
</tr>
<tr>
<td>Social media research</td>
<td>Can research target participants who would otherwise be very difficult to reach</td>
</tr>
<tr>
<td></td>
<td>Engaging experiences; technology and context suited to participants</td>
</tr>
<tr>
<td></td>
<td>Participants can express themselves in ways that they are comfortable with</td>
</tr>
<tr>
<td></td>
<td>Speed of capturing a great amount of disparate data</td>
</tr>
</tbody>
</table>

**Approaches to social media research**

Social media research methods can be broadly classified as passive and active. Passive social media research involves analysing what is already being discussed in social media channels. The analysis is therefore of pre-existing data. On the other hand, active social media research involves researchers engaging with communities themselves, or even starting them.

**Passive social media research**

Passive social media research is also known as ‘social listening’. Every day, billions of consumers talk about every aspect of their lives on social media. This wealth of naturally occurring consumer expression offers the opportunity to understand consumers on their terms, using their language and logic. People talk with one another about their problems, experiences, likes and dislikes, life in general and their feelings and experiences of products and services. They do this by having conversations on major social networks, such as Twitter or Facebook, but also on rate-and-review sites such as TripAdvisor or Amazon, not to mention personal blogs or specialist community sites. By tuning into relevant conversations, it is argued that more can be learned about consumer
attitudes and need than through traditional ‘questioning’ methods alone. By listening, researchers can learn more about their current and potential customers by understanding natural, rich and unfiltered word of mouth around the kinds of experiences individuals are having with products and services.

**Real research**

**Social listening at British Airways**

Every day, vast numbers of consumers share their views about products or services that they have experienced on social media. Making sense of such a large volume of unstructured data can be a real challenge. Leading research agency TNS worked with British Airways to analyse more than 130,000 tweets over a three-month period. The data were reduced to focus on mentions related to customer experience and were then mapped onto the customer journey for a typical flight. Aspects around delayed flights received the most negative ‘buzz’, while the attitudes of staff the most positive.

This social-listening exercise was followed by interviews with 2,000 British Airways travellers to identify how important each step in the customer journey was in terms of building customer relationships. This revealed that social media buzz did not necessarily relate to building strong relationships. For example, the volume of negative social media feedback around delays was due to travellers waiting in departure lounges with access to Wifi – the opportunity to complain was therefore higher. Further analysis found that three areas would significantly increase the likelihood of travellers recommending British Airways: i) information about delays; ii) flexibility in dealing with missed flights; and iii) compensation. In turn, this analysis allows British Airways to understand better where to allocate its resources to social media activities.

**Active social media research**

Active social media research can be seen as an approach for both observing and engaging in what is being discussed and displayed on social media. Rather than standing back, observing and listening, researchers can join communities and may choose to direct specific questions or tasks to participants. The main advantage of this approach is that researchers can direct participants and communities to address issues and questions that they deem to be important. They can also establish quality standards in how data is collected in much the same way that many qualitative researchers work. The main disadvantage is that specific research issues and questions driven by researchers may not be of interest to participants or communities. Great care has to be taken to protect the values of brands that may be seen as alien to the agendas of particular communities. For example, energy company British Gas asked its customers for suggestions on Twitter using the #AskBG tag around the same time that it was increasing prices. The subsequent suggestions from customers were at the heart of a PR disaster for the firm. For example, a typical response was ‘which items of furniture do you, in your humble opinion, think people should burn first this Winter? #AskBG’.12
Proctor and Gamble, owner of the Braun brand, worked with research firm HYVE Innovation Research to run what is known as a market research online community (MROC) to help in the development of ideas for a new hairdryer. Braun wanted to move beyond quantitative measures of brand preference and develop a deeper understanding of the underlying motivations behind product choice. Specifically, they wanted to build a better understanding of what the ideal hairdryer looked like and which features could be combined to make this ideal product. Establishing an online community provided a mechanism through which to achieve this. However, while a hairdryer is a relatively simple product to use from a features perspective, consumers may be less familiar with the engineering requirements and specific capabilities that make up a hairdryer. To resolve this issue a ‘digital configurator for hairdryers’ was provided that allowed for a point-and-click means through which to create combinations of ideas for new hairdressers. This provided a visual way through which respondents in the community could translate their ideas into practical solutions that could be accepted within a goal-oriented R&D setup, where there are practical limitations on the kinds of solutions that can be provided.

This online community was successful because, by providing the digital configurator, the research participants were able to feel empowered and in control, while also creating an efficient way of generating useful insights.

Early approaches to gathering social media data for research use often revolved around primary data collection via questionnaires or structured interviews. The limitations of this approach include the limited generalisability and poor respondent recall of the actions they have taken on particular social media channels. It was quickly recognised that social listening would need to be based upon a more automated analysis of actual data, which, in turn, is reliant upon the ability of researchers to be able to access data from these social media platforms.

The great difficulty, disappointment even, with social media research is the challenges involved in accessing data. These challenges have two aspects: (i) the difficulties in getting hold of the data in the first place; and (ii) the quality of the data once they have been accessed.

The difficulties in getting hold of data relate to the extent that social networks, or the individuals who use these networks, allow researchers to access and analyse data. There is relatively limited access to authorised individual-level data from social networks. Of the major social networks, only Twitter provides access to its data through an API (Application Programming Interface), in a way that allows Twitter data to be built into other applications. However, even this requires a significant level of technical skills. It is for this reason (that it is possible to get access to a representative set of data) that use of Twitter data among researchers has been so widespread. This is problematic, as although a sample may be representative of Twitter it is not necessarily representative of the wider public.

On other social networks, official APIs that allow researchers to access underlying data are not common. Although Facebook has started providing some access to group-level data, this does not provide the potential for analysis of individual conversations and thought in the way that the individual-level data from Twitter does. Of course, there are a number of good
reasons that social media firms have for restricting access to their data. Firstly, the business model of these companies is built around the collection and use of as wide a range of data as possible. This gives such firms a strong economic incentive to prevent external access to their data sets, which they consider as the principle asset of their firms. A second motivation is to protect the privacy of personal data that are held on social media. This is not purely driven by altruism, as firms are well aware of the impact that perceived privacy issues can have on usage of social media and, in turn, the information that individuals are willing to share. They therefore realise that restricting external access to data can be in both their interests and those of the users of social media.

Where data is unavailable through official channels, a second approach is the use of web ‘scraping’. Web scraping is essentially an application that is programmed to simulate a human user of a website and, while doing so, download and store information found on a web page. Web scrapers can visit millions, tens of millions, or even more pages, and have become a popular choice for building up a data set at low cost. They work because social media firms require some element of at least semi-public access to social media data to create and enhance the shareability of such data. Researchers should remember that data that are scraped should always be considered as a partial data set. This does not account for data that are private, not to mention data that have been deleted before the scraping took place. In addition, scraping typically focuses on individual accounts, which can fail to capture the social connectedness present within social media. Scraping also typically focuses on text data rather than the images or videos associated with such data – an increasingly important part of social media research.

Researchers should also be cautious of the ethical challenges caused by scraping data without the permission of the website owner. Scraping operates in a legal grey area, with an increasing complex set of laws and regulations covering the scraping of data without permission, depending on which country a researcher is based in. Researchers should therefore consider using services that have secured the permission of content providers, even where this information provides access to a smaller data set. An example of such a company is the UK-based firm DataSift (www.datasift.com).

When dealing with these data there remain questions over the extent and quality of that data set as individuals move their personal communication onto private channels, be it private chat services such as WhatsApp, messenger services such as Facebook, or simply to make greater use of privacy settings within existing social media channels. As a result, an increasing portion of social media data are not accessible to researchers. Even where data are public, there is the challenge for researchers in effectively locating those data. Because the major social networks are often competitors to Google, searching for data on social networks is not as straightforward as searching for information on other parts of the web.

In summary, regardless of the potential for social media, a major restriction for researchers is accessing appropriate sources of high-quality data. Despite the revolutions we have seen in technology, some of the challenges surrounding social media have similarities to those that have faced researchers trying to access traditional face-to-face samples!

**Real research**

**Can social media data be used to predict election outcomes?**

A research problem that has been held up as a useful test of social media data analysis is whether it can be used to predict election outcomes. While predicting election outcomes is a difficult challenge, looking for opinions on social media has a number of advantages as a research activity. Elections happen on a specified date, have a discrete number of choices and involve a large proportion of the population generating a significant volume of social media data to analyse. Conversely, it could be argued that if it isn’t possible to generate useful outcomes from election data then it demonstrates the difficulty in trying to generate outcomes from less clear-cut data sets, such as those around brands.
There have been a number of attempts to look at the link between social media data and political outcomes, including election results and politician popularity. Results over time have been mixed. For example, analysis of social media could not predict the outcome of the 2005 German Federal elections although it was more successful in the subsequent German elections in 2009. Social media data overestimated the popularity of Barrack Obama as US President in 2008, while more accurate results were returned in the 2012 French Presidential Elections. These differences are to some extent reflective of the difficulties that all opinion researchers have in predicting election outcomes. The most public of these in a European context was the failure to predict the Conservative party majority in the 2015 UK General elections, resulting in an enquiry into the effectiveness of such opinion polls. This enquiry found that a major problem was unrepresentative samples – that too many people who took part in polls were those who were deeply interested and engaged in politics. Analysis of discussion on social media of political issues tells a similar story, in that many of the (intense) discussions are from those who are deeply engaged with politics while the majority of individuals do not want to discuss their political views in such a public channel. In this sense, predicting election outcomes with social media faces the same challenge of accessing quality data that are available. It reminds us that social media data should primarily be thought of as qualitative and we should show caution when trying to make generalisations.

Perhaps this focus on predicting outcomes has got things the wrong way round. Given the increasing focus that political parties are putting upon communicating through social media, the real question may be how the use of social media influences outcomes?

**Social media research methods**

**Sentiment analysis**

One of the most commonly discussed ways that social media listening is carried out is through the use of sentiment analysis, sometimes referred to as ‘buzz analysis’ or ‘buzz mining’. This is a form of passive research that involves the analysis of data from social media and determining whether those data show an emotional response to a particular topic, such as a person, brand or product. At its most basic, sentiment analysis involves analysing whether a message on social media is positive, negative or neutral towards a particular brand, product or service. This might have a number of uses in marketing research, including as a measure of brand sentiment or to identify potential customer service issues.

Sentiment analysis is typically understood to be an automated process whereby a software algorithm analyses text automatically and then allocates a particular sentiment score to it. A common form of sentiment analysis relates to positive/negative/neutral classification. Take a look at the following two samples of social media data (Table 17.2) and judge whether the sentiment of each is positive, negative or neutral with regards to the food.

<table>
<thead>
<tr>
<th>Table 17.2 Examples of social media data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Example 1</strong></td>
</tr>
<tr>
<td>‘If you love cold food, bad service and an evening of regret then you <em>must</em> trust this restaurant. 5 stars’</td>
</tr>
<tr>
<td><strong>Example 2</strong></td>
</tr>
<tr>
<td>‘I had a great time at the theatre. Really entertaining. Tried to get into that new Italien restaurant but it was full so ended up at a MacDonalds! Not good.’</td>
</tr>
</tbody>
</table>
It should be relatively easy to work out whether each of the above is positive, negative or neutral. Even though the messages have multiple contexts, spelling mistakes and use of humour it should still be straight forward for a human to identify the sentiment. However, dealing with thousands, or even millions, of data points that have been gathered from social media is not practical for individuals to manually analyse. Hence the need for automated analysis of sentiment.

Sentiment analysis is typically based around a dictionary approach, where individual words are attached to a particular sentiment, such as a positive or negative number, and the overall sentiment is calculated by adding the sum of words in a particular phrase. More sophisticated approaches and additional rules, or industry-specific phrases, can be added to improve the effectiveness of sentiment tools.

There are a number of reasons why automated sentiment analysis can have problems with accuracy:

1. **Humour or sarcasm.** Algorithms have difficulty in understanding humour or sarcasm – this form of content is particularly prevalent within social media messages.

2. **Context.** It is often hard to determine exactly what the subject is of the sentiment. One important aspect of context is that the same words can have different meanings depending on the way that they are used. Take, for example, the word ‘cool’. Phrases such as ‘that place was really cool’ and ‘the weather in that place was too cool’ carry with them different contexts depending on the way that the words are used.

3. **Spelling and grammar.** Social media data often have spelling errors, non-conventional sentence structure and slang, which can be difficult for dictionary-based sentiment analysis algorithms to correctly interpret.

4. **Reliability of data.** There is the question as to whether the data on social media, at least those data available publicly to researchers, are an accurate reflection of real sentiment. In other words, are people saying what they are really thinking when they post on social media, or a form of social media they regard as semi-public?

So far, the examples discussed assume that sentiment has only two levels – positive or negative. In reality, there are multiple levels of positive sentiment, and distinguishing between these is where sentiment analysis gets really challenging. Knowing whether a consumer is slightly unhappy or very unhappy may make all the difference when delivering high-quality customer service.

---

**Real research**

**Using emoticons to determine sentiment**

Although sentiment analysis tools make use of analysis of dictionary text, some researchers have recognised the importance of other forms of communication on social media. One example of this is research into emoticons.

With face-to-face communication it is relatively simple to determine sentiment by looking at the expression on someone’s face. In text-based online discussions it can be much harder to identify sentiment because people may be less likely to state their actual emotional state in text. A proxy for this is the use of emoticons, such as smiley :-) or sad :-(' faces within social media test. In one recent study a team of researchers from the Netherlands looked at a large body of messages from
Twitter and forum posts that contained emoticons. The research found that emoticons were used to express, stress, or disambiguate the emotion associated with a particular body of text. Including emoticons increased the accuracy of the attempts to classify sentiment from 22% to 94%, suggesting that emoticons are a very good proxy for the actual sentiment of messages. As emoticons become more widely used (many smartphones now ship with keyboards with hundreds of emoticons included), researchers are beginning to recognise the important, but often complex, role that emoticons play in determining human emotions.25

Entity recognition

Named entity recognition, or entity extraction, is a version of automated analysis of social media data. Instead of trying to infer sentiment (i.e human emotion) it analyses entities – or facts – in the text.

An example of entity extraction is given in Table 17.3, which is based upon an entity extraction for the text ‘I went with my family to Paris. We are staying in a terrible room – the air-conditioning is broken.’ This shows how a relatively small amount of text from social media, for example information from a review or complaint around a service experience, can be automatically thematically categorised. This could be seen as being equivalent to the sort of manual thematic analysis that is carried out in qualitative research. By enabling words to be allocated to categories it allows for the easier understanding of large volumes of data.

<table>
<thead>
<tr>
<th>Highlight</th>
<th>Entity name</th>
<th>Types</th>
<th>Categories</th>
<th>Wikipedia URL</th>
</tr>
</thead>
</table>

Entity extraction using the Dandelion Sentiment Analysis API (https://dandelion.eu/semantic-text/entity-extraction-demo/)

Social media communities and blogs

Although the focus of social media research is often on large, well-known platforms, there are many smaller communities that have social characteristics. While these communities may not get as much publicity as services such as Facebook, they play an important role in bringing together individuals with shared interests. They are beneficial from a research perspective as they provide a level of focused content and shared interests. This solves some of the problems with finding samples appropriate for specific research questions that may occur with more general social media platforms.
Online communities are spaces where individuals co-exist and share their interests and aspirations. An example of an online community is the UK-centric parents’ website Mumsnet (www.mumsnet.com). The idea behind this community was to create a website where parents could swap advice about parenting topics, such as schools, holidays or baby equipment, as well as non-parenting topics – such as what was on TV the previous evening. Mumsnet has grown to more than 17 million visits a month and is the leading parents’ site in the UK. Its influence is such that it has been cited as an important factor in influencing voter intentions, maybe even more important than the mainstream print media. But how can researchers benefit from sites such as Mumsnet? Within such a community, individuals are likely to be emotionally charged, supportive and, most importantly, open. Given that such forums typically provide a form of anonymity that is less likely to be present on platforms such as Facebook, it might be argued that these sorts of online communities provide a form of openness, and richness of data, that is not found elsewhere. As a form of passive research, the content on such communities can be analysed to find out how people approach a specific problem or challenge. As these forums enable multiple actors to discuss and debate issues they could be regarded as having some of the characteristics of focus groups. The data gathered from online forums can therefore be analysed in the same way as text gathered from other forms of qualitative data collection, such as interviews or focus groups.

This example used just one example of an online community, but there are many, many others representing nearly every aspect of everyday lives. Their specificity, anonymity and reach means that they continue to succeed, even as more generalist social networks continue to grow. These networks are also more geographically and culturally defined, and because they serve smaller communities are likely to vary in terms of their reach. Examples of three categories of communities are given in Table 17.4.

<table>
<thead>
<tr>
<th>Categories and examples of online communities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sports related</strong></td>
</tr>
<tr>
<td><strong>Motoring</strong></td>
</tr>
<tr>
<td><strong>Illnesses and health issues</strong></td>
</tr>
</tbody>
</table>

While the above example of online communities facilitates passive analysis of pre-existing social media data, another important part of online research is the use of market research online communities, or MROCs (which were discussed earlier in Chapter 7). These online research communities are usually focused on a particular group of individuals who have been signed up (e.g. from a research panel) to take part in the community. However, given the costs in setting up an MROC they are typically established around a single brand, such as was highlighted in the earlier example of Braun. A dedicated brand MROC can enable a company to recruit a
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panel of ‘consumer-advisers’. A company and its researchers can engage with members using a variety of quantitative and qualitative techniques, often unfolding over a period of months. The brand MROC establishes a channel that decision makers and designers working for a brand can use to communicate with participants and engage in activities ranging from measuring attitudes, exploration and ethnography, to concept and product development and testing.28

Brand MROCs can be seen as a means to address specific research objectives. However, a fundamental difference between brand MROC and other research approaches is the extent to which they feature brand engagement. Within an MROC participants are actively encouraged to immerse themselves in the world of the brand. This can mean that the aim of an MROC is to develop a relationship with participants to a stage where they become ‘critical friends’ to the brand, offering a level of deep and honest feedback that might not be achievable from those with lower levels of involvement.29 Some firms who use brand MROCs see research as being just one of several uses, and design and invest in these communities to address a wider spectrum of marketing purposes.30 Taking into account this wider range of uses, communicating to a brand community can fulfil three distinct purposes:31

1  The creation of brand ambassadors. This nurtures participants who are seen as thought leaders. With a deep understanding of the values and personality of the brand, plus an emotional commitment to the brand, these participants could be highly persuasive to an array of target markets.

2  The creation of brand analysts. This nurtures participants who would test particular concepts and designs. With a deep understanding of the brand, the ‘fit’ of a new idea to the values of a brand could be tested.

3  The creation of consumer insights. This elicits characteristics of participants’ behaviour, attitudes and emotions. Measuring and understanding characteristics of participants’ behaviour could work with a wide range of research techniques, allowing participants to reflect and express themselves in a variety of ways.

Blogs can be considered as another form of social media and could be characterised as a ‘community of one’. While blogs were a popular early form of social media research, the popularity of blogging has declined as other services, particularly online communities and social media, have taken over the earlier role of blogs.32 The weakness of blogs was building an audience, whereas social media sites are built around the concept of sharing information with existing audiences.

Where some emphasis of the MROC is towards researching and testing participants, communication within a community is vital to improve the ultimate quality of research. Every brand has distinctive values, a competitive landscape and potential directions in which it may develop. Participants can enrich their understanding of a brand and appreciate the array of marketing and design decisions that can share a brand’s future. With such enrichment and appreciation, participants can respond to research challenges in a more positive manner. The following example shows how an MROC is used by consumer goods company Diageo. Of particular note in this example is the importance of targeting communications at respondents in a highly personal way to help build engagement and a sense of community.

Real research  Understanding, embracing and evolving marketing research online communities33

Diageo’s Altitude Lounge was an online community run by research company join the dots (www.jointhedotsmr.com/).34 Diageo is a consumer goods company with a portfolio of leading drinks brands. This MROC covered five markets: China, Germany,
Researchers have long recognised the value of communities as a research tool, whether they are existing online communities, groups within social networks such as Facebook, or artificially created communities such as MROCs. The key challenge they face in working with communities is connecting with participants in an ethical way that maintains the integrity of the research process. Many online communities are wary of outsiders, even when they are bona fide researchers, to the extent that communities will often have rules preventing researchers from posting messages without previously gaining permission. When carrying out active social media research, it is therefore important that researchers gain permission (for example, from administrators or community influencers) as well as credibility among members of the community before they begin research.

Crowdsourcing

Crowdsourcing is the act of taking a job traditionally performed by a designated agent (usually an employee) and outsourcing it to an undefined, generally large group of people, in the form of an open call. Crowdsourcing has been applied in many areas to perform services, design products and solve problems. In terms of conducting research, crowdsourcing enables ideas to be elicited and actionable solutions based on those insights to be tested and developed. The process of crowdsourcing is a means to draw together the creative thinking and talents of a wide body of individuals. Through the use of online communities, a great breadth and diversity of thinking and talents can be drawn together to generate ideas and actionable solutions.

Perhaps the best-known example of crowdsourcing in action is Wikipedia (www.wikipedia.org) the free online encyclopaedia that has more than 5 million articles in the English edition alone. Every day an average of 800 new articles are added, and thousands more updated,
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by individuals from all over the world. While Wikipedia has been identified as a useful source of information, concerns have been raised over a number of biases, not least gender bias. For example, a 2011 survey found that only 9% of those editing pages on Wikipedia were women, while at the end of 2015 it was reported that 85% of the individuals profiled in Wikipedia articles were men. The insights that are generated by crowdsourcing activities must therefore be seen as driven by the characteristics of the crowd.

In the context of marketing research, crowdsourcing constitutes an active social media research method. Its impact is realised by researchers contacting and engaging self-selecting participants through different online communities, primarily through social media. If these individuals can be inspired by a particular research challenge that they see as being credible, they may spread the word to other individuals within their communities using, for example, social networks such as Facebook or Twitter. As with MROC-based communities, well-planned and targeted communications are vital to inspire individuals to become part of the crowd and to engage in the tasks that have been set.

Real research

Bristol's adventures in crowdsourcing

Bristol City Council, the public body responsible for running the largest city in the South West of England, faced a major challenge in planning its future support for the city. Like many public sector bodies across Europe, it was facing declines in funding and needed to save 20 per cent from its budget. In order to plan these savings it decided to use crowdsourcing techniques. These techniques helped it to communicate the challenge it faced, generate ideas and issues from its citizens and to test the viability of the solutions it devised. The council decided to focus the creative energy of the crowd upon urban development in terms of areas that should be ‘cherished’ or ‘changed’. Crowdsourcing helped it to identify issues with Bristol's central areas and develop solutions that fed into its Central Area Action Plan. Using social media platforms such as Facebook and Twitter, it spread the word that it wanted the public to suggest ideas for Bristol. Participants could make suggestions, upload photos and feedback on other ideas and potential solutions. The council took great care to make the process engaging, through the use of mapping techniques, presenting ideas that could be voted upon and with strong visual design to communicate results. The process integrated different social media sources, generating 925 comments, which were grouped into 10 main themes. Crowdsourcing worked well for Bristol but didn't replace its other means to engage with citizens – primarily conducted through surveys and face-to-face meetings. In particular it maintained Bristol's Citizens' Panel, neighbourhood forum meetings and public displays and drop-in sections for consultation around big projects.

The Bristol crowdsourcing project was seen as a great success for the city and was used as an exemplar for other cities that also wanted to realise the benefits. However, despite the innovative nature of crowdsourcing it is important to recognise that the technique has a number of disadvantages:

1 Self-selection bias. This is not a problem solely associated with crowdsourcing and, as has been highlighted earlier in this text, exists with many other types of research. However, the nature of crowdsourcing can accentuate the impact of any bias, as with the example of Wikipedia given earlier. Wherever participants choose to take part in a research project, the characteristics of the groups who have been drawn in can create specific challenges. Even where the ‘crowd’ is very large, notions of representativeness in sample survey
terms can be dismissed. We must remember that brainstorming and debating ideas – central activities in crowdsourcing – are primarily qualitative tasks. As such, the qualities of participants and the quality of information drawn from them is key.

2 Disputes. Participants may have disagreements about particular ideas, or the way that these ideas are expressed. This is not a new problem itself, as disputes are a common feature in any group-based form of qualitative research. Indeed, disputes play an intrinsic role in the nurturing of debate and seeking out of differences that are a key part of such research. The problem lies more in how disagreements may develop and are manifested. Anyone who has watched arguments develop online can understand how, in the absence of face-to-face communication, misunderstandings and differences can be exaggerated and arguments quickly get out of hand. In the same way that a moderator in a focus group maintains order and harmony in debates, it is even more important for moderators to be active in addressing any online disputes before they have the potential to get out of hand.

3 Public domain and intellectual property. The nature of the ideas that are generated through social media, and the ways that they are generated, can make them difficult to protect legally. In the case of Bristol City Council, as a public body it would be happy for any ideas and solutions to be in the public domain as there are no competitors to worry about. However, for commercial brands the use of such public domains may make it difficult for it to protect any competitive advantage that it has gained. In an era where protecting intellectual property is a key priority for commercial organisations, it may be difficult to identify exactly who owns an idea that has been developed online. This is particularly the case when those ideas have elements of design, for example logos, where the questions of ownership and intellectual property must be clearly articulated and agreed to by participants in any crowdsourcing activity.

Real research

Can crowdsourcing predict the flu?

Monitoring, and predicting, the spread of outbreaks of influenza (flu) has become one of the greatest public health challenges in industrialised countries. Monitoring flu has also become one of the most widely used public examples of crowdsourcing being used in action. In 2008 Google started its ‘Google Flu Trends’ service, attempting to use search queries as a form of crowdsourcing to identify potential new cases of flu. The idea behind this tool was that it could be possible to predict the spread of flu by analysing the terms that individuals typed into a search engine. Specifically, if one tracks the way that the public searches for symptoms of flu on social media it may be possible to track outbreaks of flu before they happen. Although the Flu Trends service was effective for the first few years, the quality of findings began to worsen over time. Although the original results had a high correlation with incidents of flu, some researchers criticised the focus on correlation rather than causation. This meant that the Flu Trends service was, in part, a Winter detector and was producing positive results only as long as the onset of flu cases was tied to the onset of Winter. Facing declining accuracy, Google finally closed down its public Flu Trends service in 2015, although it continues to provide the data to other public health bodies and explore ways to make the data generated by the service more accurate.
Gamification

Gamification refers to the applications of the principles of gaming into traditionally non-game processes, such as education and research. This is achieved through the purposeful introduction of mechanisms that are designed to elicit specific, predictable behaviours, while simultaneously absorbing individuals in the experience by making it engaging and compelling. Gamification has its origins in the emergence of the concept of ‘serious games’ in the 1970s. This recognised that games could play a role in enabling individuals to navigate the increasing abstraction of everyday life and deal with the consequences of an ever more technologically complex society. The use of the word ‘serious’ served to reinforce the educational purposes of such games. An early example of serious games technology was in military war games, and given the costs of technology at the time it is perhaps not surprising that most uses were in the security or defence sectors. Over time, as technology has improved and costs have lowered, the concepts behind ‘serious games’ have found their way into the mainstream.

A definition of gamification identifies it as ‘the process of adding game mechanics to processes, programs and platforms that wouldn’t traditionally use such concepts’. The enthusiasm over gamification among researchers has been driven by the observation that games engage people, and that this engagement is sustained over a period of time. It stands that gamification techniques may have a role to play in improving engagement with research, and therefore the quality and volume of responses.

In research, two types of gamification can be identified. The first has been labelled as ‘hard gamification’ which refers to embedding research instruments, for example survey questions, within a game. These are closer in practice to a computer game and it may be the case that participants do not even realise that they are taking part in a research project. Gamification is often misunderstood as being about turning something serious into something that looks like a computer game. However, a more typical approach to gamification in marketing research is through the use of game mechanics within the context of existing research techniques – known as ‘soft gamification’. This involves applying certain characteristics of games that are associated with motivation or engagement, rather than actually turning the research process into a ‘game’. Examples of game mechanics include status, reward, competition and achievement. Perhaps the most common form of a game mechanic is the provision of a reward for completing certain tasks. The use of this can be seen in many online customer communities that provide an opportunity for consumers to gain status through points or badges in return for posting. For example, the e-commerce site Amazon provides a number of badges for frequent reviewers, including ‘#1 Reviewer’ and ‘Top 1000 reviewer’. Rewards can also be provided for encouraging desirable behaviour, such as the Amazon ‘Real Name’ badge, given to individuals who provide accurate data when leaving online reviews. Another example is the online fashion retailer ASOS, which enables users to create and then share ‘outfits’ with other online shoppers and compete to see who receives the most ‘follows’. These examples reinforce the point that gamification is not about the application of computer games but is rather through more subtle addition of game elements within the context of existing processes.

These kinds of gamification techniques can be applied in the context of marketing research, for example:

- **Question framing.** Use questions that encourage participants to put themselves into a specific context.
- **Use of question rules.** Impose a time limit on answering a question, or require a response to be given in a particular number of words.
- **Reward and achievement.** Give participants in online communities points or other activities in return for taking part in research.
- **Competition.** Enable participants to see their responses in relation to other participants’.
- **Use of visuals.** The use of images, such as emoticon ‘smiley/sad’ faces, in survey responses.
Although gamification remains a ‘hot’ topic, the processes and techniques through which it can be integrated into everyday marketing research are not yet fully developed. For example, questions might be asked about how ‘gamifying’ research processes influences the responses that are given. Does encouraging research participants to be more active, through rewards or competition, create risks around bias? Even small changes in question order or wording are understood to impact findings, and encouraging faster, longer or more frequent responses could increase the proportion of inaccurate responses.52

In general terms, gamification in research can be understood as finding the elements that encourage motivation and engagement in traditional games and then building this into the areas of the research process where participant motivation and engagement is missing. Within social media research gamification can help to improve the participant experience and make the overall process more entertaining. This kind of mind-set can improve research in all areas, even in survey design. However, it is in social media research that gamification can be most easily applied and most readily benefitted from.

Research with image and video data

Much of the focus of this chapter so far has been on the analysis of text data. This is not surprising, given the overall focus of market research on collecting and analysing forms of text. However, an increasing proportion of data that are created on social media take the form of non-text data, such as images and video. This can be put down to the omnipresence of high-quality mobile screens available wherever consumers go.53 Indeed, in terms of data volume it is image and video content that dominates online postings, particularly among millennial age groups. Some social media platforms, such as Instagram, have built their popularity almost entirely based around the posting of images, while YouTube and the growing volume of video posted on Facebook demonstrate the value of video as a way through which individuals project their self-identity. To fully understand the way that social lives are lived online, marketing researchers need to be able to apply effective tools that enable the analysis of such visual data.

Alongside the automated analysis of text data from social media there is increasing interest in the role of automated analysis of images. As with the automated analysis of text, images analysis seeks to extract both sentiment and entity (i.e. fact) information from online data. Although this technology has typically been expensive and of varying accuracy, the quality of the technology is improving while the price is reducing. One example of this is the Vision API from Google54 (https://cloud.google.com/vision/), which uses advanced machine learning technology to understand the content of images.

The Google Vision API can determine examples of content within photographs including:

- **Objects.** Thousands of common categories of objects, including flowers, animals and transportation.
- **Detecting inappropriate content.** Using the same technology behind the Google ‘safe search’ functionality, it allows identification of various types of inappropriate content.
- **Image sentiment analysis.** This analyses facial expressions of people in a photo, for example joy, sorry or anger.
- **Text extraction.** Using optical character recognition, text in images can be identified, together with the language in the text.

In terms of marketing research, a practical use for this sort of artificial intelligence technology might be to identify brand names of products or brands in a photo. More advanced uses that may become common in the future include analysing the emotions of customers, either through photo or video analysis.
As it stands, Google Vision requires considerable technical skills to integrate into research software and cannot be used directly on its own. However, it demonstrates the potential of technology to automate not only analysis of text but also of images. The technology will not stop here, with researchers already focusing on the next challenge – the automated analysis of videos. It is also important to remember the limitations of automated analysis of image data. While the ability of algorithms to derive meaning from photos may seem impressive, it can only gather a small proportion of the data that could be gathered via human analysis. As with automated text analysis, such algorithms are poor at identifying context, social and cultural cues and levels of sentiment. While the use of these automated tools is likely to increase within research, there will also remain an important role for manual analysis.

Limitations of social media research

While there are a number of specific limitations of social media research, a general one is the amount of hype that has surrounded discussion of the commercial use of social media. Many of the forms of communication that happen through social media were going on long before social media appeared. As such, social media can be thought of as evolutionary rather than revolutionary, with its impact being on speeding up and expanding the geographic boundaries of communication. Although this is an important trend, the limits of social media research mean that the potential for generating insights does not always live up to the hype, as was highlighted by the earlier example of crowdsourcing with Google Flu Trends.

While technology is constantly improving, there remain a number of factors that limit the potential utility of social media for marketing research and go beyond what can be addressed through technological innovation alone.

Does what people say on social media reflect what they are actually thinking?

An assumption of much research with social media data is that it accurately reflects what people are thinking. However, access to social media data is often reliant on public or semi-public data. This raises the question of whether the social media data that researchers can access is reflective of actual beliefs and behaviour.

Are marketing researchers welcome on social media?

When carrying out active social media research it is necessary to address the question of whether researchers are welcome on social media platforms. Many online forums now have policies that specifically prohibit researchers from posting invitations to take part in surveys or interviews, suggesting that the volume of researchers (or marketers posing as legitimate researchers) seeking access to data via social media is too great. This reinforces the importance of gaining permission before accessing social media data.

Where do the boundaries of public vs. private data lie on social media?

The boundaries of public and private data on social media are not necessarily clear. While data may be accessible through an API or other service, just because they can be accessed by researchers does not mean that the original poster intended it to be fully public. Privacy settings are not always clear, and how can we be sure that the ‘participant’ has agreed that their data have been freely made available to participate in the research? (These difficult issues will be addressed in Chapter 30, when we focus on key ethical issues in research, many of which relate to social media.)
Summary

Social media has become an important part of the way in which individuals communicate. Understanding the role of social media in research plays an important part in being an effective researcher in today’s business environment. This chapter has introduced the concept of social media as a set of technologies that exist throughout the web, rather than named platforms such as Facebook and Twitter. A broad range of sites can be classified as having elements of social media, leading to a wide range of opportunities for data collection. The core characteristic of social media can be seen as user-generated content, while social networks can be defined as a subset of social media focused on facilitating communication between individuals who have a pre-existing relationship.

Techniques for analysing social media can be split into passive and active research. While passive techniques, such as sentiment analysis, present the greatest potential for generating new insights, there are significant challenges in terms of researchers being able to access data. Active social media techniques leverage existing research techniques but position them in the context of social media. Perhaps unsurprisingly, given the growth in social media use among consumers, there has been a great deal of hype over the potential for social media research to provide new and valuable streams of data for analysis. However, the potential of social media research is hindered by a number of challenges, principally around the difficulty in accessing data as well as questions over participant willingness to accept researchers operating in what, to many, is the private space of social media. Despite these challenges the increasing importance of social media in consumers’ lives means that its importance in research activities is only likely to increase in coming years.

Questions

1. Describe the nature of social media research.
2. What is the difference between social media and social networks?
3. Evaluate the factors that have led to the growth of social media research.
4. What are the key differences between active and passive forms of social media research?
5. What is crowdsourcing? What are the advantages and disadvantages of this method?
6. What is gamification and how can gamification techniques be used to improve research?
7. What is an MROC? How does use of an MROC differ from passive approaches to research?
8. Why is analysing image data on social media important?
9. Discuss the key challenges relating to accessing social media data for research.
10. What is sentiment analysis? Why can automated sentiment analysis of social media be so difficult?
Exercises

1. In groups, discuss which online communities you are members of. Select one of these communities and consider the range of research issues that might be addressed using the data that are available.

2. Select a brand, product or service with which you are familiar and identify some discussions taking place about the organisation you have selected on a social media site (for example, Twitter). Looking at these data, identify any issues that might occur if attempting automated sentiment analysis on this text.

3. In small groups, discuss the following statement: ‘The information people post on social media is unreliable – it’s mostly people showing off and doesn’t reflect what they are really thinking or feeling.’

4. One of the fastest-growing content types on social media is video. Using the information in this chapter, as well as information on analysis covered previously in this text, consider the ways in which researchers could analyse video content on social media as part of a passive research strategy.

Notes
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Mobile devices are often the primary means through which individuals interact with the internet. Any methods used by marketing researchers must therefore be effective on mobile.
Objectives

After reading this chapter, you should be able to:

1. understand the scope of the term ‘mobile device’;
2. understand how mobile devices are impacting consumer behaviour;
3. evaluate key approaches to the use of mobile devices within marketing research;
4. discuss the benefits and issues associated with the collection of passive data from mobile devices;
5. consider the implications of a ‘mobile first’ strategy for research design;
6. evaluate the differences in response rates and quality between mobile and non-mobile platforms.

Overview

Mobile devices are ubiquitous; six out of every seven adults in the world use a mobile phone and mobile devices now outnumber people.\(^1\) Another statistic with resonance for marketing researchers is that in most developed countries the number of people who only have a mobile device is now greater than those who have a landline.\(^2\) In some countries the segment of the population that used only a mobile phone was dominant as far back as 2007,\(^3\) and in developing markets this trend is likely to only be more pronounced. However, the use of mobile devices for phone calls is only half the picture, as phone calls are no longer the main use of mobile devices – having been replaced by apps and use of the mobile internet. In terms of internet services, there is more usage of Facebook and Google on mobile devices than on laptops or desktop. Mobile has therefore become a key consideration in any marketing strategy and, as a result, has become of critical importance for marketing research.

If mobile devices are the primary means through which individuals interact with the internet, then it stands to reason that any methods used by marketing researchers must be effective on mobile devices. As a result, mobile research is not something that researchers do to reach a specific group – it needs to be considered in all forms of research. For example, if a link to take part in a survey is emailed to potential respondents it is likely that the email will be read on a mobile device. It is critical that the survey itself is designed and written with the mobile screen in mind.

This chapter addresses the role of mobile devices in marketing research by first building an understanding of what exactly we mean by the term ‘mobile device’ and how the ubiquity of these devices is impacting upon consumer behaviour. Although mobile devices are widely used in research, techniques can be broadly divided into quantitative passive techniques and (usually) qualitative active techniques. We explore both of these in this chapter, while also considering a number of important issues around response rates, quality of responses and the ways in which mobile devices may impact upon research designs themselves.

What is a mobile device?

While a mobile device might traditionally be thought of as synonymous with a mobile phone, the boundary between what is, and isn’t, a mobile device has become blurred as a result of the growth in tablets, phablets (devices bigger than traditional smartphones but smaller than tablets) and larger, laptop-replacement tablets. This raises the question of what counts as a mobile device? When Apple launched their first iPad Pro, the 32.7 centimetre display actually had larger dimensions than the Macbook Air laptop also being sold by the company at the time. At the other end of the spectrum, at least in terms of physical size, the growth in
smartwatches (such as the Apple Watch) and fitness wristbands means that we can’t necessarily assume that all mobile devices are phones. The boundaries of what a mobile device is, and isn’t, are therefore fluid. The key message here is that we need to set these boundaries through understanding of the types of behaviour that individuals use the mobile devices for, rather than a label ascribed by a manufacturer or brand. If we consider mobile devices in a general sense, they can be described as having the following characteristics:

1 **Mobile devices are portable and can therefore be carried.** It may be self-evident, but a key characteristic is that mobile devices need to be mobile. As mobile devices have grown in popularity there has been increasing discussion over the portability of these devices. When the original iPad came out in 2010, Mark Zuckerberg, Founder of Facebook, was quoted as saying: ‘iPad’s not mobile . . .It’s a computer. That’s a different thing.’4 This was based on a definition of mobile devices as only those that could be put in a pocket. As phones have got bigger and tablets smaller it has become clear that even those devices far too big to fit in most pockets can still be regarded as ‘portable’. Eric Bader, CMO of advertising network RadiumOne, provides an alternative way of thinking about this problem—it is consumers not the devices that can be considered as mobile:5

   ‘Mobile’ is not a description of a particular device; it’s a segment of consumers that are readily moving . . . As far as advertisers are concerned, much of the consumer behavior taking place on a tablet is similar to a smartphone, less the phone calling.

2 **Mobile devices are internet connected.** A second characteristic is that devices are capable of connecting to the internet anywhere. While laptops require a wired or WiFi connection, smartphones and tablets come with cellular connections enabling access to the internet anywhere where there is mobile reception. For marketing researchers this is important, as it means that research participants can be reached in a natural, everyday setting, rather than requiring them to be in their office or sitting at home. The growing reach of WiFi connections is starting to mean that cellular connections are not always required but, regardless of the technology, it is the ability to reach consumers any place, any time that is of critical importance to marketing research.

3 **Mobile devices are personal.**6 While mobile devices are technical devices they also play an important role in helping individuals form their own identities. It has even been argued that smartphones have taken on much of the role that cars once held as a means of self-expression.7 For example, research has indicated that use of mobile phones closely matches patterns of consumption in other parts of consumers’ lives in ways that have not been seen with traditional forms of technology, such as desktop computers.8 Mobile devices are not therefore just a piece of technology but a channel through which to provide valuable insights into consumers’ lives. At the same time, the personal nature of mobile devices makes it even more important that researchers respect and value participant privacy when carrying out mobile research.

4 **Mobile devices play a key part in the purchase process.** This goes beyond the act of browsing products and making a purchase, and extends into the decision-making and information-gathering phase that happens before purchases take place. One example that highlights the disruptive effect that mobile devices are having on consumer behaviour is the growth in ‘showrooming’. This refers to a type of behaviour whereby consumers will research a product in a physical store then go on to purchase it online. Research suggests that nearly a quarter of US consumers now use showrooming9, particularly in categories such as fashion or furniture, where the product needs to be seen in person. Although retailers accept that the role of the internet in a multichannel world is a fact of life,10 the impact of mobile devices has been particularly problematic. The issue for physical retailers is that they must carry the costs of the physical retail premises while at the same time having to compete with online retailers who have none of those costs, and can pass them
on to consumers in the means of lower prices. In addition, mobile devices are now becoming increasingly used as a payment mechanism themselves, such as with the ‘Apple Pay’ service. As a result of all these trends, mobile devices play an important role in developing a better understanding of consumer behaviour.

Real research

Mobile devices around the world

While smartphones are the most popular devices within Europe and North America, they should not be considered as universal. For example, when researching in an emerging market such as South Africa, using a survey that required a smartphone for completion would create a bias towards more affluent consumers. Although phone models used in emerging markets have some resemblance to high-end smartphones, together with similar level of internet connectivity, they make use of lower-power processors and typically have less storage and memory. According to Alistair Hill of OnDevice Research, this means that any use of these platforms must require less complicated surveys that do not require significant amounts of processing power. Working with these less-advanced mobile platforms may also mean that approaches requiring app downloads that are effective on high-end smartphones may not be appropriate.

Approaches to mobile research

Although the common ground with mobile research is that the participant is interacting with a mobile device, there is a diversity of ways in which these devices can be used. Some key approaches are as follows:

1 Survey research. Typically quantitative, the survey is completed on a mobile device. This may be when responses only come from mobile devices, or a mixed-mode approach where some responses are mobile and others from a desktop or laptop. This mixed-mode approach is increasingly common due to the difficulty in determining what device someone will complete a survey on, particularly when invitations to participate in research are sent via email.

2 Passive data. Research where the mobile device is the data-collection device. This can involve the installation of a specific app that can collect background data without interaction from the research participant. This is typically referred to as ‘passive data collection’. The most common data point that is collected via this method is geolocation data gained from the GPS sensor on phones, although other data points, including social media data, app use or even health information, are now becoming accessible via apps. This form of research carries with it a number of issues relating to ethics, particularly around informed consent, which are touched on later in the chapter.
3 Research Communities. As social media is now primarily a mobile activity, it is unsurprising that mobile platforms have become an important way of accessing market research online communities (MROCs). If research communities are to effectively capture the natural conversation that happens in offline environments, then by being available on a mobile device researchers will more easily access this activity. Research communities are often enabled by specific downloadable apps that have the advantage of providing passive data to the research (as with item 2). However, they can be as simple as online forums accessed through a web browser.

4 Mobile ethnography. Mobile devices increase the range of data that can be collected via ethnographic methods. This includes utilising the audio, video or photographic functionality of a mobile device to create rich descriptions of the lives of participants. The use of these techniques has become increasingly important among younger generations, who are more comfortable expressing themselves in visual ways rather than the text data on which many traditional research techniques depend. As highlighted with the example of Facebook later in this chapter, the use of mobile devices for research can be a powerful way of eliciting information from groups that might otherwise be reluctant to engage deeply with researchers.

5 SMS research. The popularity of SMS messaging has grown and ebbed as the nature of mobile devices has evolved. In the early era of mobile market research, where mobile devices had limited capabilities to access the internet, SMS messages were the only consistent way through which to reach participants (other than phoning them!). As internet-enabled smartphones became more widespread following the launch of the first iPhone in 2007, SMS messaging declined in popularity as more fully featured web-based options became available. More recently, text-based options have made a comeback as messaging becomes a key communications device. Text-based research methods have the advantage of immediacy and a potential response rate. At the same time, they are limited as to the length of questions and responses that can be gathered. In practical terms, only short responses are likely to be effective in terms of response rates. As a result, SMS messaging remains popular in terms of being the voice of customer research where suitable permission to contact has been established via a commercial relationship and a short answer can be given. For example, many Net Promoter Score-style questions gather answers via text messaging.

### Real Research

**SMS Diaries**

Diary research using a paper and pen is a long-established research technique. Diary techniques involve participants writing down reports on aspects of their social lives and events in a natural context. The diary is typically written in the location and context in which the event is happening, rather than an artificial ‘research’ context where a researcher is present. However, in a digital world where writing pen and paper diaries would not be considered a normal social activity for many people, what could be considered an appropriate equivalent for a digital audience? In other words, what is the modern equivalent of a paper diary?

A paper by Dublin-based marketing academic Louise Maguire outlined a study where SMS text messages were used to create a form of diary. Research participants were asked to send text messages before and after partaking in a set of pre-defined services – for example, having a meal at a restaurant, visiting a hairdresser or having a car repaired. Then, during these service events they were asked to send messages indicating emotions that were being experienced during the service ‘event’. Findings highlighted the way that
emotional experiences can change quickly during a service encounter, lurching from one extreme to another, as can be seen in this excerpt from the study:17

The text messages also allowed participants to inadvertently communicate how quickly their emotions changed during their service encounters, going from happy to angry in mere minutes – or less. The research participant . . . may not have been actively processing the fact that her emotions were changing so erratically, but the ‘time stamps’ on her text messages facilitated this finding.

20.37 pm: We’ve just arrived. Late. Our fault, we shouldn’t have driven. I’m really apprehensive that we won’t get our table now. I’ll be in even worse form if we can’t get our table. (Gaelle, 31 years, restaurant)

20.41 pm: Phew! We’re ok! We’re sitting down. Am so happy – and hungry!

20.50 pm: Am getting a bit annoyed. We’ve been here for, like, 10 minutes or something and no one has come over to take our order. We tried so hard to be on time and now they leave us waiting.

The study highlights the effectiveness of SMS diaries as a way to engage participants in ‘real time’ research. While length of text information gathered via SMS might be much shorter than that gathered from traditional diaries, they are more reflective of the modes of communications that match research participants’ behaviours and needs in a contemporary world.

Guidelines specific to mobile marketing research

While mobile research can be viewed as a new way of applying existing research techniques, there are number of characteristics that are specific to mobile research. The importance of mobile marketing is recognised by the provision of specific mobile marketing guidelines by the main professional bodies that represent marketing research. These guidelines are represented in two documents:

- ‘Mobile research guidelines’, jointly published by the MRS, CASRO (Council of American Survey Research Organizations) and AMRS (Australian Market & Social Research Society). It is available at: https://www.mrs.org.uk/standards/guidance/

These sets of guidelines are written for professional researchers and provide detailed, and helpful, advice for anyone considering carrying out mobile research. Although these are separate documents, they are largely complementary in terms of the advice they provide. These guidelines reflect the variety of ways in which mobile devices can be included in research, both for standalone research projects and as an integral part of existing research projects. The guidelines can be summarised as follows.

Downloading apps

Although mobile devices can access research activities, such as surveys or communities, via a web browser, it is increasingly common for mobile research to be carried out via an app download. Apps have become the dominant mechanism through which individuals interact
with web services through their mobile device. From the perspective of marketing researchers, apps provide a number of advantages over the participant accessing the research activity through a web browser.

Apps were once used as a means of providing more visually engaging and interactive content than could be made available via a web page. However, growth in technologies such as HTML5 and javascript has reduced the gap and most forms of content can now be delivered via a web browser. Where the gap now exists is in the level of data that can be gained by use of a mobile app that would not be accessible via a web page, particularly if background data collection was required. This includes location data and other forms of sensor data that might be available through the device. With appropriate permissions, an app can collect data even when a participant is not using an app. The use of apps therefore presents a unique set of technical and ethical challenges that require particular attention from researchers. This is reflected in the extensive set of guidelines for using apps for mobile research that is provided by ESOMAR and highlighted in the following table.\(^\text{18}\)

### Table 18.1 Guidelines for research with mobile apps

<table>
<thead>
<tr>
<th></th>
<th>Guidelines for research with mobile apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Researchers must not install software that modifies the mobile settings beyond what is necessary to conduct research and does not cause any conflicts with operating systems or cause other installed software to behave erratically or in unexpected ways</td>
</tr>
<tr>
<td>2</td>
<td>Researchers must not install software that is hidden within other software that may be downloaded or that is difficult to uninstall</td>
</tr>
<tr>
<td>3</td>
<td>Researchers must not install software that delivers advertising content, with the exception of software for the purpose of advertising testing</td>
</tr>
<tr>
<td>4</td>
<td>Researchers must not install upgrades to software without notifying users and giving the participant the opportunity to opt out</td>
</tr>
<tr>
<td>5</td>
<td>Researchers must not create a risk of exposing personal data during data transmission or storage</td>
</tr>
<tr>
<td>6</td>
<td>Researchers must not change the nature of any identification and tracking technologies without notifying the user</td>
</tr>
<tr>
<td>7</td>
<td>Researchers must notify the user of privacy practice changes relating to upgrades to the software</td>
</tr>
<tr>
<td>8</td>
<td>Researchers must not collect identifiable data that may be used by the app provider for non-research purposes</td>
</tr>
</tbody>
</table>

### Real research Mobile apps or native websites?

A key decision for researchers who are looking to deliver content or services via mobile platforms is whether to provide specific mobile apps or a native website. When smartphones were first launched, many thought that mobile apps were a stopgap, and would eventually be replaced by web browser access as phones became more powerful. This is because mobile apps were able to store many elements on the phone, as well as make greater use of the phones processor rather than relying on a website. On the other hand, mobile-optimised websites were dependent on powerful processors and were tied into the user interface limitations of the web. Over time, as web technologies became more powerful, it was assumed that the need for apps would go away.
Passive data collection

Passive data has traditionally been understood as the data that can automatically be collected without actively asking any questions. In other words, data that are collected without the participant being necessarily aware that the data are being collected at the specific moment of collection – although they may be aware in general terms that the data collection is taking place. In the context of mobile research, passive data collection is often focused on location data that can be returned by the GPS sensor available in most smartphones. When combined with other data collected by surveys, or other methods, understanding where a participant is, geographically, can help add a great deal of insight into their life. As smartphones and other mobile devices begin to encompass a broader range of sensors, the corresponding range of passive data sources that might be collected has increased. In addition to location data (also referred to as geolocation data), this might include data on usage of other apps, social media data or even health data. Although the collection of passive data can be carried out with consent from respondents, there are a number of ethical issues and potential legal issues around the collection of such data. (These are covered in detail in Chapter 30.)

Real research

Is passive data collection better?

One of the key questions around passive data collection is understanding when it should replace other forms of ‘active’ data collection. The reality is that passive data can provide different types of data from those collected actively. It is therefore not a straight replacement. Research has indicated that passive data collection can be much better than asking questions that relate to recall of online activity—for example which website has been visited. Due to the nature of passive data collection it is therefore more suited to the types of objective data that would be normally associated with poor recall by respondents.

Given this, researchers might believe that passive data collection comes with no practical cost. If the participant has agreed to take part in research then researchers might as well collect as many data points as is possible. However, passive data collection carries with it some limitations and some risks. The most significant is that passive data collection can only be legitimately collected from those who agree to their behaviour on their mobile device being monitored. Because of growing public concerns over privacy, combined with general issues over declining response rates, researchers should be aware that requiring passive data collection will make the sample less representative of a general population. This is because some research participants will decline to take part due to privacy concerns.
Calling respondents via telephone

While much of the focus in this chapter has been on the more ‘hi-tech’ elements of mobile research, it is important not to lose sight of the ways in which mobile technology might be important to more traditional forms of market research. One example is in telephone-based research, where participants are increasingly likely to be contacted via mobile phone. Even if researchers attempt to filter out telephone numbers that have ‘mobile’ area codes, this may not be accurate as many telecom providers enable landline calls to be forwarded to a mobile number. The researcher should also consider the likelihood of the call being made at an inappropriate time, or being received in an inappropriate place. The MRS/AMRS/CASRO ‘Mobile research guidelines’ highlight the scope of this issue:

Researchers may sometimes contact potential respondents who are engaged in an activity or in a setting not normally encountered in landline-based calling. This might include driving a vehicle, operating machinery, or walking in a public space. In such cases, the interviewer should confirm whether the potential respondent is in a situation where it is legal, safe and convenient for the potential respondent to take the call. If the interviewer does not receive confirmation, then the call should be terminated while allowing the possibility of making further attempts at another time.

Potential for costs to research participants

Researchers should be sure that there are no potential for costs to be incurred by research participants for taking part in a research project. If mobile apps are being downloaded there is the potential for additional data charges to be incurred if the research participant is not on a WiFi network. If the participant is travelling outside their home country, then these roaming charges could be potentially very large and the participant may also be charged for receiving a call when roaming. It is an important aspect of marketing research that research participants should not incur costs in taking part in research. Researchers should be mindful of the potential for unwanted and unnecessary charges when carrying out mobile research and take steps to avoid such charges from occurring.

Collecting photograph, video or audio data

Much of the potential associated with mobile research relates to the ability of mobile devices to capture non-text data. The ability for mobile devices to quickly capture image, video or audio data provides the potential for participants to provide much richer forms of data. Two examples of where these kinds of data are becoming integrated within marketing research are ethnography and mystery shopping. An example of video ethnography is given in the following case study of Facebook. Where video ethnography is being used, the researcher has less control over the extent to which research participants include third-parties within the research. This could increase the risk of personally identifiable information on an individual being collected (e.g. a photo of their face), which would in turn require formal consent to be gathered from that individual. Mystery shopping happens within a more controlled environment and therefore could allow for a more structured set of rules and guidelines to prevent these kinds of issues. Still, researchers must be careful to avoid the inadvertent collection of personal data while also making sure they do not record video in places where recording might normally be prohibited. As with text-based information, video collected that contains personally identifiable information should be anonymised, for example by editing out segments or pixelating faces. The same principles apply to audio, where recordings of private conversations, even inadvertently, could also lead to personally identifiable information being gathered.

Researchers should therefore take extra care when participants are using mobile devices to record audio or visual data to ensure that normal standards of privacy and consent are maintained.
Real research | Citizen journalism and video diaries on Facebook[^24]
---
Facebook wanted to build a better understanding of what was important to teens and young adults in the 13- to 24-year-old age group. This group is often seen as homogeneous, and Facebook needed to build a more detailed and granular understanding of the individuals who would represent the next generation of consumers.

Working with research agency Crowd DNA, an expert in cultural research, a range of research approaches were applied including a large-scale online survey and interviews of consumers across 13 key markets (Australia, Brazil, Canada, Denmark, France, Germany, India, Indonesia, Italy, Norway, Sweden, UK and the USA). A subset of this group was selected to take part in a form of citizen journalism to use their mobile devices to record short mobile video accounts of various aspects of their everyday lives, such as friends, family and their social and educational lives.

This technique, and the ability for it to enable participants to collect research data without being accompanied by a researcher, created a degree of candidness and depth that would not have been available from traditional techniques. Additionally, the importance of using visual rather than text-based methods to reach these demographics was highlighted by the researchers:[^25]

> people growing up today express themselves via a new visual vocabulary, often replacing the need for text. It’s important that brand content be in a language that young people speak and that language is increasingly visual. Our work highlighted the need for brands and marketers to think about assets that will resonate for an image-oriented generation.

Real research | Mobile diaries for an eBay Christmas[^26]
---
Online marketplace and retailer eBay needed to address an issue where it was missing out on last-minute shopping at Christmas in both Germany and the UK due to concerns over its ability to deliver products on time and customers’ fears of difficulties when returning products.

Working with research firm 2CV, eBay ran a piece of research where, using a mobile diary, research participants were asked to log each time they saw a Christmas deal, either online or in a physical store, note the details and state whether they made a purchase as a result of seeing the deal. This was combined with other research activity, including an MROC, that helped to build a better understanding of how consumers shop in advance of Christmas. Findings suggested that physical retail premises were still important for online shoppers and that despite strong performance in other areas, concerns around delivery and returns were still putting off customers. This feedback led to a number of improvements being taken by eBay to address these issues.

Key challenges in mobile research

**Building for a ‘mobile first’ world**

While mobile platforms create opportunities, they also create challenges for researchers seeking to apply existing techniques to mobile platforms. A strategy that managers have been encouraged to adopt when integrating mobile technologies into their business is to take a
‘mobile first’ approach. This contrasts with the older ‘desktop first’ approach, where brands first build for large-screen devices and then adapt or launch a separate service to reach a mobile audience. Mobile first puts the mobile-device user first and ensures that any activity aimed at customers is built with a mobile audience in mind. It could be argued that there is a strong case for mobile first to also be applied to the practice of marketing research. If research was to be designed on the assumption that research participants were primarily interacting with a mobile device, this would have a number of implications for carrying out research.

Take the example of survey research (although the following points may apply to any form of research):

- **Survey invitations.** Invitations to carry out research, if sent by email, will need to be readable by a mobile email client. The invitations should be sufficiently short and clear that they can be easily read on a mobile device. Design should be used that is responsive and will enable the key content to be read on a narrow-width screen.
- **Survey design.** Any survey should be easy to fill in on a mobile device so it is important to ensure that design elements are compatible with the screen size. This includes ensuring that the font is a readable size and that any design elements fit within the width of the mobile device. Many traditional elements of surveys, for example large numbers of radio buttons, take up a large amount of screen space and may not be practical within the limitations imposed by small screen size.
- **Survey Content.** Mobile devices have a number of limitations that are not solvable by changing the design. Put simply, small screens are not as good as large screens for reading and writing text. This means that overly long survey questions or accompanying text may render a survey difficult to complete. Similarly, asking for Likert scale-type questions, or even using emoticon-style faces, is likely to be easier to navigate on a touch-based user interface than asking research participants to type a paragraph of text in response to a question.

One of the more difficult issues with mobile first approaches is that even if we assume a mobile device is being used, we cannot predict the size of the screen. This could range from anything from a tiny screen on a device such as an Apple Watch to a large ‘phablet’ device with visual capabilities and resolutions approaching that of a laptop screen. Researchers should therefore adopt research designs that take an agnostic view of screen sizes and resolutions.

**Response quality in mobile market research**

While mobile research provides a number of advantages, these assume that participants are both willing and able to engage with research that is carried out on mobile devices. For example, in the case of a piece of mobile research requiring use of an app it could be argued that the level of engagement required to download and install an app is much greater than that to partake in a basic online survey.

It important to recognise that surveys that might be effective on desktop, or offline platforms, may simply not be effective on mobile devices. This is why viewing mobile devices as just another research channel underestimates the potential impact on both the response rates and the quality of responses. Mobile devices are not just a piece of technology, they are highly personal devices that also act as a signal of identity, so the implications of concerns over privacy and use of personal data are more prominent than with research in other channels. This was seen with the earlier example of passive data collection, where the inclusion of such data-collection approaches skews the sample towards those segments of the population who are more willing to give up part of their personal privacy.

Although research into response quality on mobile devices is a developmental area, there have been indications that screen size can impact response quality when very small screen sizes are being used (i.e. those more likely to be found on a smartphone rather than tablet-style devices).
Costs of research

Marketing research does not take place in a vacuum and researchers always need to be mindful of the budget they are working with. Gathering sufficient budget to carry out research is a constant challenge, with increasing pressure from managers for research to be carried out at lower cost. Researchers are competing not only with other budget priorities, for example expenditure on product development or marketing communications, but with other forms of research data that are perceived to be lower cost – or even free. For example, the increasing volume of secondary data available through analytics tools has created a very cost-effective ‘competitor’ to research based on the collection of primary data. Justifying the return-on-investment of a marketing research project is difficult as the types of insights that could be generated by a research project are unknown at the outset. This means that the realities of contemporary business life require budgetary considerations to be paramount when carrying out research projects. With this in mind, when planning mobile research researchers should be aware that it can take longer to carry out and cost more than online research. Of course, this expenditure may result in higher-quality insights being generated. Overall, it raises the importance of marketing researchers not just understanding how mobile techniques work, but also being able to convince those who are providing budget for a research project to do so.

Real research

Which produces better insights – mobile or online research?32

Although mobile has become a key part of consumer lives, research agencies can still be hesitant to use mobile techniques out of concern that clients may be unfamiliar with them, or concerned about their effectiveness.

A study by research technology firm uSamp compared the use of online techniques with that of mobile, exploring the following hypotheses:

- Mobile methodology is preferable for shopper/shopability studies because mobile technology can capture insights closer to the moment of purchase, and it can deliver point-of-sale truth via photographic evidence, rather than relying on memory recall of an online respondent.
- Mobile research delivers more granular responses in sensory evaluations on IHUTS than laptop/desktop, because recall bias is eliminated.
- Mobile delivers richer insights overall, including on open-ended questions.

The research was based on a study of UK and US consumers’ in-store purchasing of a range of leading-brand crisps (potato chips in the USA). Research participants either completed the survey on their mobile device or online on their PC/laptop browser. The research was run as a mini-diary approach, with completion on their mobiles while in-store. Online respondents were asked to complete their next phase ‘as soon as possible’ after the purchase.

Findings suggested that there was a much higher accuracy among participants responding on mobile devices because they were less reliant on recall. When triangulating answers, for example on where the products were stocked on shelves, online respondents were found to be often guessing the answers. This study highlights the value of mobile research, in that it enables consumers to provide data with in the context of the environment in which they are currently operating. The only downside that was found relating to the use of mobile devices was that respondents were likely to be less patient when it came to complicated or difficult-to-complete surveys.
A sub-category of mobile devices is the growing number of wearable devices – also known as ‘wearables’. Wearable devices range from glasses, such as the Google Glass, to smartwatches, such as the Apple Watch. Such devices have brought with them a great deal of interest from researchers convinced that they provide the potential for even richer and more detailed data than can be gathered from smartphone-based mobile devices. Crucially, wearable devices broaden the range of passive data that can be required. Wearable glasses could automatically take photos or video, while a smartwatch could monitor health information. Stephen Mellor, managing director of Clicked Research Agency, cautions against some of this early enthusiasm for wearable devices. Consumers remain confused about why they need to use the devices, and a focus on passive data collection is likely to create increased concerns over privacy and use of personal data. Nevertheless, this is a fast-emerging market and with major companies such as Google and Apple continuing to invest in wearable technology, this is an area on which researchers should keep an eye for the future.

This chapter has reviewed the importance and wide range of research activities that can be carried out with mobile devices. As mobile devices have become more common, they have inevitably become a part of the everyday practice of marketing research. While the reduction in screen size can result in a reduction in the willingness of participants to provide long and detailed survey responses, avenues are opened up for new forms of research. In the same way that understanding social media research is necessary to fully access the social lives of individuals in contemporary society, building knowledge of mobile marketing research is necessary to appreciate the mechanism through which people interact with internet services. To date, mobile marketing research has often been characterised as an additional or novel channel that only needs to be used for certain research projects. However, this could be seen as representative of the sort of command-and-control attitude that has become a common criticism of marketing research. Ultimately, it is not for the researcher to decide whether mobile platforms are the most appropriate device – it could be argued that it has already been decided by research participants voting with their feet, or perhaps their fingers! The future of mobile devices is at the centre of the connected hub, being the channel for social interaction, text messages, phone calls, internet access, photography, video, e-commerce and more. In other words, many of the core activities marketing researchers are interested in, together with the channels through which to reach participants, are now embedded within mobile devices. Understanding how to leverage mobile devices within marketing research is, in a digital world, a key facet of future success. Indeed, mobile devices should not be considered as a peripheral activity but instead might be thought of as the central point around which research activities should be designed.
Although smartphones are approaching a critical level of adoption among many consumer demographics, it has been argued that we have yet to see the potential for these devices to be put to their full use. The future of marketing research is likely to see increasingly innovative approaches being applied to the use of mobile techniques and technologies to generate valuable insights.

Questions

1. What do we mean by ‘mobile devices’? Where does the boundary lie between mobile and non-mobile devices?
2. What kind of research activity is SMS-based research appropriate for?
3. What does ‘mobile first’ mean for research designs?
4. Why do researchers need to be careful when carrying out telephone research with mobile devices?
5. What is passive data? Give some examples of types of passive data collection that can be carried out with mobile devices.
6. What are the advantages to the researcher of having an app for their MROC?
7. Why do researchers need to be careful when using mobile-based image or video functionality as part of a mystery shopping exercise?
8. What are the circumstances under which a researcher would use a mobile app rather than a mobile web browser?
9. What are wearables? How could they be used in marketing research?

Exercises

1. Critically discuss the extent to which you agree with the following statement: ‘In the near future mobile phones will be everywhere, all the time. This means that mobile research will be the only sort of research we need to think about.’
2. Working in groups, imagine that you are research participants. What forms of passive data would you be happy for a mobile app that you have downloaded as part of a market research online community to access on your phone?
3. Find a survey that is available on the web – either one that is public or one that you have created yourself. View the survey through a web browser on a smartphone and evaluate whether the survey is still effective. Consider both the design and the content of the survey.

Notes


Data integrity

Perhaps the most neglected series of activities in the marketing research process. Handled with care, data integrity can substantially enhance the quality of statistical results.
Decisions related to data integrity and analysis should not take place after data have been collected. Before the raw data contained in questionnaires can be subjected to statistical analysis, they must be converted into a form suitable for analysis. The suitable form and the means of analysis should be considered as a research design is developed. This ensures that the output of the analyses will satisfy the research objectives set for a particular project. The care exercised in the data integrity phase has a direct effect upon the quality of statistical results and, ultimately, the support offered to marketing decision makers. Paying inadequate attention to data integrity can seriously compromise statistical results, leading to biased findings and incorrect interpretation. Due to the computerised nature of contemporary research, most of the data integrity process and the quality checks inherent in this process are now completed automatically. Online modes that form the majority of surveys have in-built parameters to ensure the quality of data prepared for statistical analysis. Survey software helps researchers to perform quality checks at all stages of data integrity, whatever the mode of collection. With software developments, many researchers will not have to intervene manually in the data integrity process. However, it is important to understand what this process entails and what survey software does to monitor data quality. Even computerised surveys can suffer from issues with data integrity if the checks have not been appropriately built in at the design stage.

This chapter describes the data collection process, which begins with checking the questionnaires for completeness. Then we discuss the editing of data and provide guidelines for handling illegible, incomplete, inconsistent, ambiguous or otherwise unsatisfactory responses. We also describe coding, transcribing and data cleaning, emphasising the treatment of missing responses and statistical adjustment of data. We discuss the selection of a data analysis strategy and classify statistical techniques. The intra-cultural, pan-cultural and cross-cultural approaches to data analysis in carrying out marketing research across countries are explained.

We begin with an illustration of the data integrity process set in the context of a Formula One Racetrack study.
In a Formula One Racetrack Project, carried out by IFM Sports Marketing Surveys, the data were obtained by face-to-face and telephone interviews. As the questionnaire was developed and finalised, a preliminary plan was drawn up of how the findings could be analysed. The questionnaires were edited by a supervisor as they were being returned from Australia, Brazil, France, Germany, Italy, Japan, Spain and the UK. The questionnaires were checked for incomplete, inconsistent and ambiguous responses. Questionnaires with problematic responses were queried with supervisors in each of the eight countries. In some circumstances, the supervisors were asked to re-contact the participants to clarify certain issues. Thirty-five questionnaires were discarded because the proportion of incomplete or unsatisfactory responses rendered them too poor to use. This resulted in a final sample size of 2,050.

A codebook was developed for coding the questionnaires; this was done automatically as the questionnaire was designed using the SNAP software (www.snapsurveys.com). Data were transcribed by being directly keyed in as the telephone interview mode was conducted. In the face-to-face mode, data were transcribed using personal digital assistants (PDAs) as the interviews were conducted. The software has a built-in error check that identified out-of-range responses; 10% of the data were verified for other data entry errors. The data were cleaned by identifying logically inconsistent responses. Most of the rating information was obtained using five-point scales, so responses of 0, 6 and 7 were considered out of range and a code of 9 was assigned to missing responses. If an out-of-range response was keyed in, the SNAP software issued an audible warning and prohibited any continuation of data entry. New variables were created that were composites of original variables. Finally, a data analysis strategy was developed.

This example describes the various phases of the data integrity process. Note that the process was initiated while the fieldwork was still in progress. A systematic description of the data integrity process follows.

The data integrity process is shown in Figure 19.1. The entire process is guided by the preliminary plan of data analysis that was formulated in the research design phase. The first step is to check for acceptable questionnaires. This is followed by editing, coding and transcribing the data. The data are cleaned and a treatment for missing responses is prescribed. Often, after the stage of sample validation, statistical adjustment of the data may be necessary to make them representative of the population of interest. The researcher should then select an appropriate data analysis strategy. The final data analysis strategy differs from the preliminary plan of data analysis due to the information and insights gained since the preliminary plan was formulated. Data integrity should begin as soon as the first batch of questionnaires is received from the field, while the fieldwork is still going on. Thus, if any problems are detected, the fieldwork can be modified to incorporate corrective action.

**Editing**
A review of the questionnaires with the objective of increasing accuracy and precision.

**Coding**
Assigning a code to represent a specific response to a specific question, along with the data record and column position that the code will occupy.
Checking the questionnaire

The initial step in questionnaire checking involves reviewing all questionnaires to assess how well they have been completed, as illustrated in the following example.

Real research

Custom cleaning

According to Johan Harristhal of Gfk Custom Research (www.gfk.com/gfkcr), completed questionnaires from the field often have many small errors because of the inconsistent quality of interviewing. For example, qualifying responses are not circled, or skip patterns are not followed accurately. These small errors can be costly. When responses from such questionnaires are put onto a computer, Custom Research runs a cleaning program that checks for completeness and logic. Discrepancies are identified on a computer printout, which is checked by the tabulation supervisors. Once the errors are identified, appropriate corrective action is taken before data analysis is carried out. Custom Research has found that this procedure substantially increases the quality of statistical results.

Researchers do not just depend upon error checks at the data entry stage; checks should be made while fieldwork is still under way. If the fieldwork was contracted to a data collection agency, the researcher should make an independent check after it is over. A questionnaire returned from the field may be unacceptable for several reasons:
1 Parts of the questionnaire may be incomplete.

2 The pattern of responses may indicate that the participant did not understand or follow the instructions. For example, filter questions may not have been followed.

3 The responses show little variance. For example, a participant has ticked all 4s on a series of seven-point rating scales.

4 The returned questionnaire is physically incomplete: one or more pages is missing.

5 The questionnaire is received after a pre-established cut-off date.

6 The questionnaire is answered by someone who does not qualify for participation.

If quotas or cell group sizes have been imposed, the acceptable questionnaires should be classified and counted accordingly. Any problems in meeting the sampling requirements should be identified, and corrective action, such as conducting additional interviews in the under-represented cells, should be taken where this is possible, before the data are edited. Note that in online surveys, each of the above factors will usually be automatically monitored. Participants may not be allowed to continue with a survey if they leave gaps in their responses, or an error report may be automatically generated, such as when participants have a pattern of responses that demonstrates they have not read the instructions or engaged with the survey process.

Editing

Editing is the review of the questionnaires with the objective of increasing accuracy and precision. It consists of screening questionnaires to identify illegible, incomplete, inconsistent or ambiguous responses. Responses may be illegible if they have been poorly recorded. This is particularly common in questionnaires with a large number of unstructured questions. The replies must be legible if they are to be properly coded. Likewise, questionnaires may be incomplete to varying degrees. A few or many questions may be unanswered.

At this stage, the researcher makes a preliminary check for consistency. Certain obvious inconsistencies can be easily detected. For example, participants in a financial survey may have answered a whole series of questions relating to their perceptions of a particular bank, yet in other questions may have indicated that they have not used that particular bank or even heard of it.

Responses to unstructured questions may be ambiguous and difficult to interpret clearly. The answer may be abbreviated, or some ambiguous words may have been used. For structured questions, more than one response may be marked for a question designed to elicit a single response. Suppose that a participant circles 2 and 3 on a five-point rating scale. Does this mean that 2.5 was intended? To complicate matters further, the coding procedure may allow for only a single-digit response.

Treatment of unsatisfactory responses

Unsatisfactory responses are commonly handled by returning to the field to get better data, assigning missing values and discarding unsatisfactory participants:

- Returning to the field. Questionnaires with unsatisfactory responses may be returned to the field, where the interviewers re-contact the participants. This approach is particularly attractive for business and industrial marketing surveys, where the sample sizes are small and the participants are easily identifiable. The data obtained the second time, however,
may be different from those obtained during the original survey. These differences may be attributed to changes over time or differences in the mode of questionnaire administration (e.g. online versus a face-to-face interview).

- **Assigning missing values.** If returning the questionnaires to the field is not feasible, the editor may assign missing values to unsatisfactory responses. This approach may be desirable if: (1) the number of participants with unsatisfactory responses is small; (2) the proportion of unsatisfactory responses for each of these participants is small; or (3) the variables with unsatisfactory responses are not the key variables.

- **Discarding unsatisfactory participants.** In another approach, the participants with unsatisfactory responses are simply discarded. This approach may have merit when: (1) the proportion of unsatisfactory participants is small (less than 10%); (2) the sample size is large; (3) the unsatisfactory participants do not differ from satisfactory participants in obvious ways (e.g. demographics, product usage characteristics); (4) the proportion of unsatisfactory responses for each of these participants is large; or (5) responses on key variables are missing. Unsatisfactory participants may differ from satisfactory participants in systematic ways, however, and the decision to designate a participant as unsatisfactory may be subjective. Both these factors bias the results. If the researcher decides to discard unsatisfactory participants, the procedure adopted to identify these participants and their number should be reported, as in the following example.

### Real research

**Declaring ‘discards’**

In a cross-cultural survey of marketing managers from English-speaking African countries, questionnaires were mailed to 565 firms. A total of 192 completed questionnaires were returned, of which four were discarded because participants suggested that they were not in charge of overall marketing decisions. The decision to discard the four questionnaires was based on the consideration that the sample size was sufficiently large and the proportion of unsatisfactory participants was small.

### Coding

Many questionnaire design and data entry software packages code data automatically. Learning how to use such packages or even using spreadsheet packages means that the process of coding is now a much simpler task for the researcher. Many of the principles of coding are based on the days of data processing using ‘punched cards’. While there may be many data analysts who could present coherent cases for the use of original forms of data entry, the greater majority of researchers enjoy the benefits of a simpler, speedier and less error-prone form of data entry, using proprietary software packages. The nature and importance of
coding for qualitative data were introduced in Chapters 6 and 9. For quantitative data, which can include coping with open-ended responses or responses to ‘Other – Please State...’, it is still important to understand the principles of coding, as reference to the process is made by so many in the marketing research industry.

Coding means assigning a code, usually a number, to each possible answer to each question. For example, a question on the gender of participants may be assigned a code of 1 for females and 2 for males. For every individual question in a questionnaire, the researcher decides which codes should be assigned to all its possible answers.

If the question posed has only two possible answers, the codes assigned of 1 or 2 take up one digit space. If the question posed has 25 possible answers, such as ‘Apart from Formula One, what other sports do you follow on TV or through any other media?’, the possible answers and assigned codes of 1 to 25 would take up two digit spaces. The reason for focusing upon the digit spaces required for any particular question relates to an old convention in marketing research to record the answers from individual questionnaire participants in ‘flat ASCII files’. Such files were typically 80 columns wide. The columns would be set out into ‘fields’, i.e. assigned columns that relate to specific questions. Thus the task for the researcher after assigning codes to individual question responses was to set out a consecutive series of fields or columns. These fields would represent where the answers to particular questions would be positioned in the ASCII file. In each row of a computer file would be the coded responses from individual questionnaire participants. Each row is termed a ‘record’, i.e. all the fields that make up the response from one participant. All the attitudinal, behavioural, demographic and other classification characteristics of a participant may be contained in a single record.

Table 19.1 shows an extract from the Formula One Racetrack questionnaire and Table 19.2 illustrates the answers to these questions from a selection of participants as set out in codes, fields and records. The classification questions set out on Table 19.1 were placed at the start of the questionnaire, forming the ‘Screening’ part of the questionnaire. It is followed by the first question in the section on ‘Attitudes and Opinions towards F1’.

Question 2 has two possible answers, coded 1 to 2, that take up one digit space (there could be a space for ‘Refused’, to cope with the very rare occasions where the participants refuse to state their gender and the interviewer cannot discern their gender). Non-responses to gender and age questions are usually more prevalent in postal questionnaires. Question 3 has eight possible answers, coded 1 to 8, that take up one digit space. Question 4 has seven possible answers, coded 1 to 7, that take up one digit space. Note that if the actual number of Grands Prix viewed were entered (rather than a category), two digit spaces would be needed. Question 5 has 12 possible answers, which are coded 01 to 12, taking up two digit spaces. Note that to the right of each question is a number in parentheses. These numbers represent the first field positions of each question, as illustrated in Table 19.2.

<table>
<thead>
<tr>
<th>Table 19.1 Classification questions from the Formula One Racetrack survey</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question 1</strong> – Have you watched at least one hour of a Formula One race on television in the 2010 season? (5)</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td><strong>Question 2</strong> – Please enter gender (6)</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>
### Table 19.1

<table>
<thead>
<tr>
<th>Question 3 – Please could you tell me how old you are?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 18–24</td>
</tr>
<tr>
<td>2 25–29</td>
</tr>
<tr>
<td>3 30–34</td>
</tr>
<tr>
<td>4 35–39</td>
</tr>
<tr>
<td>5 40–44</td>
</tr>
<tr>
<td>6 45–49</td>
</tr>
<tr>
<td>7 50–55</td>
</tr>
<tr>
<td>8 Refused</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question 4 – Out of 16 Formula One Grands Prix held in the 2010 season, how many have you watched on television?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1–2</td>
</tr>
<tr>
<td>2 3–4</td>
</tr>
<tr>
<td>3 5–6</td>
</tr>
<tr>
<td>4 7–9</td>
</tr>
<tr>
<td>5 10–12</td>
</tr>
<tr>
<td>6 13–15</td>
</tr>
<tr>
<td>7 16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question 5 – Which one Formula One team do you support?</th>
</tr>
</thead>
<tbody>
<tr>
<td>01 Don’t have a favourite team</td>
</tr>
<tr>
<td>02 Don’t know</td>
</tr>
<tr>
<td>03 Ferrari</td>
</tr>
<tr>
<td>04 Force India-Mercedes</td>
</tr>
<tr>
<td>05 Lotus-Renault</td>
</tr>
<tr>
<td>06 McLaren-Mercedes</td>
</tr>
<tr>
<td>07 Renault</td>
</tr>
<tr>
<td>08 RBR Renault</td>
</tr>
<tr>
<td>09 Sauber</td>
</tr>
<tr>
<td>10 STR Ferrari</td>
</tr>
<tr>
<td>11 Williams Cosworth</td>
</tr>
<tr>
<td>12 Virgin Cosworth</td>
</tr>
</tbody>
</table>
In Table 19.2, the columns represent the fields and the rows represent the records of each participant. The field space 1–4 is used to record an assigned number to each participant. Table 19.3 illustrates how the same data may be entered using a spreadsheet. Each row represents an individual participant and each column represents the fields required to hold the response to an individual question. Note that there is a column that identifies a specific number attached to each record. Many survey analysis packages record a unique ID for each record so that, as the answers to an individual questionnaire are entered, the ID is automatically updated. However, if a unique ID is attached to each questionnaire before it is sent out (e.g. in a postal survey), the ID may be entered as a distinct field (see column A).

Coding is still required to identify the individual responses to individual questions. Spreadsheets are normally wide enough to allow an individual record to be recorded on one line, and they can be set up so that whoever is entering the data can clearly keep track of which questions relate to which columns. Spreadsheets can be used as a format to analyse data in a number of data analysis packages and so are very versatile. They do, however, have shortcomings. The next paragraph will go on to illustrate these.

In many surveys, multiple-response questions are widely used. An example of a multiple-response question is shown in Table 19.4, a question from the Formula One Racetrack survey, which examines participants’ perceptions of Formula One.

In essence, each of the options presented in question 8 is an individual ‘yes’ or ‘no’ question. In the example shown, the participant has replied ‘yes’ to the second, fifth, sixth and ninth variables. Using a spreadsheet, this question would be coded as shown in Table 19.5.
where the response in Table 19.4 is represented as ‘Record 1’. The ‘ticks’ have been coded as a ‘1’ to represent ‘yes’ and ‘0’ as ‘no’.

Entering data for multiple-response questions is a fairly simple task on a spreadsheet, provided that there are not so many of these question types in a survey. In the Formula One Race-track questionnaire there was one question related to which cars ‘belonged’ (owned, leased or a company car) to particular households. Had the open-ended question been closed into a

<table>
<thead>
<tr>
<th>Records</th>
<th>Individual fields in columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>AJ</td>
<td>Q8(1)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>...n</td>
<td>0</td>
</tr>
</tbody>
</table>
multiple-response question of 38 different car manufacturers, this would have meant a spreadsheet of 38 columns. Had the question gone beyond the manufacturer, e.g. Renault, to the type of Renault, e.g. Clio, the number of columns could have run to thousands. If participants had indicated that they had a Renault, this would mean finding the precise column to enter a ‘1’ and then 37 ‘0s’. This is a lengthy and potentially error-prone task. This is where proprietary questionnaire design and survey packages really hold many advantages, i.e. they make the data entry task very simple for multiple-response questions of any length and they check for errors. Again, the use of proprietary packages will be outlined at the end of this chapter.

**Codebook**

Regardless of the system used, a summary of the whole questionnaire, showing the position of the fields and the key to all the codes, should be produced. With proprietary software packages, this summary is created automatically as the questionnaire is designed. Such a summary is called a codebook. Table 19.6 shows an extract from the Formula One Racetrack codebook. The codebook shown is based upon using a spreadsheet to enter the data. Depending upon which type of data entry is used, the codebook style will change, but in essence the type of information recorded is the same.

<table>
<thead>
<tr>
<th>Column identifier</th>
<th>Question name</th>
<th>Question number</th>
<th>Coding instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Participant ID</td>
<td></td>
<td>Enter handwritten number from top right-hand corner of the questionnaire</td>
</tr>
<tr>
<td>B</td>
<td>Watched Formula One</td>
<td>1</td>
<td>Yes = ‘1’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No = ‘2’</td>
</tr>
<tr>
<td>C</td>
<td>Gender</td>
<td>2</td>
<td>Male = ‘1’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Female = ‘2’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Refused = ‘3’</td>
</tr>
<tr>
<td>D</td>
<td>Age band</td>
<td>3</td>
<td>Enter number as seen alongside ticked box:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18–24 = ‘1’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25–29 = ‘2’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30–34 = ‘3’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>35–39 = ‘4’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40–44 = ‘5’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>45–49 = ‘6’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50–55 = ‘7’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Refused = ‘8’</td>
</tr>
<tr>
<td>E</td>
<td>Viewing frequency</td>
<td>4</td>
<td>Enter number as seen alongside ticked box:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1–2 = ‘1’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3–4 = ‘2’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5–6 = ‘3’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7–9 = ‘4’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10–12 = ‘5’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13–15 = ‘6’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16 = ‘7’</td>
</tr>
</tbody>
</table>
A codebook contains instructions and the necessary information about the questions and potential answers in a survey. A codebook guides the ‘coders’ in their work and helps the researcher identify and locate the questions properly. Even if the questionnaire has been pre-coded, it is helpful to prepare a formal codebook. As illustrated in Table 19.6, a codebook generally contains the following information: (1) column identifier, (2) question name, (3) question number and (4) coding instructions.

**Coding open-ended questions**

The coding of structured questions, be they single or multiple choice, is relatively simple because the options are predetermined. The researcher assigns a code for each response to each question and specifies the appropriate field or column in which it will appear; this is termed ‘pre-coding’. The coding of unstructured or open-ended questions is more complex; this is termed ‘post-coding’. Participants’ verbatim responses are recorded on the questionnaire. One option the researcher has is to go through all the completed questionnaires, list the verbatim responses and then develop and assign codes to these responses. Another option that is allowed on some data entry packages is to enter the verbatim responses directly onto the computer, allowing a print-off of the collective responses and codes to be assigned before all of the questionnaires have been entered. The coding process here is similar to the process of assigning codes in the analysis of qualitative data, as described in Chapter 9. The verbatim responses to 1,000 questionnaires may generate 1,000 different answers. The words may be different but the essence of the response may mean that 20 issues have been addressed. The researcher decides what those 20 issues are, names the issues and assigns codes from 1 to 20, and then goes through all the 1,000 questionnaires to enter the code alongside the verbatim response.

The following guidelines are suggested for coding unstructured questions and questionnaires in general. Category codes should be mutually exclusive and collectively exhaustive. Categories are mutually exclusive if each response fits into one and only one category code. Categories should not overlap. Categories are collectively exhaustive if every response fits into one of the assigned category codes. This can be achieved by adding an additional category code of ‘other’ or ‘none of the above’. An absolute maximum of 10% of responses should fall into the ‘other’ category; the researcher should strive to assign all responses into meaningful categories. Category codes should be assigned for critical issues even if no one has mentioned them. It may be important to know that no one has mentioned a particular response. For example, a car manufacturer may be concerned about its new website design. In a question ‘How did you learn about the new Renault Clio?’, key responses such as ‘Google’ or ‘Facebook’ should be included as a distinct category, even if no participants gave these answers.

**Transcribing**

Transcribing data involves keying the coded data from the collected questionnaires into computers. If the data have been collected online or via CATI or CAPI, this step is unnecessary because the data are entered directly into the computer as they are collected. Besides the direct keying of data, they can be transferred by using optical recognition, digital technologies, bar codes or other technologies (see Figure 19.2).

Optical character recognition programs transcribe handwritten text onto computer files. Optical scanning is a data transcribing process by which answers recorded on computer-readable forms are scanned to form a data record. This requires responses to be recorded in a pre-designated area and for a device then to read that response. A more flexible process is optical mark recognition, where a spreadsheet type of interface is used to read and process forms created by users. These mark-sensed forms are then processed by optical scanners and the data are stored in a computer file. Digital technology has resulted in computerised sensory analysis systems, which automate the data collection process. The questions appear on a computerised grid.
pad, and responses are recorded directly into the computer using a sensing device. Field interviewers use iPads, notebook computers, or other mobile devices to record responses, which are then sent via a built-in communication modem, wireless or cellular link directly to another computer in the field or to a remote location. Bar codes involve direct machine reading of the codes and simultaneous transcription. Many national censuses use bar codes to identify participants.

Several other technologies may also be used to transcribe the data. Voice recognition and voice response systems can translate recorded voice responses into data files. For example, advanced speech recognition software is available for both Windows and MacOS systems that can be used to transcribe data by speaking into a microphone. However, accuracy with such software requires the software to become familiar and ‘trained’ with a specific voice, which can take some time to master. When online, CATI or CAPI modes are employed and data are verified as they are collected. In the case of inadmissible responses, the computer will prompt the interviewer or participant. In the case of admissible responses, the interviewer or the participant can see the recorded response on the screen and verify it before proceeding.

The selection of a data transcription method is guided by the type of interviewing method used and the availability of technology. If online, CATI or CAPI modes are used and the replies are entered directly into the computer. Entry via a computer is most frequently used for ordinary telephone, home and street interviewing and postal surveys. However, the use of digital technology in face-to-face interviews is growing with the increasing use of handheld mobile devices (see Chapter 18). Optical scanning can be used in structured and repetitive surveys, and mark-sensed forms are used in special cases. The following example illustrates the use of scanned data and the advantage it can have over keypunching.

**Real research**

**Scanning the seas**

Princess Cruises (www.princess.com) carries more than a million passengers a year. Princess wished to know what passengers thought of the cruise experience, but wanted to determine this information in a cost-effective way. A scannable questionnaire was developed that allowed the cruise line to transcribe the data quickly from thousands of responses, thus expediting data integrity and analysis. The questionnaire was designed and distributed to measure customer satisfaction on all voyages. In addition to saving time as compared with
keypunching, scanning also increased the accuracy of survey results. The Senior Researcher for Princess Cruises, Jamie Goldfarb, commented:

> When we compared the data files from the two methods, we found that although the scanned system occasionally missed marks because they had not been filled in properly, the scanned data was still more accurate than the keypunched file.

A monthly report with analyses based upon cruise destination and ship was produced. This report identified any specific problems that had been noticed, and steps were taken to make sure these problems were addressed.

### Cleaning the data

**Data cleaning** includes consistency checks and treatment of missing responses. Even though preliminary consistency checks have been made during editing, the checks at this stage are more thorough and extensive, because they are made by computer.

### Consistency checks

**Consistency checks** identify data that are out of range or logically inconsistent, or have extreme values. Out-of-range data values are inadmissible and must be corrected. For example, participants may be asked to express their degree of agreement with a series of lifestyle statements on a 1–5 scale. Assuming that 9 has been designated for missing values, data values of 0, 6, 7 and 8 would be out of range. Computer packages can be programmed to identify out-of-range values for each variable and will not progress to another variable within a record until a value in the set range is entered. Other packages can be programmed to print out the participant code, variable code, variable name, record number, column number and out-of-range value. This makes it easy to check each variable systematically for out-of-range values. The correct responses can be determined by going back to the edited and coded questionnaire.

Responses can be logically inconsistent in various ways. For example, participants may indicate that they charge long-distance calls to a calling card from a credit card company, although they do not have such a credit card. Alternatively, participants might report both unfamiliarity with and frequent usage of the very same product. The necessary information (participant code, variable code, variable name, record number, column number and inconsistent values) can be printed to locate these responses and to take corrective action.

Finally, extreme values should be closely examined. Not all extreme values result from errors, but they may point to problems with the data. For example, in the Formula One Racetrack survey, participants were asked to name the manufacturer of the cars that ‘belonged’ to their households. Certain participants recorded 10 or more cars. In these circumstances the extreme values can be identified and the actual figure validated in many cases by re-contacting the participant.

### Treatment of missing responses

**Missing responses** represent values of a variable that are unknown, either because participants provided ambiguous answers or because their answers were not properly recorded. Treatment of missing responses poses problems, particularly if the proportion of missing responses is more than 10%. The following options are available for the treatment of missing responses:
1 Substitute a neutral value. A neutral value, typically the mean response to the variable, is substituted for the missing responses. Thus, the mean of the variable remains unchanged, and other statistics such as correlations are not affected much. Although this approach has some merit, the logic of substituting a mean value (say 4) for participants who, if they had answered, might have used either high ratings (6 or 7) or low ratings (1 or 2) is questionable.\textsuperscript{11}

2 Substitute an imputed response. The participants’ pattern of responses to other questions is used to impute or calculate a suitable response to the missing questions. The researcher attempts to infer from the available data the responses that the individuals would have given if they had answered the questions. This can be done statistically by determining the relationship of the variable in question to other variables based on the available data. For example, product usage could be related to household size for participants who have provided data on both variables. Given that participant’s household size, the missing product usage response for a participant could then be calculated. This approach, however, requires considerable effort and can introduce serious bias. Sophisticated statistical procedures have been developed to calculate imputed values for missing responses.\textsuperscript{12}

### Real research

**Imputation increases integrity\textsuperscript{13}**

A project was undertaken to assess the willingness of households to implement the recommendations of an energy audit (dependent variable) having been given the financial implications (independent variables). Five financial factors were used as independent variables and they were manipulated at known levels. The values of these factors were always known by virtue of the design adopted. However, several values of the dependent variable were missing. These missing values were replaced with imputed values. The imputed values were statistically calculated, given the corresponding values of the independent variables. The treatment of missing responses in this manner greatly increased the simplicity and validity of subsequent analysis.

3 **Casewise deletion.** In casewise deletion, cases or participants with any missing responses are discarded from the analysis. Because many participants may have some missing responses, this approach could result in a small sample. Throwing away large amounts of data is undesirable because it is costly and time-consuming to collect data. Furthermore, participants with missing responses could differ from participants with complete responses in systematic ways. If so, casewise deletion could seriously bias the results.

4 **Pairwise deletion.** In pairwise deletion, instead of discarding all cases with any missing responses, the researcher uses only the cases or participants with complete responses for each calculation. As a result, different calculations in an analysis may be based on different sample sizes. This procedure may be appropriate when: (1) the sample size is large; (2) there are few missing responses; and (3) the variables are not highly related. However, this procedure can produce unappealing or even infeasible results.

The different procedures for the treatment of missing responses may yield different results, particularly when the responses are not missing at random and the variables are related. Hence, missing responses should be kept to a minimum. The researcher should carefully consider the implications of the various procedures before selecting a particular method for the treatment of non-response.
Statistically adjusting the data

Procedures for statistically adjusting the data consist of weighting, variable respecification and scale transformation. These adjustments are not always necessary but can enhance the quality of data analysis.

Weighting

In weighting, each case or participant in the database is assigned a weight to reflect its importance relative to other cases or participants. The value 1.0 represents the unweighted case. The effect of weighting is to increase or decrease the number of cases in the sample that possess certain characteristics. (See Chapter 15, which discussed the use of weighting to adjust for non-response bias.)

Weighting is most widely used to make the sample data more representative of a target population on specific characteristics. For example, it may be used to give greater importance to cases or participants with higher-quality data. Another use of weighting is to adjust the sample so that greater importance is attached to participants with certain characteristics. If a study is conducted to determine what modifications should be made to an existing product, the researcher might want to attach greater weight to the opinions of heavy users of the product. This could be accomplished by assigning weights of 3.0 to heavy users, 2.0 to medium users and 1.0 to light users and non-users. Because it destroys the self-weighting nature of the sample design, weighting should be applied with caution. If used, the weighting procedure should be documented and made a part of the project report.

Real research

Determining the weight of community centre users

A postal survey was conducted in the Scottish city of Edinburgh to determine the patron-age of a community centre. The resulting sample composition differed in age structure from the area population distribution, as compiled from recent census data. Therefore, the sample was weighted to make it representative in terms of age structure. The weights applied were determined by dividing the population percentage by the corresponding sample percentage. The distribution of age structure for the sample and population, as well as the weights applied, are given in the following table.

<table>
<thead>
<tr>
<th>Age group percentage</th>
<th>Sample percentage</th>
<th>Population</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>13–18</td>
<td>4.32</td>
<td>6.13</td>
<td>1.42</td>
</tr>
<tr>
<td>19–24</td>
<td>5.89</td>
<td>7.45</td>
<td>1.26</td>
</tr>
<tr>
<td>25–34</td>
<td>12.23</td>
<td>13.98</td>
<td>1.14</td>
</tr>
<tr>
<td>35–44</td>
<td>17.54</td>
<td>17.68</td>
<td>1.01</td>
</tr>
<tr>
<td>45–54</td>
<td>14.66</td>
<td>15.59</td>
<td>1.06</td>
</tr>
<tr>
<td>55–64</td>
<td>13.88</td>
<td>13.65</td>
<td>0.98</td>
</tr>
<tr>
<td>65–74</td>
<td>15.67</td>
<td>13.65</td>
<td>0.87</td>
</tr>
<tr>
<td>75 plus</td>
<td>15.81</td>
<td>11.87</td>
<td>0.75</td>
</tr>
<tr>
<td>Totals</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
</tr>
</tbody>
</table>

Age groups under-represented in the sample received higher weights, whereas over-represented age groups received lower weights. Thus, the data for a participant aged 13–18 would be overweighted by multiplying by 1.42, whereas the data for a participant aged 75 plus would be underweighted by multiplying by 0.75.
Variable respecification

Variable respecification involves the transformation of data to create new variables or to modify existing variables. The purpose of respecification is to create variables that are consistent with the objectives of the study. For example, suppose that the original variable was product usage, with 10 response categories. These might be collapsed into four categories: heavy, medium, light and non-user. Or the researcher may create new variables that are composites of several other variables. For example, the researcher may create an index of information search (ISS), which is the sum of information new car customers seek from dealers, promotional sources, online and other independent sources. Likewise, one may take the ratio of variables. If the number of purchases at a clothes shop ($X_1$) and the number of purchases where a credit card was used ($X_2$) have been measured, the proportion of purchases charged to a credit card can be a new variable, created by taking the ratio of the two ($X_2/X_1$). Other respecifications of variables include square root and log transformations, which are often applied to improve the fit of the model being estimated.

An important respecification procedure involves the use of dummy variables for respecifying categorical variables. Dummy variables are also called binary, dichotomous, instrumental or qualitative variables. They are variables that may take on only two values, such as 0 or 1. The general rule is that to respecify a categorical variable with $K$ categories, $K - 1$ dummy variables are needed. The reason for having $K - 1$, rather than $K$, dummy variables is that only $K - 1$ categories are independent. Given the sample data, information about the $K$th category can be derived from information about the other $K - 1$ categories. Consider gender, a variable having two categories. Only one dummy variable is needed. Information on the number or percentage of males in the sample can be readily derived from the number or percentage of females. The following example further illustrates the concept of dummy variables.

### Dummy variables

A respecification procedure using variables that take on only two values, usually 0 or 1.

### Variable respecification

The transformation of data to create new variables or the modification of existing variables so that they are more consistent with the objectives of the study.

---

**Real research**

*‘Frozen’ consumers treated as dummies*

In a survey of consumer preferences for frozen foods, the participants were classified as heavy users, medium users, light users and non-users, and they were originally assigned codes of 4, 3, 2 and 1, respectively. This coding was not meaningful for several statistical analyses. To conduct these analyses, product usage was represented by three dummy variables, $X_1$, $X_2$ and $X_3$, as shown in the table.

<table>
<thead>
<tr>
<th>Product usage</th>
<th>Original variable code</th>
<th>Dummy variable code category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$X_1$</td>
</tr>
<tr>
<td>Non-users</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Light users</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Medium users</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Heavy users</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

Note that $X_1 = 1$ for non-users and 0 for all others. Likewise, $X_2 = 1$ for light users and 0 for all others, and $X_3 = 1$ for medium users and 0 for all others. In analysing the data, $X_1$, $X_2$ and $X_3$ are used to represent all user/non-user groups.
**Scale transformation**

*Scale transformation* involves a manipulation of scale values to ensure comparability with other scales or to otherwise make the data suitable for analysis. Frequently, different scales are employed for measuring different variables. For example, image variables may be measured on a seven-point semantic differential scale, attitude variables on a continuous rating scale and lifestyle variables on a five-point Likert scale. Therefore, it would not be meaningful to make comparisons across the measurement scales for any participant. To compare attitudinal scores with lifestyle or image scores, it would be necessary to transform the various scales. Even if the same scale is employed for all the variables, different participants may use the scale differently. For example, some participants consistently use the upper end of a rating scale whereas others consistently use the lower end. These differences can be corrected by appropriately transforming the data, as illustrated in the following example.

**Health care services: transforming consumers**

In a study examining preference segmentation of health care services, participants were asked to rate the importance of 18 factors affecting preferences for hospitals on a three-point scale (very, somewhat, or not important). Before analysing the data, each individual’s ratings were transformed. For each individual, preference responses were averaged across all 18 items. Then this mean was subtracted from each item rating, $X_i$, and a constant, $C$, was added to the difference. Thus, the transformed data, $X_t$, were obtained by:

$$X_t = X_i - \bar{X} + C$$

Subtraction of the mean value corrected for any uneven use of the importance scale. The constant, $C$, was added to make all the transformed values positive, since negative importance ratings are not meaningful conceptually. This transformation was desirable because some participants, especially those with low incomes, had rated almost all the preference items as very important. Others, high-income participants in particular, had assigned the very important rating to only a few preference items. Thus, subtraction of the mean value provided a more accurate idea of the relative importance of the factors.

In this example, the scale transformation is corrected only for the mean response. A more common transformation procedure is **standardisation**. To standardise a scale, $X_i$, we first subtract the mean, $\bar{X}$ from each score and then divide by the standard deviation, $s_x$. Thus, the standardised scale will have a mean of 0 and a standard deviation of 1. This is essentially the same as the calculation of $z$ scores (see Chapter 15). Standardisation allows the researcher to compare variables that have been measured using different types of scales. Mathematically, standardised scores, $z_i$, may be obtained as:

$$z_i = \frac{(X_i - \bar{X})}{S}$$

**Selecting a data analysis strategy**

The process of selecting a data analysis strategy is described in Figure 19.3. The selection of a data analysis strategy should be based on the earlier steps of the marketing research process, known characteristics of the data, properties of statistical techniques and the background and philosophy of the researcher.
Data analysis is not an end in itself. Its purpose is to produce information that will help address the problem at hand and support effective decision making. The selection of a data analysis strategy must begin with a consideration of the earlier steps in the research process: problem definition (step 1), development of an approach (step 2) and research design (step 3). The preliminary plan of data analysis prepared as part of the research design should be used to facilitate a richer engagement and understanding of meaning that may lie within collected data. Changes in analysis techniques may be necessary in the light of additional information generated in subsequent stages of the research process.

The next step is to consider the known characteristics of the data. The measurement scales used exert a strong influence on the choice of statistical techniques (see Chapter 12). In addition, the research design may favour certain techniques. For example, analysis of variance (see Chapter 21) is suited for analysing experimental data from causal designs. The insights into the data obtained during data integrity can be valuable for selecting a strategy for analysis.

It is also important to take into account the properties of the statistical techniques, particularly their purpose and underlying assumptions. Some statistical techniques are appropriate for examining differences in variables, others for assessing the magnitudes of the relationships between variables, and still others for making predictions. The techniques also involve different assumptions, and some techniques can withstand violations of the underlying assumptions better than others. A classification of statistical techniques is presented below.

Finally, the researcher’s background and philosophy affect the choice of a data analysis strategy. The experienced, statistically trained researcher will employ a range of techniques, including advanced statistical methods. Researchers differ in their willingness to make assumptions about the variables and their underlying populations. Researchers who are conservative about making assumptions will limit their choice of techniques to distribution-free methods. In general, several techniques may be appropriate for analysing the data from a given project.

A classification of statistical techniques

Statistical techniques can be classified as univariate or multivariate. Univariate techniques are appropriate when there is a single measurement of each element in the sample, or when there are several measurements on each element, when each variable is analysed in isolation. Multivariate techniques are suitable for analysing data when there are two or more measurements on each element and the variables are analysed simultaneously. Multivariate techniques are concerned with the simultaneous relationships among two or more phenomena.
more phenomena. Multivariate techniques differ from univariate techniques in that they shift the focus away from the levels (averages) and distributions (variances) of the phenomena, concentrating instead on the degree of relationships (correlations or covariances) among these phenomena. The univariate and multivariate techniques are described in detail in Chapters 20 to 26, but here we show how the various techniques relate to each other in an overall scheme of classification.

Univariate techniques can be further classified based on whether the data are metric or non-metric (as introduced in Chapter 12). Metric data are measured on an interval or ratio scale, whereas non-metric data are measured on a nominal or ordinal scale. These techniques can be further classified based on whether one, two or more samples are involved. It should be noted that the number of samples is determined by how the data are treated for the purpose of analysis, not how the data were collected. For example, the data for males and females may well have been collected as a single sample, but if the analysis involves an examination of gender differences, two samples will be used. The samples are independent samples if they are drawn randomly from different populations. For the purpose of analysis, data pertaining to different groups of participants, e.g. males and females, are generally treated as independent samples. On the other hand, the samples are paired samples when the data for the two samples relate to the same group of participants.

For metric data, when there is only one sample, the \( z \) test and the \( t \) test can be used. When there are two or more independent samples, the \( z \) test and \( t \) test can be used for two samples, and one-way analysis of variance (one-way ANOVA) can be used for more than two samples. In the case of two or more related samples, the paired \( t \) test can be used. For non-metric data involving a single sample, frequency distribution, chi-square, Kolmogorov–Smirnov (K–S), runs and binomial tests can be used. For two independent samples with non-metric data, the chi-square, Mann–Whitney, median, K–S and Kruskal–Wallis one-way analysis of variance (K–W ANOVA) can be used. In contrast, when there are two or more related samples, the sign, Wilcoxon, McNemar and chi-square tests should be used (see Figure 19.4).

---

**Figure 19.4**

A classification of univariate techniques

---

**Metric data**
Data that are interval or ratio in nature.

**Non-metric data**
Data derived from a nominal or ordinal scale.

**Independent samples**
The samples are independent if they are drawn randomly from different populations.

**Paired samples**
The samples are paired when the data for the two samples relate to the same group of participants.
Multivariate statistical techniques can be classified as dependence techniques or interdependence techniques (see Figure 19.5). **Dependence techniques** are appropriate when one or more variables can be identified as dependent variables and the remaining ones as independent variables. When there is only one dependent variable, cross-tabulation, analysis of variance and covariance, multiple regression, two-group discriminant analysis and conjoint analysis can be used. If there is more than one dependent variable, however, the appropriate techniques are multivariate analysis of variance and covariance, canonical correlation and multiple discriminant analysis. In **interdependence techniques**, the variables are not classified as dependent or independent; rather, the whole set of interdependent relationships is examined. These techniques focus on either variable interdependence or interobject similarity. The major technique for examining variable interdependence is factor analysis. Analysis of interobject similarity can be conducted by cluster analysis and multidimensional scaling.  

**Figure 19.5**

A classification of multivariate techniques

**Data integrity across countries and cultures**

Data analysis can be conducted at three levels: (1) individual; (2) within country or cultural unit; and (3) across countries or cultural units. Individual-level analysis requires that the data from each participant be analysed separately. For example, one might compute a correlation coefficient or run a regression analysis for each participant. This means that enough data must be obtained from each individual to allow analysis at the individual level, which is often not feasible. Yet it has been argued that, in international marketing or cross-cultural research, the researcher should possess a sound knowledge of the consumer in each culture. This can best be accomplished by individual-level analysis.

In within-country or cultural unit analysis, the data are analysed separately for each country or cultural unit. This is also referred to as **intra-cultural analysis**. This level of analysis is quite similar to that conducted in domestic marketing research. The objective is to gain an understanding of the relationships and patterns existing in each country or cultural unit. In across-countries analysis, the data from all the countries are analysed simultaneously. Two
approaches to this method are possible. The data for all participants from all the countries can be pooled and analysed. This is referred to as **pan-cultural analysis**. Alternatively, the data can be aggregated for each country, and then these aggregate statistics can be analysed. For example, one could compute the means of variables for each country, and then compute correlations on these means. This is referred to as **cross-cultural analysis**. The objective of this level of analysis is to assess the comparability of findings from one country to another. The similarities as well as the differences between countries should be investigated. When examining differences, not only differences in means but also differences in variance and distribution should be assessed. All the statistical techniques that have been discussed in this text can be applied to within-country or across-countries analysis and, subject to the amount of data available, to individual-level analysis as well.  

### Pan-cultural analysis
Across-countries analysis in which the data for all participants from all the countries are pooled and analysed.

### Cross-cultural analysis
A type of across-countries analysis in which the data could be aggregated for each country and these aggregate statistics analysed.

---

**Real research**

**A worldwide scream for ice cream**

Over half the sales of Häagen-Dazs (www.haagen-dazs.com), the US ice cream manufacturer, come from markets outside the USA. Its sales across Europe and Asia have increased at a phenomenal rate. Marketing research has played a key role in the success of this brand. Research conducted in several European countries (e.g. the UK, France and Germany) and several Asian countries (e.g. Japan, Singapore and Taiwan) revealed that consumers were hungry for a high-quality ice cream with a high-quality image and were willing to pay a premium price for it. These consistent findings emerged after the price of ice cream in each country was standardised to have a mean of zero and a standard deviation of unity. Standardisation was desirable because the prices were specified in different local currencies and a common basis was needed for comparison across countries. Also, in each country, the premium price had to be defined in relation to the prices of competing brands. Standardisation accomplished both of these objectives. Based on these findings, Häagen-Dazs first introduced the brand at a few high-end retailers; it then built company-owned stores in high-traffic areas; and finally it rolled into convenience stores and supermarkets. It maintained the premium-quality brand name by starting first with a few high-end retailers. It also supplied free freezers to retailers. Hungry for quality products, consumers in the new markets paid double or triple the price of home brands. Häagen-Dazs remains popular, although faced with intense competition and health-conscious consumers.

---

**Practise data analysis with SPSS**

We have developed demonstration movies that give step-by-step instructions to run all the SPSS examples that are discussed in this text. These demonstrations can be downloaded from the website for this book. The instructions for running these demonstrations are given in Exhibit 19.2 below. The step-by-step instructions for running the various SPSS examples are also illustrated in screen captures with appropriate notes. These screen captures can be downloaded from the website for this book.

**SPSS for Windows or Mac**

Using the Base module of SPSS, out-of-range values can be selected using the SELECT IF command. These cases, with the identifying information (subject ID, record number, variable name and variable value) can then be printed using the LIST or PRINT commands. The
PRINT command will save active cases to an external file. If a formatted list is required, the SUMMARIZE command can be used.

SPSS Data Entry can facilitate data integrity. You can verify that participants have answered completely by setting rules. These rules can be used on existing data sets to validate and check the data, whether or not the questionnaire used to collect the data was constructed in Data Entry. Data Entry allows you to control and check the entry of data through three types of rules: validation, checking and skip and fill rules. Although the missing values can be treated within the context of the Base module, SPSS Missing Values Analysis can assist in diagnosing missing values with estimates. TextSmart by SPSS can help in the coding and analysis of open-ended responses.

Creating a variable called Overall Evaluation

We illustrate the use of the Base module in creating new variables and recoding existing ones using the data of Exhibit 19.1. We want to create a variable called Overall Evaluation (Overall) that is the sum of the ratings on quality, quantity, value and service. Thus:

\[
\text{Overall} = \text{Quality} + \text{Quantity} + \text{Value} + \text{Service}
\]

These steps are as follows:

1. Select TRANSFORM.
2. Click COMPUTE VARIABLE.
3. Type ‘overall’ in the TARGET VARIABLE box.
4. Click ‘quality’ and move it to the NUMERIC EXPRESSIONS box.
5. Click the ‘+’ sign.
6. Click ‘quantity’ and move it to the NUMERIC EXPRESSIONS box.
7. Click the ‘+’ sign.
8. Click ‘value’ and move it to the NUMERIC EXPRESSIONS box.
9. Click the ‘+’ sign.
10. Click ‘service’ and move it to the NUMERIC EXPRESSIONS box.
11. Click TYPE & LABEL under the TARGET VARIABLE box and type ‘Overall Evaluation’. Click CONTINUE.
12. Click OK.

Recoding to create new variable called Recoded Income

We also want to illustrate the recoding of variables to create new variables. Income category 1 occurs only once and income category 6 occurs only twice. So we want to combine income categories 1 and 2 and categories 5 and 6, and create a new income variable ‘rincome’ labelled ‘Recoded Income’. Note that rincome has only four categories that are coded as 1 to 4. This can be done in SPSS Windows as follows:

1. Select TRANSFORM.
2. Click RECODE and select INTO DIFFERENT VARIABLES.
3. Click income and move it to NUMERIC VARIABLE → OUTPUT VARIABLE box.
4. Type ‘rincome’ in OUTPUT VARIABLE NAME box.
5. Type ‘Recode Income’ in OUTCOME VARIABLE LABEL box.
6. Click OLD AND NEW VALUES box.

7. Under OLD VALUES on the left, click RANGE. Type ‘1’ and ‘2’ in the range boxes. Under NEW VALUES on the right, click VALUE and type ‘1’ in the value box. Click ADD.

8. Under OLD VALUES on the left, click VALUE. Type ‘3’ in the value box. Under NEW VALUES on the right, click VALUE and type ‘2’ in the value box. Click ADD.

9. Under OLD VALUES on the left, click VALUE. Type ‘4’ in the value box. Under NEW VALUES on the right, click VALUE and type ‘3’ in the value box. Click ADD.

10. Under OLD VALUES on the left, click RANGE. Type ‘5’ and ‘6’ in the range boxes. Under NEW VALUES on the right, click VALUE and type ‘4’ in the value box. Click ADD.

11. Click CONTINUE.

12. Click CHANGE.

13. Click OK.

14. Click RUN.

---

### Exhibit 19.1

**Restaurant preference**

<table>
<thead>
<tr>
<th>ID</th>
<th>Preference</th>
<th>Quality</th>
<th>Quantity</th>
<th>Value</th>
<th>Service</th>
<th>Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

---

### Exhibit 19.2

**Instructions for running video demonstrations**

To make the examples given in these chapters easier, video demonstrations are available for each of the SPSS exercises on the website. They are clearly organised by chapter and full instructions are provided on the website.
Data integrity begins with a preliminary check of all questionnaires for completeness and interviewing quality. Then more thorough editing takes place. Editing consists of screening questionnaires to identify illegible, incomplete, inconsistent or ambiguous responses. Such responses may be handled by returning questionnaires to the field, assigning missing values or discarding unsatisfactory participants.

The next step is coding. A numeric or alphanumeric code is assigned to represent a specific response to a specific question along with the column position or field that code will occupy. It is often helpful to print off a codebook containing the coding instructions and the necessary information about the variables in the data set. The coded data are transcribed onto computer memory, disks, other storage devices or entered directly into a data analysis package. For this purpose, keypunching, optical recognition, digital technologies, bar codes or other technologies may be used. Survey design software packages completely automate the coding process.

Cleaning the data requires consistency checks and treatment of missing responses. Options available for treating missing responses include substitution of a neutral value such as a mean, substitution of an imputed response, casewise deletion and pairwise deletion. Statistical adjustments such as weighting, variable respecification and scale transformations often enhance the quality of data analysis. The selection of a data analysis strategy should be based on the earlier steps of the marketing research process, known characteristics of the data, properties of statistical techniques and the background and philosophy of the researcher. Statistical techniques may be classified as univariate or multivariate.

Before analysing the data in international marketing research, the researcher should ensure that the units of measurement are comparable across countries or cultural units. The data analysis could be conducted at three levels: (1) individual; (2) within-country or cultural unit (intra-cultural analysis); and (3) across countries or cultural units (pan-cultural or cross-cultural analysis). Several ethical issues are related to data processing, particularly the discarding of unsatisfactory responses, violation of the assumptions underlying the data analysis techniques and evaluation and interpretation of results.

Questions

1. Describe the data integrity process. Why is this process needed?
2. What activities are involved in the preliminary checking of questionnaires that have been returned from the field?
3. What is meant by editing a questionnaire?
4. How are unsatisfactory responses that are discovered in editing treated?
5. What is the difference between pre-coding and post-coding?
6. Describe the guidelines for the coding of unstructured questions.
7. What does transcribing the data involve?
8. What kinds of consistency checks are made in cleaning the data?
9. What options are available for the treatment of missing data?
10. What kinds of statistical adjustments are sometimes made to the data?
Describe the weighting process. What are the reasons for weighting?

What are dummy variables? Why are such variables created?

Explain why scale transformations are made.

Which scale transformation procedure is most commonly used? Briefly describe this procedure.

What considerations are involved in selecting a data analysis strategy?

1. Visit www.ettinger.co.uk and examine online databases, secondary data and intelligence sources to obtain information on the criteria buyers use in selecting luxury leather accessories. Demographic and psychographic data were obtained in a survey designed to explain the choice of luxury leather accessories. What kind of consistency checks, treatment of missing responses and variable respecification should be conducted?

2. To a sample of five male and five female fellow students, pose the question ‘Which of the following sports have you participated in over the last 12 months?’ Create a list of what you think may be the top 10 sports that fellow students may have participated in, with space for ‘Others – please specify’. After conducting the 10 interviews, how would you cope with the coding of the ‘Others’? How would you rewrite this question and potential list of sports if you were to repeat the exercise?

3. You are the Marketing Research Manager for AGA (www.agaliving.com). AGA has developed a luxury refrigerator and matching freezer retailing at a cost of €5,000 each. A European survey was conducted to determine consumer response to the proposed models. The data were obtained by conducting a face-to-face survey at shopping malls in 10 European capital cities. Although the resulting sample of 2,500 is fairly representative on all other demographic variables, it under-represents the upper-income households. The marketing research analyst who reports to you feels that weighting is not necessary. Discuss this question with the analyst (a student in your class).

4. You are the project manager for a data analysis firm. You are supervising the data integrity process for a large survey on personal hygiene issues. The data were collected via a postal survey and 1,823 questionnaires have been returned. The response rate was excellent, partially due to an enticing prize draw that accompanied the survey. However, you are suspicious about the quality of many responses and 290 questionnaires have missing responses. The data analyst preparing the data has not seen such a level of missing data and does not know how to cope with this survey. Explain to the data analyst how the missing responses and checks on the quality of data to be analysed should be performed.

5. In a small group, discuss the following issues: ‘Data processing is tedious, time-consuming and costly; it should be circumvented whenever possible’ and ‘Conducting robust sampling is tedious, time-consuming and costly; any structural problems in a sample can simply be resolved through weighting.’
Notes


11. A meaningful and practical value should be imputed. The value imputed should be a legitimate response code. For example, a mean of 3.86 may not be practical if only single-digit response codes have been developed. In such cases, the mean should be rounded to the nearest integer. See Allen, N.J., Williams, H., Stanley, D.J. and Ross, S.J., ‘Assessing dissimilarity relations under missing data conditions: Evidence from computer simulations’, Journal of Applied Psychology 92 (5) (September 2007), 1414–26.


Frequency distribution, cross-tabulation and hypothesis testing are the fundamental building blocks of quantitative data analysis. They provide insights into the data, guide subsequent analyses and aid the interpretation of results.
Chapter 20   Frequency distribution, cross-tabulation and hypothesis testing

Objectives

After reading this chapter, you should be able to:

1. describe the significance of preliminary data analysis and the insights that can be obtained from such analyses;
2. discuss data analysis associated with frequencies, including measures of location, measures of variability and measures of shape;
3. explain data analysis associated with cross-tabulations and the associated statistics: chi-square, phi coefficient, contingency coefficient, Cramer’s V and lambda coefficient;
4. describe data analysis associated with parametric hypothesis testing for one sample, two independent samples and paired samples;
5. understand data analysis associated with non-parametric hypothesis testing for one sample, two independent samples and paired samples;
6. understand the use of software to analyse frequency distributions, cross-tabulations and hypothesis testing.

Overview

Once the data have been prepared for analysis (Chapter 19), the researcher should conduct basic analyses. This chapter describes basic data analyses, including frequency distribution, cross-tabulation and hypothesis testing. First, we describe the frequency distribution and explain how it provides both an indication of the number of out-of-range, missing or extreme values as well as insights into the central tendency, variability and shape of the underlying distribution. Next, we introduce hypothesis testing by describing the general procedure. Hypothesis testing procedures are classified as tests of associations or tests of differences. We consider the use of cross-tabulation for understanding the associations between variables taken two or three at a time. Although the nature of the association can be observed from tables, statistics are available for examining the significance and strength of the association. We present tests for examining hypotheses related to differences based on one or two samples. Finally, help is provided to use SPSS in the data analysis challenges presented in this chapter.

Many marketing research projects do not go beyond basic data analysis. These findings are often displayed using tables and graphs (as discussed further in Chapter 27). Although the findings of basic analysis are valuable in their own right, they also provide guidance for conducting multivariate analysis. The insights gained from the basic analysis are also invaluable in interpreting the results obtained from more sophisticated statistical techniques. The following examples provide a ‘flavour’ of basic data analysis techniques. We illustrate the use of cross-tabulation, chi-square analysis and hypothesis testing.

Real research

FIBA Brand Tracker (1)

In 2009, the International Basketball Federation (FIBA) commissioned IFM Sports Marketing Surveys to conduct a Brand Health Tracker study. FIBA wished to monitor perceptions of the FIBA brand and FIBA events. It wanted to know what affected the development of its brand. FIBA was particularly interested in how perceptions of basketball differed in the countries under study and
whether any differences were statistically significant. The sample of sports fans was classified based upon the number of games they had watched in the previous year. The following table focuses upon the levels of interest in basketball of Chinese, Italian, Spanish and UK participants.

Cross-tabulation and chi-square analysis provided the following:

<table>
<thead>
<tr>
<th>Sports fans’ level of interest in basketball</th>
<th>Country (absolute numbers of participants – and column %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>China</td>
</tr>
<tr>
<td>Avid</td>
<td>187 (31%)</td>
</tr>
<tr>
<td>Occasional</td>
<td>115 (19%)</td>
</tr>
<tr>
<td>Low</td>
<td>242 (40%)</td>
</tr>
<tr>
<td>None</td>
<td>60 (10%)</td>
</tr>
<tr>
<td>Totals</td>
<td>604 (100%)</td>
</tr>
</tbody>
</table>

$x^2 = 145.56 \quad p \leq 0.0001$

These results indicate that there was little difference across the four countries in terms of ‘Low’ or ‘No’ levels of interest in basketball. However, there was a much higher proportion of Chinese and Italians that had an ‘Avid’ interest. UK sports fans had the lowest levels of ‘Avids’ and the highest levels of fans with no interest in basketball. The chi-square test indicated that there were statistically significant differences in levels of interest in basketball across the countries studied.

---

**Real research**

**Catalogues are risky business**

Twelve product categories were examined to compare shopping by catalogue with store shopping. The hypothesis that there is no significant difference in the overall amount of risk perceived when buying products by catalogue compared with buying the same products in a retail store was rejected. The hypothesis was tested by computing 12 (one for each product) paired observation t tests. Mean scores for overall perceived risk for some of the products in both buying situations are presented in the following table, with higher scores indicating greater risk.

<table>
<thead>
<tr>
<th>Product</th>
<th>Overall perceived risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Catalogue</td>
</tr>
<tr>
<td>Shoes</td>
<td>58.60</td>
</tr>
<tr>
<td>Pocket calculator</td>
<td>49.62</td>
</tr>
<tr>
<td>Hi-fi</td>
<td>48.89</td>
</tr>
<tr>
<td>Digital camera</td>
<td>48.13</td>
</tr>
<tr>
<td>Sports socks</td>
<td>35.22</td>
</tr>
<tr>
<td>Perfume</td>
<td>34.85</td>
</tr>
</tbody>
</table>

* Significant at 0.01 level.

As can be seen, a significantly ($p < 0.01$) higher overall amount of perceived risk was attached to products purchased by catalogue as compared with those purchased from a retail store. Although this study reveals risk associated with buying from a catalogue, terrorist threats, time shortage and increased convenience have increased the amount of products that are purchased from catalogues, as well as online.
These two examples show how basic data analysis can be useful in its own right. The cross-tabulation and chi-square analysis in the FIBA example and the paired $t$ tests in the catalogue shopping example enabled us to draw specific conclusions from the data. These and other concepts discussed in this chapter are illustrated in the context of explaining internet usage for personal (non-professional) reasons. Table 20.1 contains data for 30 participants, giving the gender (1 = male, 2 = female), familiarity with the internet (1 = very unfamiliar, 7 = very familiar), internet usage in hours per week, attitude towards the internet and towards technology, both measured on a seven-point scale (1 = very unfavourable, 7 = very favourable) and whether the participants have done online shopping or banking (1 = yes, 2 = no). For illustrative purposes, we consider only a small number of observations. In actual practice, frequencies, cross-tabulations and hypothesis tests are performed on much larger samples. For example, the FIBA study sample size was 4,288.

<table>
<thead>
<tr>
<th>Participant no.</th>
<th>Gender</th>
<th>Familiarity</th>
<th>Internet usage</th>
<th>Attitude towards internet</th>
<th>Attitude towards technology</th>
<th>Usage of internet shopping</th>
<th>Usage of internet banking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>7</td>
<td>14</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>7</td>
<td>13</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>9</td>
<td>15</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>7</td>
<td>14</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>7</td>
<td>15</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>6</td>
<td>13</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>
Marketing researchers often need to answer questions about a single variable. For example:

- How many users of the brand may be characterised as brand loyal?
- What percentage of the market consists of heavy users, medium users, light users and non-users?
- How many customers are very familiar with a new product offering? How many are familiar, somewhat familiar, or unfamiliar with the brand? What is the mean familiarity rating? Is there much variance in the extent to which customers are familiar with the new product?
- What is the income distribution of brand users? Is this distribution skewed towards low-income brackets?

The answers to these kinds of questions can be determined by examining frequency distributions. In a frequency distribution, one variable is considered at a time.

The objective is to obtain a count of the number of responses associated with different values of the variable. The relative occurrence, or frequency, of different values of the variable is expressed in percentages. A frequency distribution for a variable produces a table of frequency counts, percentages and cumulative percentages for all the values associated with that variable.

Table 20.2 gives the frequency distribution of familiarity with the internet. In the table, the first column contains the labels assigned to the different categories of the variable and the second column indicates the codes assigned to each value. Note that a code of 9 has been assigned to missing values. The third column gives the number of participants ticking each value. For example, three participants ticked value 5, indicating that they were somewhat familiar with the internet. The fourth column displays the percentage of participants ticking each value. The fifth column shows percentages calculated by excluding the cases with missing values. If there are no missing values, the fourth and fifth columns are identical. The last column represents cumulative percentages after adjusting for missing values. As can be seen, of the 30 participants who participated in the survey, 10% entered a figure of ‘5’. If the one participant with a missing value is excluded, this changes to 10.3%. The cumulative percentage corresponding to the value of 5 is 58.6. In other words, 58.6% of the participants with valid responses indicated a familiarity value of 5 or less.

A frequency distribution helps determine the extent of item non-response (1 participant out of 30 in Table 20.2). It also indicates the extent of illegitimate responses. Values of 0 and

<table>
<thead>
<tr>
<th>Value label</th>
<th>Value</th>
<th>Frequency (N)</th>
<th>Percentage</th>
<th>Valid percentage</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very unfamiliar</td>
<td>1</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>6.7</td>
<td>6.9</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>20.0</td>
<td>20.7</td>
<td>27.6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>20.0</td>
<td>20.7</td>
<td>48.3</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3</td>
<td>10.0</td>
<td>10.3</td>
<td>58.6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
<td>26.7</td>
<td>27.6</td>
<td>86.2</td>
</tr>
<tr>
<td>Very familiar</td>
<td>7</td>
<td>4</td>
<td>13.3</td>
<td>13.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Missing</td>
<td>9</td>
<td>1</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8 would be illegitimate responses, or errors. The cases with these values could be identified and corrective action could be taken. The presence of outliers or cases with extreme values can also be detected. For example, in the case of a frequency distribution of household size, a few isolated families with household sizes of nine or more might be considered outliers. A frequency distribution also indicates the shape of the empirical distribution of the variable. The frequency data may be used to construct a histogram, or a vertical bar chart, in which the values of the variable are portrayed along the $X$ axis and the absolute or relative frequencies of the values are placed along the $Y$ axis.

Figure 20.1 is a histogram of the frequency data in Table 20.2. From the histogram, one could examine whether the observed distribution is consistent with an expected or assumed distribution.

**Real research**

**FIBA Brand Tracker (2)**

In the FIBA branding study, avid fans of basketball were asked how they followed basketball. Of the sample of 4,288, there were 900 classified as avid fans of the sport.

The results showed that the top three forms of media favoured by avid basketball fans were: ‘watch dedicated TV’, ‘read newspaper articles’ and ‘visit websites’. Of particular interest was the use of new media in terms of ‘visit websites’, ‘read blogs’ and ‘receive results via mobile’. FIBA took particular note of these new media forms and the differences between countries in how forms of media were favoured. In subsequent brand health studies, FIBA would take particular note of changes in media usage, especially in the use of new media.

**All countries - avid fans regularly follow basketball through . . .**

<table>
<thead>
<tr>
<th>Media used</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watch dedicated TV</td>
<td>495</td>
<td>55</td>
</tr>
<tr>
<td>Read newspaper articles</td>
<td>423</td>
<td>47</td>
</tr>
<tr>
<td>Visit websites</td>
<td>315</td>
<td>35</td>
</tr>
<tr>
<td>Participate</td>
<td>270</td>
<td>30</td>
</tr>
<tr>
<td>Read specialist magazines</td>
<td>234</td>
<td>26</td>
</tr>
<tr>
<td>Read blogs</td>
<td>234</td>
<td>26</td>
</tr>
<tr>
<td>Listen to radio broadcasts</td>
<td>225</td>
<td>25</td>
</tr>
<tr>
<td>Attend events</td>
<td>180</td>
<td>20</td>
</tr>
<tr>
<td>Receive results via mobile</td>
<td>126</td>
<td>14</td>
</tr>
<tr>
<td>Did not respond</td>
<td>10</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>900</strong></td>
<td><strong>100.0</strong></td>
</tr>
</tbody>
</table>

* This refers to participants’ responses to a multiple-choice question.
Note that the numbers and percentages in the preceding example indicate the extent of media usage to follow basketball by avid fans of the sport. Because numbers are involved, a frequency distribution can be used to calculate descriptive or cumulative statistics.

**Statistics associated with frequency distribution**

As illustrated in the previous section, a frequency distribution is a convenient way of looking at different values of a variable. A frequency table is easy to read and provides basic information, but sometimes this information may be too detailed and the researcher must summarise it by the use of descriptive statistics. The most commonly used statistics associated with frequencies are measures of location (mean, mode and median), measures of variability (range, interquartile range, variance, standard deviation and coefficient of variation) and measures of shape (skewness and kurtosis).

**Measures of location**

The measures of location that we discuss are measures of central tendency because they tend to describe the centre of the distribution. If the entire sample is changed by adding a fixed constant to each observation, then the mean, mode and median change by the same fixed amount:

1. **Mean.** The mean, or average value, is the most commonly used measure of central tendency. The measure is used to estimate the mean when the data have been collected using an interval or ratio scale. The data should display some central tendency, with most of the responses distributed around the mean.

   The mean, \( \bar{X} \), is given by:
   \[
   \bar{X} = \frac{\sum X_i}{n}
   \]
   where \( X_i \) = observed values of the variable \( X \)
   \( n \) = number of observations (sample size).

   Generally, the mean is a robust measure and does not change markedly as data values are added or deleted. For the frequencies given in Table 20.2, the mean value is calculated as follows:

   \[
   \bar{X} = \frac{(2 \times 2) + (6 \times 3) + (6 \times 4) + (3 \times 5) + (8 \times 6) + (4 \times 7)}{29}
   \]
   \[
   = \frac{4 + 18 + 24 + 15 + 48 + 28}{29}
   \]
   \[
   = \frac{137}{29}
   \]
   \[
   = 4.724
   \]

2. **Mode.** The mode is the value that occurs most frequently. It represents the highest peak of the distribution. The mode is a good measure of location when the variable is inherently categorical or has otherwise been grouped into categories. The mode in Table 20.2 is 6.

3. **Median.** The median of a sample is the middle value when the data are arranged in ascending or descending order. If the number of data points is even, the median is usually estimated as the midpoint between the two middle values by adding the two middle values and dividing their sum by 2. The median is the 50th percentile. The median is an appropriate measure of central tendency for ordinal data. In Table 20.2, the middle value is 5, so the median is 5.
As can be seen from Table 20.2, the three measures of central tendency for this distribution are different (mean = 4.724, mode = 6, median = 5). This is not surprising, since each measure defines central tendency in a different way. So which measure should be used? If the variable is measured on a nominal scale, the mode should be used. If the variable is measured on an ordinal scale, the median is appropriate. If the variable is measured on an interval or ratio scale, the mode is a poor measure of central tendency. This can be seen from Table 20.2. Although the modal value of 6 has the highest frequency, it represents only 27.6% of the sample. In general, for interval or ratio data, the median is a better measure of central tendency, although it too ignores available information about the variable. The actual values of the variable above and below the median are ignored. The mean is the most appropriate measure of central tendency for interval or ratio data. The mean makes use of all the information available since all of the values are used in computing it. However, it is sensitive to extremely small or extremely large values (outliers). When there are outliers in the data, the mean is not a good measure of central tendency, and it is useful to consider both the mean and the median. In Table 20.2, since there are no extreme values and the data are treated as interval, the mean value of 4.724 is a good measure of location or central tendency. Although this value is greater than 4, it is still not high (i.e. it is less than 5).

**Measures of variability**

The measures of variability, which are calculated on interval or ratio data, include the range, interquartile range, variance or standard deviation and coefficient of variation:

1. **Range.** The range measures the spread of the data. It is simply the difference between the largest and smallest values in the sample:

   \[ \text{Range} = X_{\text{largest}} - X_{\text{smallest}} \]

   As such, the range is directly affected by outliers. If all the values in the data are multiplied by a constant, the range is multiplied by the same constant. The range in Table 20.2 is 7 – 2 = 5.

2. **Interquartile range.** The interquartile range is the difference between the 75th and 25th percentiles. For a set of data points arranged in order of magnitude, the \( p \)th percentile is the value that has \( p\% \) of the data points below it and \((100-p)\%\) above it. If all the data points are multiplied by a constant, the interquartile range is multiplied by the same constant. The interquartile range in Table 20.2 is 6 – 3 = 3.

3. **Variance.** The difference between the mean and an observed value is called the deviation from the mean. The variance is the mean squared deviation from the mean. The variance can never be negative. When the data points are clustered around the mean, the variance is small. When the data points are scattered, the variance is large. If all the data values are multiplied by a constant, the variance is multiplied by the square of the constant.

4. **Standard deviation.** The standard deviation is the square root of the variance. Thus, the standard deviation is expressed in the same units as the data, rather than in squared units. The standard deviation of a sample, \( S_x \), is calculated as:

   \[ S_x = \sqrt{\frac{\sum_{i=1}^{n}(X_i - \bar{X})^2}{n-1}} \]

   We divide by \( n - 1 \) instead of \( n \) because the sample is drawn from a population and we are trying to determine how much the responses vary from the mean of the entire population. The population mean is unknown, however; therefore, the sample mean is used instead. The use of the sample mean makes the sample seem less variable than it really is. By
dividing by \( n - 1 \) instead of by \( n \), we compensate for the smaller variability observed in the sample. For the data given in Table 20.2, the variance is calculated as follows:

\[
\begin{align*}
    s^2 &= \frac{2 \times (2 - 4.724)^2 + 6 \times (3 - 4.724)^2 + 6 \times (4 - 4.724)^2 + 3 \times (5 - 4.724)^2 + 8 \times (6 - 4.724)^2 + 4 \times (7 - 4.724)^2}{28} \\
    &= \frac{14.840 + 17.833 + 3.145 + 0.229 + 13.025 + 20.721}{28} \\
    &= \frac{69.793}{28} \\
    &= 2.493
\end{align*}
\]

The standard deviation, therefore, is calculated as:

\[
s_x = \sqrt{2.493} = 1.579
\]

5 **Coefficient of variation.** The coefficient of variation is the ratio of the standard deviation to the mean expressed as a percentage, and it is a unitless measure of relative variability. The coefficient of variation, \( CV \), is expressed as:

\[
CV = \frac{s_x}{\bar{X}}
\]

The coefficient of variation is meaningful only if the variable is measured on a ratio scale. It remains unchanged if all the data values are multiplied by a constant. Because familiarity with the internet is not measured on a ratio scale, it is not meaningful to calculate the coefficient of variation for the data in Table 20.2. From a managerial viewpoint, measures of variability are important because if a characteristic shows good variability, then perhaps the market could be segmented based on that characteristic.

**Measures of shape**

In addition to measures of variability, measures of shape are also useful in understanding the nature of the distribution. The shape of a distribution is assessed by examining skewness and kurtosis:

1 **Skewness.** Distributions can be either symmetric or skewed. In a symmetric distribution, the values on either side of the centre of the distribution are the same, and the mean, mode and median are equal. The positive and corresponding negative deviations from the mean are also equal. In a skewed distribution, the positive and negative deviations from the mean are unequal. Skewness is the tendency of the deviations from the mean to be larger in one direction than in the other. It can be thought of as the tendency for one tail of the distribution to be heavier than the other (see Figure 20.2). The skewness value for the data of Table 20.2 is \(-0.094\), indicating a slight negative skew.
**Kurtosis.** Kurtosis is a measure of the relative peakedness or flatness of the curve defined by the frequency distribution. The kurtosis of a normal distribution is zero. If the kurtosis is positive, then the distribution is more peaked than a normal distribution. A negative value means that the distribution is flatter than a normal distribution. The value of this statistic for Table 20.2 is \(-1.261\), indicating that the distribution is flatter than a normal distribution. Measures of shape are important, because if a distribution is highly skewed or markedly peaked or flat, then statistical procedures that assume normality should be used with caution.

### A general procedure for hypothesis testing

Basic analysis invariably involves some hypothesis testing. Examples of hypotheses generated in marketing research abound:

- A cinema is being attended by more than 10% of the households in a city.
- The heavy and light users of a brand differ in terms of psychographic characteristics.
- One hotel has a more ‘luxurious’ image than its close competitor.
- Familiarity with a restaurant results in greater preference for that restaurant.

Chapter 15 covered the concepts of the sampling distribution, standard error of the mean or the proportion, and the confidence interval. All these concepts are relevant to hypothesis testing and should be reviewed. We now describe a general procedure for hypothesis testing that can be applied to test hypotheses about a wide range of parameters.

The following steps are involved in hypothesis testing (Figure 20.3):

1. Formulate the null hypothesis \(H_0\) and the alternative hypothesis \(H_1\).
2. Select an appropriate statistical technique and the corresponding test statistic.
3. Choose the level of significance, \(\alpha\).
4. Determine the sample size and collect the data. Calculate the value of the test statistic.
5. Determine the probability associated with the test statistic under the null hypothesis, using the sampling distribution of the test statistic. Alternatively, determine the critical values associated with the test statistic that divide the rejection and non-rejection regions.
6. Compare the probability associated with the test statistic with the level of significance specified. Alternatively, determine whether the test statistic has fallen into the rejection or non-rejection region.
7. Make the statistical decision to reject or not reject the null hypothesis.
8. Express the statistical decision in terms of the marketing research problem.

### Step 1: Formulate the hypothesis

The first step is to formulate the null and alternative hypotheses. A null hypothesis is a statement of the status quo, one of no difference or no effect. If the null hypothesis is not rejected, no changes will be made. An alternative hypothesis is one in which some difference or effect is expected. Accepting the alternative hypothesis will lead to changes in opinions or actions. Thus, the alternative hypothesis is the opposite of the null hypothesis.

The null hypothesis is always the hypothesis that is tested. The null hypothesis refers to a specified value of the population parameter (e.g. \(\mu, \sigma, \pi\)), not a sample statistic (e.g. \(\bar{X}\)). A null hypothesis may be rejected, but it can never be accepted based on a single test. A statistical test can have one of two outcomes: that the null hypothesis is rejected and the alternative hypothesis accepted, or that the null hypothesis is not rejected based on the evidence.
It would be incorrect, however, to conclude that since the null hypothesis is not rejected, it can be accepted as valid. In classical hypothesis testing, there is no way to determine whether the null hypothesis is true.

In marketing research, the null hypothesis is formulated in such a way that its rejection leads to the acceptance of the desired conclusion. The alternative hypothesis represents the conclusion for which evidence is sought. For example, a FIBA sponsor (a basketball sportswear brand) may be considering introducing an online store to complement its physical retail outlets. Given the investment in systems and personnel to make this plan work, it will only be introduced if more than 40% of internet users shop online. The appropriate way to formulate the hypotheses is:

\[ H_0: \pi \leq 0.40 \]
\[ H_1: \pi > 0.40 \]

If the null hypothesis \( H_0 \) is rejected, then the alternative hypothesis \( H_1 \) will be accepted and the new online shopping service introduced. On the other hand, if \( H_0 \) is not rejected, then a planned online shopping service should not be introduced until additional supporting evidence is obtained. The test of the null hypothesis is a one-tailed test because the alternative hypothesis is expressed directionally: the proportion of customers who express a preference is greater than 0.40.

On the other hand, suppose that the researcher wanted to determine whether the proportion of internet users who shop via the internet is different than 40%. Then a two-tailed test would be required, and the hypotheses would be expressed as:

\[ H_0: \pi = 0.40 \]
\[ H_1: \pi \neq 0.40 \]
In commercial marketing research, the one-tailed test is used more often than a two-tailed test. Typically, there is some preferred direction for the conclusion for which evidence is sought. For example, the higher the profits, sales and product quality, the better. The one-tailed test is more powerful than the two-tailed test. The power of a statistical test is discussed further in step 3.

Step 2: Select an appropriate statistical technique

To test the null hypothesis, it is necessary to select an appropriate statistical technique. The researcher should take into consideration how the test statistic is computed and the sampling distribution that the sample statistic (e.g. the mean) follows. The test statistic measures how close the sample has come to the null hypothesis. The test statistic often follows a well-known distribution, such as the normal, t, or chi-square distribution. Guidelines for selecting an appropriate test or statistical technique are discussed later in this chapter. In our example, the \( z \) statistic, which follows the standard normal distribution, would be appropriate. This statistic would be computed as follows:

\[
Z = \frac{p - \pi}{\sigma_p} = \sqrt{\frac{\pi(1-\pi)}{n}}
\]

Step 3: Choose the level of significance, \( \alpha \)

Whenever we draw inferences about a population, there is a risk that an incorrect conclusion will be reached. Two types of error can occur.

**Type I error** occurs when the sample results lead to the rejection of a null hypothesis that is, in fact, true. Also called alpha error (\( \alpha \)).

**Level of significance** The probability of making a Type I error.

**Type II error** occurs when the sample results lead to acceptance of a null hypothesis that is, in fact, false. Also called beta error (\( \beta \)).

**Power of a statistical test** The probability of rejecting the null hypothesis when it is, in fact, false and should be rejected.

Whenever we draw inferences about a population, there is a risk that an incorrect conclusion will be reached. Two types of error can occur.

**Type I error** occurs when the sample results lead to the rejection of a null hypothesis that is, in fact, true. In our example, a Type I error would occur if we concluded, based on sample data, that the proportion of customers preferring an online store was greater than 0.40, when in fact it was less than or equal to 0.40. The probability of Type I error (\( \alpha \)) is also called the level of significance. The Type I error is controlled by establishing the tolerable level of risk of rejecting a true null hypothesis. The selection of a particular risk level should depend on the cost of making a Type I error.

**Type II error** occurs when, based on the sample results, the null hypothesis is not rejected when it is, in fact, false. In our example, the Type II error would occur if we concluded, based on sample data, that the proportion of customers preferring an online store was less than or equal to 0.40 when in fact it was greater than 0.40. The probability of Type II error is denoted by \( \beta \). Unlike \( \alpha \), which is specified by the researcher, the magnitude of \( \beta \) depends on the actual value of the population parameter (proportion). The probability of Type I error (\( \alpha \)) and the probability of Type II error (\( \beta \)) are shown in Figure 20.4.

The complement \((1 - \beta)\) of the probability of a Type II error is called the power of a statistical test. The power of a test is the probability \((1 - \beta)\) of rejecting the null hypothesis when it is false and should be rejected. Although \( \beta \) is unknown, it is related to \( \alpha \). An extremely low value of \( \alpha \) (e.g. 0.001) will result in intolerably high \( \beta \) errors. So it is necessary to balance the two types of errors. As a compromise, \( \alpha \) is often set at 0.05; sometimes it is 0.01; other values of \( \alpha \) are rare. The level of \( \alpha \) along with the sample size will determine the level of \( \beta \) for a particular research design. The risk of both \( \alpha \) and \( \beta \) can be controlled by increasing the sample size. For a given level of \( \alpha \), increasing the sample size will decrease \( \beta \), thereby increasing the power of the test.

Step 4: Collect the data and calculate the test statistic

Sample size is determined after taking into account the desired \( \alpha \) and \( \beta \) errors and other qualitative considerations, such as budget constraints. Then the required data are collected and the value of the test statistic is computed. In our example, 30 users were surveyed and
17 indicated that they shopped online. Thus, the value of the sample proportion is \( p \) = \( \frac{17}{30} \) = 0.567. The value of \( s_p \) can be determined as follows:

\[
\sigma_p = \sqrt{\pi(1-\pi)/n} = \sqrt{0.4 \times 0.6 / 30} = 0.089
\]

The test statistic, \( z \), can be calculated as follows:

\[
z = \frac{p - \pi}{\sigma_p} = \frac{0.567 - 0.40}{0.089} = 1.88
\]

**Step 5: Determine the probability or the critical value**

Using standard normal tables, the probability of obtaining a \( z \) value of 1.88 can be calculated (see Figure 20.5). The shaded area between \(-\infty\) and 1.88 is 0.9699. Therefore, the area to the right of \( z = 1.88 \) is 1.0000 – 0.9699 = 0.0301. This is also called the **p value** and is the probability of observing a value of the test statistic as extreme as, or more extreme than, the value actually observed, assuming that the null hypothesis is true.
Alternatively, the critical value of $z$, which will give an area to the right side of the critical value of 0.05, is between 1.64 and 1.65 and equals 1.645. Note that, in determining the critical value of the test statistic, the area to the right of the critical value is either $\alpha$ or $\alpha/2$. It is $\alpha$ for a one-tailed test and $\alpha/2$ for a two-tailed test.

**Steps 6 and 7: Compare the probability or critical values and make the decision**

The probability associated with the calculated or observed value of the test statistic is 0.0301. This is the probability of getting a $p$ value of 0.567 when $\pi = 0.40$. This is less than the level of significance of 0.05. Hence, the null hypothesis is rejected. Alternatively, the calculated value of the test statistic $z = 1.88$ lies in the rejection region, beyond the value of 1.645. Again, the same conclusion to reject the null hypothesis is reached. Note that the two ways of testing the null hypothesis are equivalent but mathematically opposite in the direction of comparison. If the probability associated with the calculated or observed value of the test statistic ($T_{SCAL}$) is less than the level of significance ($\alpha$), the null hypothesis is rejected. If the calculated value of the test statistic is greater than the critical value of the test statistic ($T_{SCR}$), however, the null hypothesis is again rejected. The reason for this sign shift is that the larger the value of $T_{SCAL}$, the smaller the probability of obtaining a more extreme value of the test statistic under the null hypothesis. This sign shift can be easily seen:

$$\text{if probability of } T_{SCAL} < \text{significance level (} \alpha \text{)}, \text{ then reject } H_0$$

but

$$\text{if } |T_{SCAL}| > |T_{SCR}|, \text{ then reject } H_0$$

**Step 8: Draw the marketing research conclusion**

The conclusion reached by hypothesis testing must be expressed in terms of the marketing research problem. In our example, we conclude that there is evidence that the proportion of internet users who shop online is significantly greater than 0.40. Hence, the recommendation would be to launch the new online store.

As can be seen from Figure 20.6, hypothesis testing can be related to either an examination of associations or an examination of differences. In tests of associations the null hypothesis is that there is no association between the variables ($H_0$: . . . is not related to . . .). In tests of differences the null hypothesis is that there is no difference ($H_0$: . . . is not
different than . . ). Tests of differences could relate to distributions, means, proportions, or medians or rankings. First, we discuss hypotheses related to associations in the context of cross-tabulations.

Cross-tabulations

Although answers to questions related to a single variable are interesting, they often raise additional questions about how to link that variable to other variables. To introduce the frequency distribution, we pose several representative marketing research questions. For each of these, a researcher might pose additional questions to relate these variables to other variables. For example:

- How many brand-loyal users are males?
- Is product use (measured in terms of heavy users, medium users, light users and non-users) related to interest in outdoor leisure activities (high, medium and low)?
- Is familiarity with a new product related to age and income levels?
- Is product ownership related to income (high, medium and low)?

The answers to such questions can be determined by examining cross-tabulations. A frequency distribution describes one variable at a time, but a cross-tabulation describes two or more variables simultaneously. A cross-tabulation is the merging of the frequency distribution of two or more variables in a single table. It helps us to understand how one variable, such as brand loyalty, relates to another variable, such as gender. Cross-tabulation results in tables that reflect the joint distribution of two or more variables with a limited number of categories or distinct values. The categories of one variable are cross-classified with the categories of one or more other variables. Thus, the frequency distribution of one variable is subdivided according to the values or categories of the other variables.

Suppose we are interested in determining whether internet usage is related to gender. For the purpose of cross-tabulation, participants are classified as ‘light’ or ‘heavy’ users. Those reporting five hours or less usage were classified as ‘light’ users, and the remaining were ‘heavy’ users. The cross-tabulation is shown in Table 20.3. A cross-tabulation includes a cell for every combination of the categories of the two variables. The number in each cell shows how many participants gave that combination of responses. In Table 20.3, 10 participants were females who reported light internet usage. The marginal totals in this table indicate that of the 30 participants with valid responses on both variables, 15 reported light usage and 15 were heavy users. In terms of gender, 15 participants were females and 15 were males. Note that this information could have been obtained from a separate frequency distribution for each variable. In general, the margins of a cross-tabulation show the same information as the frequency tables for each of the variables. Cross-tabulation tables are also called contingency tables. The data are considered to be qualitative or categorical data, because each variable is assumed to have only a nominal scale.4

Cross-tabulation is widely used in commercial marketing research because: (1) cross-tabulation analysis and results can be easily interpreted and understood by managers who are not statistically oriented; (2) the clarity of interpretation provides a stronger link between research results and managerial action; (3) a series of cross-tabulations may provide greater insights into a complex phenomenon than a single multivariate analysis; (4) cross-tabulation may alleviate the problem of sparse cells, which could be serious in discrete multivariate analysis; and (5) cross-tabulation analysis is simple to conduct and appealing to both qualitative and quantitative researchers.5 We discuss cross-tabulation for two and three variables.
Two variables

Cross-tabulation with two variables is also known as bivariate cross-tabulation. Consider again the cross-classification of internet usage with gender, given in Table 20.3. Is usage related to gender? It appears to be from Table 20.3. We see that disproportionately more of the participants who are male are heavy internet users as compared with females. Computation of percentages can provide more insight.

Because two variables have been cross-classified, percentages could be computed either column-wise, based on column totals (Table 20.4), or row-wise, based on row totals (Table 20.5). Which table is more useful?

The answer depends on which variable will be considered as the independent variable and which as the dependent variable. The general rule is to compute the percentages in the direction of the independent variable, across the dependent variable. In our analysis, gender may be considered as the independent variable and internet usage as the dependent variable, and the correct way of calculating percentages is shown in Table 20.4. Note that whereas
66.7% of the males are heavy users, only 33.3% of females fall into this category. This seems to indicate that males are more likely to be heavy users of the internet as compared with females.

Note that computing percentages in the direction of the dependent variable across the independent variable, as shown in Table 20.5, is not meaningful in this case. Table 20.5 implies that heavy internet usage causes people to be males. This latter finding is implausible. It is possible, however, that the association between internet usage and gender is mediated by a third variable, such as age or income. This kind of possibility points to the need to examine the effect of a third variable.

**Three variables**

Often the introduction of a third variable clarifies the initial association (or lack of it) observed between two variables. As shown in Figure 20.7, the introduction of a third variable can result in four possibilities:

1. It can refine the association observed between the two original variables.
2. It can indicate no association between the two variables, although an association was initially observed. In other words, the third variable indicates that the initial association between the two variables was spurious.
3. It can reveal some association between the two original variables, although no association was initially observed. In this case, the third variable reveals a suppressed association between the first two variables: a suppressor effect.
4. It can indicate no change in the initial association.7

These cases are explained with examples based on a sample of 1,000 participants. Although these examples are contrived to illustrate specific cases, such sample sizes are not uncommon in commercial marketing research.
Refine an initial relationship. An examination of the relationship between the purchase of luxury branded clothing and marital status resulted in the data reported in Table 20.6. The participants were classified into either high or low categories based on their purchase of luxury branded clothing. Marital status was also measured in terms of two categories: currently married or unmarried. As can be seen from Table 20.6, 52% of unmarried participants fell in the high-purchase category, as opposed to 31% of the married participants. Before concluding that unmarried participants purchase more luxury branded clothing than those who are married, a third variable, the buyer’s gender, was introduced into the analysis.

The buyer’s gender was selected as the third variable based on past research. The relationship between purchase of luxury branded clothing and marital status was re-examined in light of the third variable, as shown in Table 20.7. In the case of females, 60% of the unmarried participants fall in the high-purchase category compared with 25% of those who are married. On the other hand, the percentages are much closer for males, with 40% of the unmarried participants and 35% of the married participants falling in the

<table>
<thead>
<tr>
<th>Table 20.6</th>
<th>Purchase of luxury branded clothing by marital status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purchase of luxury branded clothing</strong></td>
<td><strong>Marital status</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Married</strong></td>
</tr>
<tr>
<td>High</td>
<td>31%</td>
</tr>
<tr>
<td>Low</td>
<td>69%</td>
</tr>
<tr>
<td>Column</td>
<td>100%</td>
</tr>
<tr>
<td>Number of participants</td>
<td>700</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 20.7</th>
<th>Purchase of luxury branded clothing by marital status and gender</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purchase of luxury branded clothing</strong></td>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Male marital status</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Married</strong></td>
</tr>
<tr>
<td>High</td>
<td>35%</td>
</tr>
<tr>
<td>Low</td>
<td>65%</td>
</tr>
<tr>
<td>Column</td>
<td>100%</td>
</tr>
<tr>
<td>Number of participants</td>
<td>400</td>
</tr>
</tbody>
</table>
high-purchase category. Hence, the introduction of gender (third variable) has refined the relationship between marital status and purchase of luxury branded clothing (original variables). Unmarried participants are more likely to fall into the high-purchase category than married ones, and this effect is much more pronounced for females than for males.

2 **Initial relationship was spurious.** A researcher working for an advertising agency promoting a car brand costing more than €80,000 was attempting to explain the ownership of expensive cars (see Table 20.8). The table shows that 32% of those with university degrees own an expensive (more than €80,000) car, compared with 21% of those without university degrees. The researcher was tempted to conclude that education influenced ownership of expensive cars. Realising that income may also be a factor, the researcher decided to re-examine the relationship between education and ownership of expensive cars in the light of income level. This resulted in Table 20.9. Note that the percentages of those with and without university degrees who own expensive cars are the same for each income group. When the data for the high-income and low-income groups are examined separately, the association between education and ownership of expensive cars disappears, indicating that the initial relationship observed between these two variables was spurious.

### Table 20.8

<table>
<thead>
<tr>
<th>Own expensive car</th>
<th>Degree</th>
<th>No degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>32%</td>
<td>21%</td>
</tr>
<tr>
<td>No</td>
<td>68%</td>
<td>79%</td>
</tr>
<tr>
<td>Column totals</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Number of participants</td>
<td>250</td>
<td>750</td>
</tr>
</tbody>
</table>

### Table 20.9

<table>
<thead>
<tr>
<th>Own expensive car</th>
<th>Low-income education</th>
<th>High-income education</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Degree</td>
<td>No degree</td>
</tr>
<tr>
<td>Yes</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td>No</td>
<td>80%</td>
<td>80%</td>
</tr>
<tr>
<td>Column totals</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Number of participants</td>
<td>100</td>
<td>700</td>
</tr>
</tbody>
</table>

3 **Reveal suppressed association.** A researcher suspected that desire to travel abroad may be influenced by age. A cross-tabulation of the two variables produced the results in Table 20.10, indicating no association. When gender was introduced as the third variable, Table 20.11 was obtained. Among men, 60% of those under 45 indicated a desire to travel abroad compared with 40% of those 45 or older. The pattern was reversed for women, where 35% of those under 45 indicated a desire to travel abroad as opposed to 65% of those 45 or older.
Since the association between desire to travel abroad and age runs in the opposite direction for males and females, the relationship between these two variables is masked when the data are aggregated across gender, as in Table 20.10. But when the effect of gender is controlled, as in Table 20.11, the suppressed association between preference and age is revealed for the separate categories of males and females.

### Table 20.10
**Desire to travel abroad by age**

<table>
<thead>
<tr>
<th>Desire to travel abroad</th>
<th>Age</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Under 45</td>
<td>45 or older</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50%</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>50%</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>Column totals</td>
<td>100%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Number of participants</td>
<td>500</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>

### Table 20.11
**Desire to travel abroad by age and gender**

<table>
<thead>
<tr>
<th>Desire to travel abroad</th>
<th>Gender</th>
<th>Male age</th>
<th>Female age</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Under 45</td>
<td>45 or older</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>60%</td>
<td>40%</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>40%</td>
<td>60%</td>
</tr>
<tr>
<td>Column totals</td>
<td></td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Number of participants</td>
<td></td>
<td>300</td>
<td>300</td>
</tr>
</tbody>
</table>

### Table 20.12
**Eating frequently in fast-food restaurants by family size**

<table>
<thead>
<tr>
<th>Eat frequently in fast-food restaurants</th>
<th>Family size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
</tr>
<tr>
<td>Yes</td>
<td>65%</td>
</tr>
<tr>
<td>No</td>
<td>35%</td>
</tr>
<tr>
<td>Column totals</td>
<td>100%</td>
</tr>
<tr>
<td>Number of participants</td>
<td>500</td>
</tr>
</tbody>
</table>

4. **No change in initial relationship.** In some cases, the introduction of the third variable does not change the initial relationship observed, regardless of whether the original variables were associated. This suggests that the third variable does not influence the relationship between the first two. Consider the cross-tabulation of family size and the tendency to eat in fast-food restaurants frequently, as shown in Table 20.12. The participants’ families were classified into small- and large-size categories based on a median
split of the distribution, with 500 participants in each category. No association is observed. The participants were further classified into high- or low-income groups based on a median split. When income was introduced as a third variable in the analysis, Table 20.13 was obtained. Again, no association was observed.

### General comments on cross-tabulation

More than three variables can be cross-tabulated; the interpretation is quite complex. Also, because the number of cells increases multiplicatively, maintaining an adequate number of participants or cases in each cell can be problematic. As a general rule, there should be at least five expected observations in each cell for the computed statistics to be reliable. Thus, cross-tabulation is an inefficient way of examining relationships when there are more than a few variables. Note that cross-tabulation examines association between variables, not causation. To examine causation, the causal research design framework should be adopted (see Chapter 11).

### Statistics associated with cross-tabulation

We now discuss the statistics commonly used for assessing the statistical significance and strength of association of cross-tabulated variables. The statistical significance of the observed association is commonly measured by the chi-square statistic. The strength of association, or degree of association, is important from a practical or substantive perspective. Generally, the strength of association is of interest only if the association is statistically significant. The strength of the association can be measured by the phi correlation coefficient, the contingency coefficient, Cramer’s V and the lambda coefficient. These statistics are described in detail.

### Chi-square

The **chi-square statistic** ($\chi^2$) is used to test the statistical significance of the observed association in a cross-tabulation. It assists us in determining whether a systematic association exists between the two variables. The null hypothesis, $H_0$, is that there is no association between the variables. The test is conducted by computing the cell frequencies that would be expected if no association were present between the variables, given the existing row and column totals. These expected cell frequencies, denoted $f_{ei}$, are then compared with the actual observed frequencies, $f_{oi}$, found in the cross-tabulation to calculate the chi-square statistic. The greater the discrepancies between the expected and observed frequencies, the larger the value of the statistic. Assume that a cross-tabulation has $r$ rows and $c$ columns and a random ratio of expected frequencies to observed frequencies is to be maintained. The degrees of freedom (df) for the test are calculated as $(r-1)(c-1)$. If the calculated value of the chi-square statistic exceeds the critical value from the chi-square distribution table for the given degrees of freedom and significance level, we reject the null hypothesis and conclude that the observed association is statistically significant.
sample of \( n \) observations. Then the expected frequency for each cell can be calculated by using a simple formula:

\[
f_e = \frac{n_r n_c}{n}
\]

where
- \( n_r \) = total number in the row
- \( n_c \) = total number in the column
- \( n \) = total sample size.

For the data in Table 20.3, the expected frequencies for the cells, going from left to right and from top to bottom, are:

\[
15 \times \frac{15}{30} = 7.50, \quad 15 \times \frac{15}{30} = 7.50, \quad 15 \times \frac{15}{30} = 7.50, \quad 15 \times \frac{15}{30} = 7.50
\]

Then the value of \( \chi^2 \) is calculated as follows:

\[
\chi^2 = \sum_{\text{all cells}} \left( \frac{f_o - f_e}{f_e} \right)^2
\]

For the data in Table 20.2, the value of \( \chi^2 \) is calculated as:

\[
\chi^2 = \frac{(5 - 7.5)^2}{7.5} + \frac{(10 - 7.5)^2}{7.5} + \frac{(10 - 7.5)^2}{7.5} + \frac{(5 - 7.5)^2}{7.5}
\]

\[
= 0.833 + 0.833 + 0.833 + 0.833
\]

\[
= 3.333
\]

To determine whether a systematic association exists, the probability of obtaining a value of chi-square as large as or larger than the one calculated from the cross-tabulation is estimated.

An important characteristic of the chi-square statistic is the number of degrees of freedom (\( df \)) associated with it. In general, the number of degrees of freedom is equal to the number of observations less the number of constraints needed to calculate a statistical term. In the case of a chi-square statistic associated with a cross-tabulation, the number of degrees of freedom is equal to the product of number of rows (\( r \)) less one and the number of columns (\( c \)) less one. That is, \( df = (r - 1) \times (c - 1) \).

The null hypothesis (\( H_0 \)) of no association between the two variables will be rejected only when the calculated value of the test statistic is greater than the critical value of the chi-square distribution with the appropriate degrees of freedom, as shown in Figure 20.8.

The chi-square distribution is a skewed distribution whose shape depends solely on the number of degrees of freedom. As the number of degrees of freedom increases, the chi-square distribution becomes more symmetrical. To illustrate: for 1 degree of freedom, the value for an upper tail area of 0.05 is 3.841. This indicates that for 1 degree of freedom the probability of exceeding a chi-square value of 3.841 is 0.05. In other words, at the 0.05 level of significance with 1 degree of freedom, the critical value of the chi-square statistic is 3.841.
For the cross-tabulation given in Table 20.3, there are \((2 - 1) \times (2 - 1) = 1\) degree of freedom. The calculated chi-square statistic had a value of 3.333. Because this is less than the critical value of 3.841, the null hypothesis of no association cannot be rejected, indicating that the association is not statistically significant at the 0.05 level. Note that this lack of significance is mainly due to the small sample size (30). If, instead, the sample size were 300 and each data entry of Table 20.3 were multiplied by 10, it can be seen that the value of the chi-square statistic would be multiplied by 10 and would be 33.33, which is significant at the 0.05 level.

The chi-square statistic can also be used in goodness-of-fit tests to determine whether certain models fit the observed data. These tests are conducted by calculating the significance of sample deviations from assumed theoretical (expected) distributions and can be performed on cross-tabulations as well as on frequencies (one-way tabulations). The calculation of the chi-square statistic and the determination of its significance are the same, as illustrated above.

The chi-square statistic should be estimated only on counts of data. When the data are in percentage form, they should first be converted to absolute counts or numbers. In addition, an underlying assumption of the chi-square test is that the observations are drawn independently. As a general rule, chi-square analysis should not be conducted when the expected or theoretical frequency in any of the cells is less than five. If the number of observations in any cell is less than 10, or if the table has two rows and two columns (a 2 × 2 table), a correction factor should be applied. With the correction factor, the value is 2.133, which is not significant at the 0.05 level. In the case of a 2 × 2 table, the chi-square is related to the phi coefficient.

**Phi coefficient**

The phi coefficient \(\phi\) is used as a measure of the strength of association in the special case of a table with two rows and two columns (a 2 × 2 table). The phi coefficient is proportional to the square root of the chi-square statistic. For a sample of size \(n\), this statistic is calculated as:

\[
\phi = \sqrt{\frac{\chi^2}{n}}
\]

It takes the value of 0 when there is no association, which would be indicated by a chi-square value of 0 as well. When the variables are perfectly associated, phi assumes the value of 1 and all the observations fall just on the main or minor diagonal. (In some computer programs, phi assumes a value of −1 rather than +1 when there is perfect negative association.) In our case, because the association was not significant at the 0.05 level, we would not normally compute the phi value. However, for the purpose of illustration, we show how the values of phi and other measures of the strength of association would be computed. The value of phi is:

\[
\phi = \sqrt{\frac{3.333}{30}} = 0.333
\]

Thus, the association is not very strong. In the more general case involving a table of any size, the strength of association can be assessed by using the contingency coefficient.

**Contingency coefficient**

Although the phi coefficient is specific to a 2 × 2 table, the contingency coefficient \(C\) can be used to assess the strength of association in a table of any size. This index is also related to chi-square, as follows:

\[
C = \sqrt{\frac{\chi^2}{\chi^2 + n}}
\]
The contingency coefficient varies between 0 and 1. The value of 0 occurs in the case of no association (i.e. the variables are statistically independent), but the maximum value of 1 is never achieved. Rather, the maximum value of the contingency coefficient depends on the size of the table (number of rows and number of columns). For this reason, it should be used only to compare tables of the same size. The value of the contingency coefficient for Table 20.3 is:

$$C = \frac{3.333}{3.333 + 30} = 0.316$$

This value of $C$ indicates that the association is not very strong. Another statistic that can be calculated for any table is Cramer’s $V$.

### Cramer’s $V$

Cramer’s $V$ is a modified version of the phi correlation coefficient, $\phi$, and is used in tables larger than $2 \times 2$. When phi is calculated for a table larger than $2 \times 2$, it has no upper limit. Cramer’s $V$ is obtained by adjusting phi for either the number of rows or the number of columns in the table, based on which of the two is smaller. The adjustment is such that $V$ will range from 0 to 1. A large value of $V$ merely indicates a high degree of association. It does not indicate how the variables are associated. For a table with $r$ rows and $c$ columns, the relationship between Cramer’s $V$ and the phi correlation coefficient is expressed as:

$$V = \sqrt{\frac{\phi^2}{\min(r-1), (c-1)}}$$

or

$$V = \sqrt{\frac{\chi^2 / n}{\min(r-1), (c-1)}}$$

The value of Cramer’s $V$ for Table 20.3 is:

$$V = \sqrt{3.333/30} = 0.333$$

Thus, the association is not very strong. As can be seen, in this case $V = \phi$. This is always the case for a $2 \times 2$ table. Another statistic commonly estimated is the lambda coefficient.

### Lambda coefficient

The lambda coefficient assumes that the variables are measured on a nominal scale. Asymmetric lambda measures the percentage improvement in predicting the value of the dependent variable, given the value of the independent variable. The lambda coefficient also varies between 0 and 1. A value of 0 means no improvement in prediction. A value of 1 indicates that the prediction can be made without error. This happens when each independent variable category is associated with a single category of the dependent variable.

Asymmetric lambda is computed for each of the variables (treating it as the dependent variable). In general, the two asymmetric lambdas are likely to be different, since the marginal distributions are not usually the same. A symmetric lambda is also computed, which is a kind of average of the two asymmetric values. The symmetric lambda does not make an assumption about which variable is dependent. It measures the overall improvement when prediction is done in both directions. The value of asymmetric lambda in Table 20.3, with usage as the dependent variable, is 0.333. This indicates that knowledge of gender increases our predictive ability by the proportion of 0.333, i.e. a 33% improvement. The symmetric lambda is also 0.333.
Other statistics

Note that in the calculation of the chi-square statistic, the variables are treated as being measured only on a nominal scale. Other statistics, such as $\tau_b$, $\tau_c$ and $\gamma$, are available to measure association between two ordinal-level variables. All these statistics use information about the ordering of categories of variables by considering every possible pair of cases in the table. Each pair is examined to determine whether its relative ordering on the first variable is the same as its relative ordering on the second variable (concordant), the ordering is reversed (discordant), or the pair is tied. The manner in which the ties are treated is the basic difference between these statistics. Both $\tau_b$ and $\tau_c$ adjust for ties. $\tau_b$ is the most appropriate with square tables, in which the number of rows and the number of columns are equal. Its value varies between +1 and −1. Thus the direction (positive or negative) as well as the strength (how close the value is to 1) of the relationship can be determined. For a rectangular table in which the number of rows is different from the number of columns, $\tau_c$ should be used. $\gamma$ does not make an adjustment for either ties or table size. $\gamma$ also varies between +1 and −1 and generally has a higher numerical value than $\tau_b$ or $\tau_c$. For the data in Table 20.3, as gender is a nominal variable, it is not appropriate to calculate ordinal statistics. All these statistics can be estimated by using the appropriate analysis software that incorporates cross-tabulation. (Other statistics for measuring the strength of association, namely product moment correlation and non-metric correlation, are discussed in Chapter 22.)

Cross-tabulation in practice

While conducting cross-tabulation analysis in practice, it is useful to proceed through the following steps:

1. Test the null hypothesis that there is no association between the variables using the chi-square statistic. If you fail to reject the null hypothesis, then there is no relationship.

2. If $H_0$ is rejected, then determine the strength of the association using an appropriate statistic (phi coefficient, contingency coefficient, Cramer’s $V$, lambda coefficient, or other statistics).

3. If $H_0$ is rejected, interpret the pattern of the relationship by computing the percentages in the direction of the independent variable, across the dependent variable.

4. If the variables are treated as ordinal rather than nominal, use $\tau_b$, $\tau_c$ or $\gamma$ as the test statistic. If $H_0$ is rejected, then determine the strength of the association using the magnitude, and the direction of the relationship using the sign of the test statistic.

5. Translate the results of hypothesis testing, strength of association and pattern of association into managerial implications and recommendations.

Hypothesis testing related to differences

The previous section considered hypothesis testing related to associations. We now focus on hypothesis testing related to differences. A classification of hypothesis testing procedures for examining differences is presented in Figure 20.9. Note that this figure is consistent with the classification of univariate techniques presented in Figure 19.4. The major difference is that Figure 19.4 also accommodates more than two samples and thus deals with techniques such as one-way ANOVA and K–W ANOVA, whereas Figure 20.9 is limited to no more than two samples. Also, one-sample techniques, such as frequencies, which do not involve statistical testing, are not covered in Figure 20.9.
Hypothesis testing procedures can be broadly classified as parametric or non-parametric, based on the measurement scale of the variables involved. **Parametric tests** assume that the variables of interest are measured on at least an interval scale. **Non-parametric tests** assume that the variables are measured on a nominal or ordinal scale. These tests can be further classified based on whether one or two or more samples are involved. As explained in Chapter 19, the number of samples is determined by how the data are treated for the purpose of analysis, not based on how the data were collected. The samples are independent if they are drawn randomly from different populations. For the purpose of analysis, data pertaining to different groups of participants, e.g. males and females, are generally treated as independent samples. On the other hand, the samples are paired when the data for the two samples relate to the same group of participants.

The most popular parametric test is the $t$ test, conducted for examining hypotheses about means. The $t$ test could be conducted on the mean of one sample or two samples of observations. In the case of two samples, the samples could be independent or paired. Non-parametric tests based on observations drawn from one sample include the chi-square test, the Kolmogorov–Smirnov test, the runs test and the binomial test. In the case of two independent samples, the chi-square test, the Mann–Whitney $U$ test, the median test and the Kolmogorov–Smirnov two-sample test are used for examining hypotheses about location. These tests are non-parametric counterparts of the two-group $t$ test. For paired samples, non-parametric tests include the Wilcoxon matched-pairs signed-ranks test and the sign test. These tests are the counterparts of the paired $t$ test. In addition, the McNemar and chi-square tests can also be used. Parametric as well as non-parametric tests are also available for evaluating hypotheses relating to more than two samples. These tests are considered in later chapters.
**Parametric tests**

Parametric tests provide inferences for making statements about the means of parent populations. A *t test* is commonly used for this purpose. This test is based on Student’s *t* statistic. The *t statistic* assumes that the variable is normally distributed and the mean is known (or assumed to be known), and the population variance is estimated from the sample. Assume that the random variable, *X*, is normally distributed, with mean *μ* and unknown population variance *σ*², which is estimated by the sample variance, *s*². Recall that the standard deviation of the sample mean, *X*, is estimated as:

\[ s_{\bar{X}} = s / \sqrt{n} \]

Then

\[ t = (\bar{X} - \mu) / s_{\bar{X}} \]

is *t* distributed with *n* − 1 degrees of freedom.

The *t distribution* is similar to the normal distribution in appearance. Both distributions are bell shaped and symmetric. Compared with the normal distribution, however, the *t* distribution has more area in the tails and less in the centre. This is because the population variance, *σ*², is unknown and is estimated by the sample variance, *s*². Given the uncertainty in the value of *s*², the observed values of *t* are more variable than those of *z*. Thus, we must go out a larger number of standard deviations from zero to encompass a certain percentage of values from the *t* distribution than is the case with the normal distribution. Yet, as the number of degrees of freedom increases, the *t* distribution approaches the normal distribution. In fact, for large samples of 120 or more, the *t* distribution and the normal distribution are virtually indistinguishable. Although normality is assumed, the *t* test is quite robust to departures from normality.

The procedure for hypothesis testing, for the special case when the *t* statistic is used, is as follows:

1. Formulate the null (*H₀*) and the alternative (*H₁*) hypotheses.
2. Select the appropriate formula for the *t* statistic.
3. Select a significance level, *α*, for testing *H₀*. Typically, the 0.05 level is selected.¹²
4. Take one or two samples and compute the mean and standard deviation for each sample.
5. Calculate the *t* statistic assuming that *H₀* is true.
6. Calculate the degrees of freedom and estimate the probability of getting a more extreme value of the statistic. (Alternatively, calculate the critical value of the *t* statistic.)
7. If the probability computed in step 6 is smaller than the significance level selected in step 3, reject *H₀*. If the probability is larger, do not reject *H₀*. (Alternatively, if the absolute value of the calculated *t* statistic in step 5 is larger than the absolute critical value determined in step 6, reject *H₀*. If the absolute calculated value is smaller than the absolute critical value, do not reject *H₀*. Failure to reject *H₀* does not necessarily imply that *H₀* is true. It only means that the true state is not significantly different from that assumed by *H₀*.¹³
8. Express the conclusion reached by the *t* test in terms of the marketing research problem.

We illustrate the general procedure for conducting *t* tests in the following sections, beginning with the one-sample case.
**One sample**

In marketing research, the researcher is often interested in making statements about a single variable against a known or given standard. Examples of such statements are that the market share for a new product will exceed 15%, that at least 65% of customers will like a new package design, or that 80% of retailers will prefer a new pricing policy. These statements can be translated to null hypotheses that can be tested using a one-sample test, such as the $t$ test or the $z$ test. In the case of a $t$ test for a single mean, the researcher is interested in testing whether the population mean conforms to a given hypothesis ($H_0$). For the data in Table 20.2, suppose we wanted to test the hypothesis that the mean familiarity rating exceeds 4.0 – the neutral value on a seven-point scale. A significance level of $\alpha = 0.05$ is selected. The hypothesis may be formulated as:

$$H_0: \mu \leq 4.0$$

$$H_1: \mu > 4.0$$

$$t = (\bar{X} - \mu) / s_{\bar{X}}$$

$$s_{\bar{X}} = s / \sqrt{n}$$

$$s_{\bar{X}} = 1.579 / \sqrt{29} = 1.579 / 5.385 = 0.293$$

$$t = (4.724 - 4.0) / 0.293 = 0.724 / 0.293 = 2.471$$

The degrees of freedom for the $t$ statistic to test the hypothesis about one mean are $n - 1$. In this case, $n - 1 = 29 - 1$, or 28. From Table 4 in the Appendix, the probability of getting a more extreme value than 2.471 is less than 0.05. (Alternatively, the critical $t$ value for 28 degrees of freedom and a significance level of 0.05 is 1.7011, which is less than the calculated value.) Hence, the null hypothesis is rejected. The familiarity level does not exceed 4.0.

Note that if the population standard deviation was assumed to be known as 1.5, rather than estimated from the sample, a $z$ test would be appropriate. In this case, the value of the $z$ statistic would be:

$$z = \frac{\bar{X} - \mu}{\sigma_{\bar{X}}}$$

where

$$\sigma_{\bar{X}} = 1.5 / \sqrt{29} = 1.5 / 5.385 = 0.279$$

and

$$z = (4.724 - 4.0) / 0.279 = 0.724 / 0.279 = 2.595$$

The probability of getting a more extreme value of $z$ than 2.595 is less than 0.05. (Alternatively, the critical $z$ value for a one-tailed test and a significance level of 0.05 is 1.645, which is less than the calculated value.) Therefore, the null hypothesis is rejected, reaching the same conclusion arrived at earlier by the $t$ test.

The procedure for testing a null hypothesis with respect to a proportion was illustrated earlier in this chapter when we introduced hypothesis testing.

**Two independent samples**

Several hypotheses in marketing relate to parameters from two different populations. For example, the users and non-users of a brand differ in terms of their perceptions of the brand, high-income consumers spend more on leisure activities than low-income consumers and the proportion of brand-loyal users in segment I is more than the proportion in segment II.
Samples drawn randomly from different populations are termed **independent samples**. As in the case for one sample, the hypotheses could relate to means or proportions:

1. **Means.** In the case of means for two independent samples, the hypotheses take the following form:

   \[ H_0: \mu_1 = \mu_2 \]
   \[ H_1: \mu_1 \neq \mu_2 \]

   The two populations are sampled and the means and variances are computed based on samples of sizes \( n_1 \) and \( n_2 \). If both populations are found to have the same variance, a pooled variance estimate is computed from the two sample variances, as follows:

   \[
   s^2 = \frac{\sum_{i=1}^{n_1} (X_{1i} - \bar{X}_1)^2 + \sum_{i=1}^{n_2} (X_{2i} - \bar{X}_2)^2}{n_1 + n_2 - 2}
   \]

   The standard deviation of the test statistic can be estimated as:

   \[
   s_{\bar{X}_1 - \bar{X}_2} = \sqrt{s^2 \left( \frac{1}{n_1} + \frac{1}{n_2} \right)}
   \]

   The appropriate value of \( t \) can be calculated as:

   \[
   t = \frac{\bar{X}_1 - \bar{X}_2 - (\mu_1 - \mu_2)}{s_{\bar{X}_1 - \bar{X}_2}}
   \]

   The degrees of freedom in this case are \((n_1 + n_2 - 2)\).

   If the two populations have unequal variances, an exact \( t \) cannot be computed for the difference in sample means. Instead, an approximation to \( t \) is computed. The number of degrees of freedom in this case is usually not an integer, but a reasonably accurate probability can be obtained by rounding to the nearest integer.14

   An **F test** of sample variance may be performed if it is not known whether the two populations have equal variance. In this case the hypotheses are:

   \[ H_0: \sigma_1^2 = \sigma_2^2 \]
   \[ H_1: \sigma_1^2 \neq \sigma_2^2 \]

   The **F statistic** is computed from the sample variances, as follows:

   \[
   F(n_1 - 1, (n_2 - 1)) = \frac{s_1^2}{s_2^2}
   \]

   where

   \( n_1 = \text{size of sample 1} \)
   \( n_2 = \text{size of sample 2} \)
   \( n_1 - 1 = \text{degrees of freedom for sample 1} \)
   \( n_2 - 1 = \text{degrees of freedom for sample 2} \)
   \( s_1^2 = \text{sample variance for sample 1} \)
   \( s_2^2 = \text{sample variance for sample 2} \).

   As can be seen, the critical value of the **F distribution** depends on two sets of degrees of freedom: those in the numerator and those in the denominator. If the probability of \( F \) is greater than the significance level, \( \alpha \), then \( H_0 \) is not rejected and \( t \) based on the pooled variance estimate can be used. On the other hand, if the probability of \( F \) is less than or equal to \( \alpha \), \( H_0 \) is rejected and \( t \) based on a separate variance estimate is used.

   Using the data in Table 20.1, suppose we wanted to determine whether internet usage was different for males as compared with females. A two-independent-samples \( t \) test can be
conducted. The results of this test are presented in Table 20.14. Note that the $F$ test of sample variances has a probability that is less than 0.05. Accordingly, $H_0$ is rejected and the $t$ test based on the ‘equal variances not assumed’ should be used. The $t$ value is $-4.492$ and, with 18.014 degrees of freedom, this gives a probability of 0.000, which is less than the significance level of 0.05. Therefore, the null hypothesis of equal means is rejected. Because the mean usage for males (gender = 1) is 9.333 and that for females (gender = 2) is 3.867, males use the internet to a significantly greater extent than females. We also show the $t$ test assuming equal variances because most software packages automatically conduct the $t$ test both ways.

<table>
<thead>
<tr>
<th>Table 20.14 Two-independent-samples $t$ test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Summary statistics</strong></td>
</tr>
<tr>
<td>Number of cases</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>F test for equality of variances</strong></td>
</tr>
<tr>
<td>$F$ value</td>
</tr>
<tr>
<td>15.507</td>
</tr>
<tr>
<td><strong>$t$ test</strong></td>
</tr>
<tr>
<td>Equal variances assumed</td>
</tr>
<tr>
<td>$t$ value</td>
</tr>
<tr>
<td>$-4.492$</td>
</tr>
</tbody>
</table>

For another application of the $t$ test, consider the following example.

**Real research Shops seek to suit elderly to a ‘t’**

A study based on a sample of 789 participants who were 65 or older attempted to determine the effect of a lack of mobility on shop patronage. A major research question related to the differences in the physical requirements of dependent and self-reliant elderly persons. That is, did the two groups require different things to get to the shop or after they arrived at the shop? A more detailed analysis of the physical requirements conducted by the $t$ tests of two independent samples (shown in the table) indicated that dependent elderly persons were more likely to look for shops that offer home delivery and phone orders and for shops to which they have accessible transportation. They were also more likely to look for a variety of shops located close together.
In this example, we tested the difference between means. A similar test is available for testing the difference between proportions for two independent samples.

2 Proportions. A case involving proportions for two independent samples is also illustrated using the data from Table 20.1, which gives the number of males and females who shop online. Is the proportion of participants who shop online the same for males and females? The null and alternative hypotheses are:

\[ H_0: \pi_1 = \pi_2 \]
\[ H_1: \pi_1 \neq \pi_2 \]

A z test is used, as in testing the proportion for one sample. In this case, however, the test statistic is given by:

\[ z = \frac{P_1 - P_2}{\sqrt{\frac{p(1-p)}{n_1} + \frac{p(1-p)}{n_2}}} \]

In the test statistic, the numerator is the difference between the proportions in the two samples, \( P_1 \) and \( P_2 \). The denominator is the standard error of the difference in the two proportions and is given by:

\[ S_{P_1 - P_2} = \sqrt{p(1-p) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)} \]

where

\[ p = \frac{n_1 P_1 + n_2 P_2}{n_1 + n_2} \]

A significance level of \( \alpha = 0.05 \) is selected. Given the data in Table 20.1, the test statistic can be calculated as:

\[ P_1 - P_2 = \frac{11}{15} - \frac{6}{15} = 0.733 - 0.400 = 0.333 \]
\[ p = \frac{15 \times 0.733 + 15 \times 0.4}{15 + 15} = 0.567 \]
\[ S_{P_1 - P_2} = \sqrt{0.567 \times 0.433(\frac{1}{15} + \frac{1}{15})} = 0.181 \]
\[ z = 0.333/0.181 = 1.84 \]

Given a two-tail test, the area to the right of the critical value is \( \alpha/2 \), or 0.025. Hence, the critical value of the test statistic is 1.96. Because the calculated value is less than the critical value, the null hypothesis cannot be rejected. Thus, the proportion of users (0.733) for males and (0.400) for females is not significantly different for the two samples. Note that although the difference is substantial, it is not statistically significant due to the small sample sizes (15 in each group).


**Paired samples**

In many marketing research applications, the observations for the two groups are not selected from independent samples. Rather, the observations relate to paired samples, in that the two sets of observations relate to the same participants. A sample of participants may rate competing brands, may indicate the relative importance of two attributes of a product, or may evaluate a brand at two different times. The differences in these cases are examined by a paired samples t test. To compute t for paired samples, the paired difference variable (denoted by \( D \)), is formed and its mean and variance calculated. Then the t statistic is computed. The degrees of freedom are \( n - 1 \), where \( n \) is the number of pairs. The relevant formulae are:

\[
\begin{align*}
    H_0: \mu_D &= 0 \\
    H_1: \mu_D &\neq 0
\end{align*}
\]

\[
t_{n-1} = \frac{\bar{D} - \mu_D}{s_{\bar{D}}} / \sqrt{n}
\]

where

\[
\bar{D} = \frac{\sum_{i=1}^{n} D_i}{n}
\]

\[
s_{\bar{D}} = \sqrt{\frac{\sum_{i=1}^{n} (D_i - \bar{D})^2}{n}}
\]

\[
s_{\bar{D}} = s_{\bar{D}} / \sqrt{n}
\]

In the internet usage example (Table 20.1), a paired t test could be used to determine whether the participants differed in their attitude towards the internet and attitude towards technology. The resulting output is shown in Table 20.15. The mean attitude towards the internet is 5.167 and that towards technology is 4.10. The mean difference between the variables is 1.067, with a standard deviation of 0.828 and a standard error of 0.1511. This results in a t value of \((1.067/0.1511) = 7.06\), with \(30 - 1 = 29\) degrees of freedom and a probability of less than 0.001. Therefore the participants have a more favourable attitude towards the internet as compared with technology in general. An implication, if this were a large and representative sample, would be that internet service providers should not hesitate to market their services to consumers who do not have a very positive attitude towards technology and do not consider themselves to be technologically savvy. Another application is provided in the context of determining the relative effectiveness of 15-second versus 30-second TV commercials.

### Table 20.15 Paired samples t test

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of cases</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet attitude</td>
<td>30</td>
<td>5.167</td>
<td>1.234</td>
<td>0.225</td>
</tr>
<tr>
<td>Technology attitude</td>
<td>30</td>
<td>4.100</td>
<td>1.398</td>
<td>0.255</td>
</tr>
</tbody>
</table>

**Difference = Internet − Technology**

<table>
<thead>
<tr>
<th>Difference mean</th>
<th>Standard deviation</th>
<th>Standard error</th>
<th>Correlation</th>
<th>Two-tail probability</th>
<th>t value</th>
<th>Degrees of freedom</th>
<th>Two-tail probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.067</td>
<td>0.828</td>
<td>0.1511</td>
<td>0.809</td>
<td>0.000</td>
<td>7.059</td>
<td>29</td>
<td>0.000</td>
</tr>
</tbody>
</table>
The difference in proportions for paired samples can be tested by using the McNemar test or the chi-square test, as explained in the following section on non-parametric tests.

**Real research**

**Seconds count**

A survey of 83 media directors of the largest Canadian advertising agencies was conducted to determine the relative effectiveness of 15-second versus 30-second commercial advertisements. By use of a five-point rating scale (1 being excellent and 5 being poor), 15- and 30-second commercials were rated by each participant for brand awareness, main idea recall, persuasion and ability to tell an emotional story. The table indicates that 30-second commercials were rated more favourably on all the dimensions. Paired $t$ tests indicated that these differences were significant, and the 15-second commercials were evaluated as less effective.

<table>
<thead>
<tr>
<th>Brand awareness</th>
<th>Main idea recall</th>
<th>Persuasion</th>
<th>Ability to tell an emotional story</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>30</td>
<td>15</td>
<td>30</td>
</tr>
<tr>
<td>2.5</td>
<td>1.9</td>
<td>2.7</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.7</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.9</td>
</tr>
</tbody>
</table>

The difference in proportions for paired samples can be tested by using the McNemar test or the chi-square test, as explained in the following section on non-parametric tests.

**Non-parametric tests**

Non-parametric tests are used when the variables are non-metric. Like parametric tests, non-parametric tests are available for testing variables from one sample, two independent samples or two related samples.

**One sample**

Sometimes the researcher wants to test whether the observations for a particular variable could reasonably have come from a particular distribution, such as the normal, uniform or Poisson distribution. Knowledge of the distribution is necessary for finding probabilities corresponding to known values of the variable, or variable values corresponding to known probabilities (see the Appendix at the end of Chapter 15). The Kolmogorov–Smirnov (K–S) one-sample test is one such goodness-of-fit test. The K–S test compares the cumulative distribution function for a variable with a specified distribution. $A_i$ denotes the cumulative relative frequency for each category of the theoretical (assumed) distribution, and $O_i$ denotes the comparable value of the sample frequency. The K–S test is based on the maximum value of the absolute difference between $A_i$ and $O_i$. The test statistic is:

$$K = \max |A_i - O_i|$$

The decision to reject the null hypothesis is based on the value of $K$. The larger $K$ is, the more confidence we have that $H_0$ is false. Note that this is a one-tailed test, since the value of $K$ is always positive, and we reject $H_0$ for large values of $K$. For $\alpha = 0.05$, the critical value of $K$ for large samples (over 35) is given by $1.36/\sqrt{n}$. Alternatively, $K$ can be transformed into a normally distributed $z$ statistic and its associated probability determined.

In the context of the internet usage example, suppose we wanted to test whether the distribution of internet usage was normal. A K–S one-sample test is conducted, yielding
the data shown in Table 20.16. The largest absolute difference between the observed and normal distribution was $K = 0.222$. Although our sample size is only 30 (less than 35), we can use the approximate formula and the critical value of $K$ is $1.36/\sqrt{30} = 0.248$. Because the calculated value of $K$ is smaller than the critical value, the null hypothesis cannot be rejected. Alternatively, Table 20.16 indicates that the probability of observing a $K$ value of 0.222, as determined by the normalised $z$ statistics, is 0.103. Because this is more than the significance level of 0.05, the null hypothesis cannot be rejected, leading to the same conclusion. Hence the distribution of internet usage does not deviate significantly from the normal distribution. The implication is that we are safe in using statistical tests (e.g., the $z$ test) and procedures that assume the normality of this variable.

As mentioned earlier, the chi-square test can also be performed on a single variable from one sample. In this context, the chi-square serves as a goodness-of-fit test. It tests whether a significant difference exists between the observed number of cases in each category and the expected number. Other one-sample non-parametric tests include the runs test and the binomial test. The runs test is a test of randomness for dichotomous variables. This test is conducted by determining whether the order or sequence in which observations are obtained is random. The binomial test is also a goodness-of-fit test for dichotomous variables. It tests the goodness of fit of the observed number of observations in each category to the number expected under a specified binomial distribution. For more information on these tests, refer to the standard statistical literature.18

Two independent samples

When the difference in the location of two populations is to be compared based on observations from two independent samples and the variable is measured on an ordinal scale, the Mann–Whitney $U$ test can be used.19 This test corresponds to the two-independent-samples $t$ test, for interval-scale variables, when the variances of the two populations are assumed equal.

In the Mann–Whitney $U$ test, the two samples are combined and the cases are ranked in order of increasing size. The test statistic, $U$, is computed as the number of times a score from sample or group 1 precedes a score from group 2. If the samples are from the same population, the distribution of scores from the two groups in the rank list should be random. An extreme value of $U$ would indicate a non-random pattern, pointing to the inequality of the two groups. For samples of less than 30, the exact significance level for $U$ is computed. For larger samples, $U$ is transformed into a normally distributed $z$ statistic. This $z$ can be corrected for ties within ranks.

We examine again the difference in the internet usage of males and females. This time, though, the Mann–Whitney test is used. The results are given in Table 20.17. Again, a

<table>
<thead>
<tr>
<th>Test distribution, normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Cases</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Most extreme differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute</td>
</tr>
<tr>
<td>0.222</td>
</tr>
</tbody>
</table>
significant difference is found between the two groups, corroborating the results of the two-independent-samples t test reported earlier. Because the ranks are assigned from the smallest observation to the largest, the higher mean rank of males (20.93) indicates that they use the internet to a greater extent than females (mean rank = 10.07).

Researchers often wish to test for a significant difference in proportions obtained from two independent samples. In this case, as an alternative to the parametric z test considered earlier, one could also use the cross-tabulation procedure to conduct a chi-square test.\(^2\) In this case, we will have a 2 × 2 table. One variable will be used to denote the sample and will assume a value of 1 for sample 1 and a value of 2 for sample 2. The other variable will be the binary variable of interest.

Two other independent-samples non-parametric tests are the median test and the Kolmogorov–Smirnoff test. The two-sample median test determines whether the two groups are drawn from populations with the same median. It is not as powerful as the Mann–Whitney U test because it merely uses the location of each observation relative to the median, and not the rank, of each observation. The Kolmogorov–Smirnoff two-sample test examines whether the two distributions are the same. It takes into account any differences between the two distributions, including the median, dispersion and skewness, as illustrated by the following example.

In this example, the marketing research directors and users comprised two independent samples. The samples, however, are not always independent. In the case of paired samples, a different set of tests should be used.

### Table 20.17

<table>
<thead>
<tr>
<th>Gender</th>
<th>Mean rank</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>20.93</td>
<td>15</td>
</tr>
<tr>
<td>Female</td>
<td>10.07</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>U</th>
<th>W</th>
<th>z</th>
<th>Corrected for ties, two-tailed p</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.000</td>
<td>151.000</td>
<td>-3.406</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Note: \(U\) = Mann–Whitney test statistics, \(W\) = Wilcoxon W statistic, \(z\) = \(U\) transformed into normally distributed \(z\) statistics.

---

**Real research**

**Directors change direction\(^2\)**

How do marketing research directors and users in Fortune 500 manufacturing firms perceive the role of marketing research in initiating changes in marketing strategy formulation? A study found that marketing research directors were more strongly in favour of initiating changes in strategy and less in favour of holding back than were users of marketing research. The percentage responses to one of the items, ‘Initiate change in the marketing strategy of the firm whenever possible’, are given in the following table. Using the K–S test, these differences of role definition were statistically significant at the 0.05 level, as shown below.
Paired samples

An important non-parametric test for examining differences in the location of two populations based on paired observations is the Wilcoxon matched-pairs signed-ranks test. This test analyses the differences between the paired observations, taking into account the magnitude of the differences. So it requires that the data are measured at the interval level of measurement. However, it does not require assumptions about the form of the distribution of the measurements. It should therefore be used whenever the distributional assumptions that underlie the t test cannot be satisfied. The test computes the differences between the pairs of variables and ranks the absolute differences. The next step is to sum the positive and negative ranks. The test statistic, \( z \), is computed from the positive and negative rank sums. Under the null hypothesis of no difference, \( z \) is a standard normal variate with mean 0 and variance 1 for large samples. This test corresponds to the paired \( t \) test considered earlier.

The example considered for the paired \( t \) test, whether the participants differed in terms of attitude towards the internet and attitude towards technology, is considered again. Suppose we assume that both these variables are measured on ordinal rather than interval scales. Accordingly, we use the Wilcoxon test. The results are shown in Table 20.18. Again, a significant difference is found in the variables, and the results are in accordance with the conclusion reached by the paired \( t \) test. There are 23 negative differences (attitude towards technology is less favourable than attitude towards the internet). The mean rank of these negative differences is 12.72. On the other hand, there is only one positive difference (attitude towards technology is more favourable than attitude towards the internet). The mean rank of the difference is 7.50. There are six ties, or observations with the same value for both variables. These numbers indicate that the

![Wilcoxon matched-pairs signed-ranks test](https://example.com/wilcoxon-matched-pairs.png)

A non-parametric test that analyses the differences between the paired observations, taking into account the magnitude of the differences.

<table>
<thead>
<tr>
<th>Sample</th>
<th>n</th>
<th>Absolutely must</th>
<th>Preferably should</th>
<th>May or may not</th>
<th>Preferably should not</th>
<th>Absolutely must not</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>77</td>
<td>7</td>
<td>26</td>
<td>43</td>
<td>19</td>
<td>5</td>
</tr>
<tr>
<td>U</td>
<td>68</td>
<td>2</td>
<td>15</td>
<td>32</td>
<td>35</td>
<td>16</td>
</tr>
</tbody>
</table>

K-S significance = 0.05. D = directors, U = users.

<table>
<thead>
<tr>
<th>(Technology–Internet)</th>
<th>Cases</th>
<th>Mean rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Ranks</td>
<td>23</td>
<td>12.72</td>
</tr>
<tr>
<td>+ Ranks</td>
<td>1</td>
<td>7.50</td>
</tr>
<tr>
<td>Ties</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>( z = -4.207 )</td>
<td></td>
<td>Two-tailed ( p = 0.000 )</td>
</tr>
</tbody>
</table>
attitude towards the internet is more favourable than that towards technology. Furthermore, the probability associated with the \( z \) statistic is less than 0.05, indicating that the difference is indeed significant.

Another paired sample non-parametric test is the sign test. This test is not as powerful as the Wilcoxon matched-pairs signed-ranks test because it compares only the signs of the differences between pairs of variables without taking into account the ranks. In the special case of a binary variable where the researcher wishes to test differences in proportions, the McNemar test can be used. Alternatively, the chi-square test can also be used for binary variables.

The various parametric and non-parametric tests are summarised in Table 20.19. The tests in Table 20.19 can be easily related to those in Figure 20.9. Table 20.19 classifies the tests in more detail, as parametric tests (based on metric data) are classified separately for means and proportions. Likewise, non-parametric tests (based on non-metric data) are classified separately for distributions and rankings/medians. The final example illustrates the use of hypothesis testing in international branding strategy.

**Table 20.19**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Application</th>
<th>Level of scaling</th>
<th>Test/comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>One sample</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One sample</td>
<td>Distributions</td>
<td>Non-metric</td>
<td>K-S and chi-square for goodness of fit</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Runs test for randomness</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Binomial test for goodness of fit for dichotomous variables</td>
</tr>
<tr>
<td>One sample</td>
<td>Means</td>
<td>Metric</td>
<td>( t ) test, if variance is unknown</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( z ) test, if variance is known</td>
</tr>
<tr>
<td>One sample</td>
<td>Proportions</td>
<td>Metric</td>
<td>( z ) test</td>
</tr>
<tr>
<td><strong>Two independent samples</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two independent samples</td>
<td>Distributions</td>
<td>Non-metric</td>
<td>K-S two-sample test for examining equivalence of two distributions</td>
</tr>
<tr>
<td>Two independent samples</td>
<td>Means</td>
<td>Metric</td>
<td>Two-group ( t ) test</td>
</tr>
<tr>
<td>Two independent samples</td>
<td>Proportions</td>
<td>Metric</td>
<td>( F ) test for equality of variances</td>
</tr>
<tr>
<td>Two independent samples</td>
<td>Rankings/medians</td>
<td>Non-metric</td>
<td>Chi-square test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mann-Whitney ( U ) test more powerful than median test</td>
</tr>
<tr>
<td><strong>Paired samples</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paired samples</td>
<td>Means</td>
<td>Metric</td>
<td>Paired ( t ) test</td>
</tr>
<tr>
<td>Paired samples</td>
<td>Proportions</td>
<td>Non-metric</td>
<td>McNemar test for binary variables</td>
</tr>
<tr>
<td>Paired samples</td>
<td>Rankings/medians</td>
<td>Non-metric</td>
<td>Wilcoxon matched-pairs ranked-signs test more powerful than sign test</td>
</tr>
</tbody>
</table>
In an era of global marketing, how can marketers develop their brands in diverse social, cultural and historical environments? A study showed that, in general, a firm’s international brand structure includes firm-based characteristics, product-market characteristics and market dynamics. More specifically, according to Bob Kroll, the former President of Del Monte International, uniform packaging may be an asset to marketing internationally, but catering to the culinary taste preferences of individual countries is more important. One survey on international product marketing made this clear. Participants included 100 brand and product managers and marketing executives from some of the world’s largest food, pharmaceutical and personal product companies. For international markets, 39% said it was not a good idea to use uniform packaging and 38% said it was a good idea. Those who said it was not a good idea mentioned, however, the desirability of maintaining as much brand equity and package consistency from market to market. But they also believed it was necessary to tailor the package to fit the linguistic and regulatory needs of different markets.

Based on this finding, a suitable research question could be: ‘Do consumers in different countries prefer to buy global name brands with different packaging customised to suit their local needs?’ Based on this research question, one could frame a hypothesis that, other things being constant, standardised branding with customised packaging for a well-established brand name will result in a greater market share. The hypotheses may be formulated as follows:

\[ H_0: \text{Standardised branding with customised packaging for a well-established brand name will not lead to greater market share in an international market.} \]

\[ H_1: \text{Other factors remaining equal, standardised branding with customised packaging for a well-established brand name will lead to greater market share in the international market.} \]

To test the null hypothesis, a well-established brand such as Colgate toothpaste, which has followed a mixed strategy, could be selected. The market share in countries with standardised branding and standardised packaging can be compared with market share in countries with standardised branding and customised packaging, after controlling for the effect of other factors. A two-independent-samples t test could be used.

Practise data analysis with SPSS

SPSS Windows and Mac

The main program in SPSS is FREQUENCIES. It produces a table of frequency counts, percentages and cumulative percentages for the values of each variable. It gives all of the associated statistics except for the coefficient of variation. If the data are interval scaled and only the summary statistics are desired, the DESCRIPTIVES procedure can be used. All of the statistics computed by DESCRIPTIVES are available in FREQUENCIES. However, DESCRIPTIVES is more efficient because it does not sort values into a frequency table. Moreover, the DESCRIPTIVES procedure displays summary statistics for several variables in a single table and can also calculate standardised values (z scores). The EXPLORE procedure produces summary statistics and graphical displays, either for all the cases or separately for groups of cases. Mean, median, variance, standard deviation, minimum, maximum and range are some of the statistics that can be calculated.
To select these procedures, click
Analyze>Descriptive Statistics>Frequencies
Analyze>Descriptive Statistics>Descriptives
Analyze>Descriptive Statistics>Explore

We give detailed steps for running frequencies on familiarity with the internet (Table 20.1) and plotting the histogram (Figure 20.1):

1 Select ANALYZE on the SPSS menu bar.
2 Click DESCRIPTIVE STATISTICS and select FREQUENCIES.
3 Move the variable ‘Familiarity [familiar]’ to the VARIABLE(S) box.
4 Click STATISTICS.
5 Select MEAN, MEDIAN, MODE, STD. DEVIATION, VARIANCE and RANGE.
6 Click CONTINUE.
7 Click CHARTS.
8 Click HISTOGRAMS, then click CONTINUE.
9 Click OK.

The major cross-tabulation program is CROSSTABS. This program will display cross-classification tables and provide cell counts, row and column percentages, the chi-square test for significance and all the measures of the strength of the association that have been discussed.

To select these procedures, click
Analyze>Descriptive Statistics>Crosstabs

We give detailed steps for running the cross-tabulation of gender and usage of the internet given in Table 20.3 and calculating the chi-square, contingency coefficient and Cramer’s V:

1 Select ANALYZE on the SPAA menu bar.
2 Click on DESCRIPTIVE STATISTICS and select CROSSTABS.
3 Move the variable ‘Internet Usage Group [iusagegr]’ to the ROW(S) box.
4 Move the variable ‘Sex [sex]’ to the COLUMN(S) box.
5 Click CELLS.
6 Select OBSERVED under COUNTS and COLUMN under PERCENTAGES.
7 Click CONTINUE.
8 Click STATISTICS.
9 Click CHI-SQUARE, PHI and CRAMER’S V.
10 Click CONTINUE.
11 Click OK.

The major program for conducting parametric tests in SPSS is COMPARE MEANS. This program can be used to conduct $t$ tests on one sample or independent or paired samples. To select these procedures using SPSS for Windows, click

Analyze>Compare Means>Means . . .
Analyze>Compare Means>One-Sample T Test . . .
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Analyze>Compare Means>Independent-Samples T Test . . .
Analyze>Compare Means>Paired-Samples T Test . . .

We give detailed steps for running a one-sample test on the data of Table 20.1. We wanted to test the hypothesis that the mean familiarity rating exceeds 4.0. The null hypothesis is that the mean familiarity rating is less than or equal to 4.0:

1  Select ANALYZE from the SPSS menu bar.
2  Click COMPARE MEANS and then ONE SAMPLE T TEST.
3  Move ‘Familiarity [familiar]’ into the TEST VARIABLE(S) box.
4  Type ‘4’ in the TEST VALUE box.
5  Click OK.

We give the detailed steps for running a two-independent-samples \( t \) test on the data of Table 20.1. The null hypothesis is that the internet usage for males and females is the same:

1  Select ANALYZE from the SPSS menu bar.
2  Click COMPARE MEANS and then INDEPENDENT SAMPLES T TEST.
3  Move ‘Internet Usage Hrs/Week [iusage]’ into the TEST VARIABLE(S) box.
4  Move ‘Sex [sex]’ to the GROUPING VARIABLE box.
5  Click DEFINE GROUPS.
6  Type ‘1’ in box GROUP 1 and ‘2’ in box GROUP 2.
7  Click CONTINUE.
8  Click OK.

We give the detailed steps for running a paired samples \( t \) test on the data of Table 20.1. The null hypothesis is that there is no difference in the attitude towards the internet and attitude towards technology:

1  Select ANALYZE from the SPSS menu bar.
2  Click COMPARE MEANS and then PAIRED SAMPLES T TEST.
3  Move ‘Attitude Toward Internet [iattitude]’ and then select ‘Attitude Toward Technology [tattitude]’. Move these variables into the PAIRED VARIABLE(S) box.
4  Click OK.

The non-parametric tests discussed in this chapter can be conducted using NONPARAMETRIC TESTS. To select these procedures using SPSS for Windows, click

Analyze>Nonparametric Tests>Chi-Square . . .
Analyze>Nonparametric Tests>Binomial . . .
Analyze>Nonparametric Tests>Runs . . .
Analyze>Nonparametric Tests>1-Sample K-S . . .
Analyze>Nonparametric Tests>2 Independent Samples . . .
Analyze>Nonparametric Tests>2 Related Samples . . .

The detailed steps for the non-parametric tests are similar to those for parametric tests.
Basic data analysis provides valuable insights and guides the rest of the data analysis, as well as the interpretation of the results. A frequency distribution should be obtained for each variable in the data. This analysis produces a table of frequency counts, percentages and cumulative percentages for all the values associated with that variable. It indicates the extent of out-of-range, missing or extreme values. The mean, mode and median of a frequency distribution are measures of central tendency. The variability of the distribution is described by the range, the variance or standard deviation, coefficient of variation and interquartile range. Skewness and kurtosis provide an idea of the shape of the distribution.

The general procedure for hypothesis testing involves eight steps. Formulate the null and alternative hypotheses, select an appropriate test statistic, choose the level of significance ($\alpha$), calculate the value of the test statistic and determine the probability associated with the test statistic calculated from the sample data under the null hypothesis. Alternatively, determine the critical value associated with the test statistic. Compare the probability associated with the test statistic with the level of significance specified or, alternatively, determine whether the calculated value of the test statistic falls into the rejection or the non-rejection region. Accordingly, make the decision to reject or not reject the null hypothesis, and arrive at a conclusion.

Cross-tabulations are tables that reflect the joint distribution of two or more variables. In cross-tabulation, the percentages can be computed either by column, based on column totals, or by row, based on row totals. The general rule is to compute the percentages in the direction of the independent variable, across the dependent variable. Often the introduction of a third variable can provide additional insights. The chi-square statistic provides a test of the statistical significance of the observed association in a cross-tabulation. The phi coefficient, contingency coefficient, Cramer’s $V$ and lambda coefficient provide measures of the strength of association between the variables.

Parametric and non-parametric tests are available for testing hypotheses related to differences. In the parametric case, the $t$ test is used to examine hypotheses related to the population mean. Different forms of the $t$ test are suitable for testing hypotheses based on one sample, two independent samples or paired samples. In the non-parametric case, popular one-sample tests include the Kolmogorov–Smirnov, chi-square, runs test and binomial test. For two-independent non-parametric samples, the Mann–Whitney $U$ test, median test, Kolmogorov–Smirnov and chi-square tests can be used. For paired samples, the sign, Wilcoxon matched-pairs signed-ranks, McNemar and chi-square tests are useful for examining hypotheses related to measures of location.

Questions

1. Describe the procedure for computing frequencies.
2. What measures of location are commonly computed?
3. What measures of variability are commonly computed?
4. How is the relative flatness or peakedness of a distribution measured?
5. What is a skewed distribution? What does it mean?
6 What is the major difference between cross-tabulation and frequency distribution?

7 What is the general rule for computing percentages in cross-tabulations?

8 Define a spurious correlation.

9 What is meant by a suppressed association? How is it revealed?

10 Discuss the reasons for the frequent use of cross-tabulations. What are some of the limitations?

11 Present a classification of hypothesis testing procedures.

12 Describe the general procedure for conducting a t test.

13 What is the major difference between parametric and non-parametric tests?

14 Which non-parametric tests are the counterparts of the two-independent-samples t test for parametric data?

15 Which non-parametric tests are the counterparts of the paired samples t test for parametric data?

---

**Exercises**

1 In each of the following situations, indicate the statistical analysis you would conduct and the appropriate test or test statistic that should be used:

   a Consumer preferences for The Body Shop shampoo were obtained on an 11-point Likert scale. The same consumers were then shown a commercial about The Body Shop. After the commercial, preferences for The Body Shop were again measured. Has the commercial been successful in inducing a change in preferences?

   b Does the preference for The Body Shop shampoo follow a normal distribution?

   c Participants in a survey of 1,000 households were classified as heavy, medium, light and non-users of ice cream. They were also classified as being in high-, medium- or low-income categories. Is the consumption of ice cream related to income level?

   d In a survey of 2,000 households, participants were asked to rank 10 supermarkets, including Lidl, in order of preference. The sample was divided into small and large households based on a median split of the household size. Does preference for shopping in Lidl vary by household size?

2 The current advertising campaign for Red Bull would be changed if less than 30% of consumers like it.

   a Formulate the null and alternative hypotheses.

   b Discuss the Type I and Type II errors that could occur in hypothesis testing.

   c Which statistical test would you use? Why?

   d A random sample of 300 consumers was surveyed and 84 participants indicated that they liked the campaign. Should the campaign be changed? Why?
3 An electrical goods chain is having a New Year sale of refrigerators. The number of refrigerators sold during this sale at a sample of 10 stores was

| 80 | 1100 | 40 | 70 | 80 | 100 | 50 | 80 | 30 |

a Is there evidence that an average of more than 50 refrigerators per store was sold during this sale? Use $\alpha = 0.05$.

b What assumption is necessary to perform this test?

4 In a survey pre-test, data were obtained from 45 participants on Benetton clothes. These data are given in the table overleaf, which gives the usage, gender, awareness, attitude, preference, intention and loyalty towards Benetton of a sample of Benetton users. Usage was coded as 1, 2 or 3, representing light, medium or heavy users. Gender was coded as 1 for females and 2 for males. Awareness, attitude, preference, intention and loyalty were measured on a seven-point Likert-type scale (1 = very unfavourable, 7 = very favourable). Note that five participants have missing values, which are denoted by 9.

Analyse the Benetton data to answer the following questions. In each case, formulate the null and alternative hypotheses and conduct the appropriate statistical test(s):

a Obtain a frequency distribution for each of the following variables and calculate the relevant statistics: awareness, attitude, preference, intention and loyalty towards Benetton.

b Conduct a cross-tabulation of the usage with gender. Interpret the results.

c Does the awareness for Benetton exceed 3.0?

d Do males and females differ in their awareness of Benetton? Their attitude towards Benetton? Their loyalty to Benetton?

e Do the participants in the pre-test have a higher level of awareness than loyalty?

f Does awareness of Benetton follow a normal distribution?

g Is the distribution of preference for Benetton normal?

h Assume that awareness towards Benetton was measured on an ordinal scale rather than an interval scale. Do males and females differ in their awareness of Benetton?

i Assume that loyalty towards Benetton was measured on an ordinal scale rather than an interval scale. Do males and females differ in their loyalty towards Benetton?

j Assume that attitude and loyalty towards Benetton were measured on an ordinal scale rather than an interval scale. Do the participants have a greater awareness of Benetton than loyalty to Benetton?

Notes


3. For our purposes, no distinction will be made between formal hypothesis testing and statistical inference by means of confidence intervals. See, for example, Larocque, D. and Randles, R.H., ‘Confidence intervals for a discrete population median’, American Statistician 62 (1) (February 2008), 32–9.


13. Technically, a null hypothesis cannot be accepted. It can be either rejected or not rejected. This distinction, however, is inconsequential in marketing research.


19. There is some controversy over whether non-parametric statistical techniques should be used to make inferences about population parameters.

20. The $t$ test in this case is equivalent to a chi-square test for independence in a $2 \times 2$ contingency table. The relationship is

$$\chi^2.95(1) = t^2.0005(n_1 + n_2 - 2)$$

For large samples, the $t$ distribution approaches the normal distribution and so the $t$ test and the $z$ test are equivalent.


Analysis of variance and covariance

Analysis of variance is a straightforward way to examine the differences between groups of responses that are measured on interval or ratio scales.
Objectives

After reading this chapter, you should be able to:

1. discuss the scope of the analysis of variance (ANOVA) technique and its relationship to the t test, and regression;
2. describe one-way analysis of variance, including decomposition of the total variation, measurement of effects significance testing and interpretation of results;
3. describe n-way analysis of variance and the testing of the significance of the overall effect, the interaction effect and the main effect of each factor;
4. describe analysis of covariance and show how it accounts for the influence of uncontrolled independent variables;
5. explain key factors pertaining to the interpretation of results with emphasis on interactions, relative importance of factors and multiple comparisons;
6. discuss specialised ANOVA techniques applicable to marketing, such as repeated measures ANOVA, non-metric ANOVA and multivariate analysis of variance (MANOVA);
7. understand the use of software for analyses of variance and covariance.

Overview

In Chapter 20, we examined tests of differences between two means or two medians. In this chapter, we discuss procedures for examining differences between more than two means or medians. These procedures are called analysis of variance and analysis of covariance. These procedures have traditionally been used for analysing experimental data, but they are also used for analysing survey or observational data.

We describe analysis of variance and covariance procedures and discuss their relationship to other techniques. Then we describe one-way analysis of variance, the simplest of these procedures, followed by n-way analysis of variance and analysis of covariance. Special attention is given to issues in interpretation of results as they relate to interactions, relative importance of factors and multiple comparisons. Some specialised topics, such as repeated measures analysis of variance, non-metric analysis of variance and multivariate analysis of variance, are briefly discussed. Finally, guidance is provided on the use of software to address the data analysis challenges presented in this chapter. We begin with two examples that illustrate applications of analysis of variance.

Real research

Analysis of tourism destinations

A survey conducted by EgeBank in Istanbul, Turkey, focused upon the importance of tour operators’ and travel agents’ perceptions of selected Mediterranean tourist destinations (Egypt, Greece, Italy and Turkey). Operators/travel agents were mailed questionnaires based on the location of tours, broken down as follows: Egypt (53), Greece (130), Italy (150) and Turkey (65). The survey consisted of questions on affective and cognitive evaluations of the four destinations. The four affective questions were asked on a seven-point semantic differential scale, whereas the 14 cognitive
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Real research

Analysis of variance was used to test differences in preferences for online shopping for products with different economic and social risks. In a 2 × 2 design, economic risk and social risk were varied at two levels each (high or low). Preference for online shopping served as the dependent variable. The results indicated a significant interaction of social risk with economic risk. Online shopping was not perceived favourably for high-social-risk products, regardless of the level of economic product risk, but it was preferred for low-economic-risk over high-economic-risk products, when the level of social risk was low.

Online shopping risks

Analysis of variance was used to test differences in preferences for online shopping for products with different economic and social risks. In a 2 × 2 design, economic risk and social risk were varied at two levels each (high or low). Preference for online shopping served as the dependent variable. The results indicated a significant interaction of social risk with economic risk. Online shopping was not perceived favourably for high-social-risk products, regardless of the level of economic product risk, but it was preferred for low-economic-risk over high-economic-risk products, when the level of social risk was low.

Image variations of destinations promoted to tour operators and travel agencies

<table>
<thead>
<tr>
<th>Image items</th>
<th>Turkey (n = 36)</th>
<th>Egypt (n = 29)</th>
<th>Greece (n = 37)</th>
<th>Italy (n = 34)</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affective (scale 1–7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpleasant–pleasant</td>
<td>6.14</td>
<td>5.62</td>
<td>6.43</td>
<td>6.50</td>
<td>0.047*</td>
</tr>
<tr>
<td>Sleepy–arousing</td>
<td>6.24</td>
<td>5.61</td>
<td>6.14</td>
<td>6.56</td>
<td>0.053</td>
</tr>
<tr>
<td>Distressing–relaxing</td>
<td>5.60</td>
<td>4.86</td>
<td>6.05</td>
<td>6.09</td>
<td>0.003*</td>
</tr>
<tr>
<td>Gloomy–exciting</td>
<td>6.20</td>
<td>5.83</td>
<td>6.32</td>
<td>6.71</td>
<td>0.061</td>
</tr>
<tr>
<td>Perceptual (scale 1–5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good value for money</td>
<td>4.62</td>
<td>4.32</td>
<td>3.89</td>
<td>3.27</td>
<td>0.000*</td>
</tr>
<tr>
<td>Beautiful scenery and natural attractions</td>
<td>4.50</td>
<td>4.04</td>
<td>4.53</td>
<td>4.70</td>
<td>0.011*</td>
</tr>
<tr>
<td>Good climate</td>
<td>4.29</td>
<td>4.00</td>
<td>4.41</td>
<td>4.35</td>
<td>0.133</td>
</tr>
<tr>
<td>Interesting cultural attractions</td>
<td>4.76</td>
<td>4.79</td>
<td>4.67</td>
<td>4.79</td>
<td>0.781</td>
</tr>
<tr>
<td>Suitable accommodations</td>
<td>4.17</td>
<td>4.28</td>
<td>4.35</td>
<td>4.62</td>
<td>0.125</td>
</tr>
<tr>
<td>Appealing local food (cuisine)</td>
<td>4.44</td>
<td>3.57</td>
<td>4.19</td>
<td>4.85</td>
<td>0.000*</td>
</tr>
<tr>
<td>Great beaches and water sports</td>
<td>3.91</td>
<td>3.18</td>
<td>4.27</td>
<td>3.65</td>
<td>0.001*</td>
</tr>
<tr>
<td>Quality of infrastructure</td>
<td>3.49</td>
<td>2.97</td>
<td>3.68</td>
<td>4.09</td>
<td>0.000*</td>
</tr>
<tr>
<td>Personal safety</td>
<td>3.83</td>
<td>3.28</td>
<td>4.19</td>
<td>4.15</td>
<td>0.000*</td>
</tr>
<tr>
<td>Interesting historical attractions</td>
<td>4.71</td>
<td>4.86</td>
<td>4.81</td>
<td>4.82</td>
<td>0.650</td>
</tr>
<tr>
<td>Unpolluted and unspoiled environment</td>
<td>3.54</td>
<td>3.34</td>
<td>3.43</td>
<td>3.59</td>
<td>0.784</td>
</tr>
<tr>
<td>Good nightlife and entertainment</td>
<td>3.44</td>
<td>3.15</td>
<td>4.06</td>
<td>4.27</td>
<td>0.000*</td>
</tr>
<tr>
<td>Standard hygiene and cleanliness</td>
<td>3.29</td>
<td>2.79</td>
<td>3.76</td>
<td>4.29</td>
<td>0.000*</td>
</tr>
<tr>
<td>Interesting and friendly people</td>
<td>4.34</td>
<td>4.24</td>
<td>4.35</td>
<td>4.32</td>
<td>0.956</td>
</tr>
</tbody>
</table>

*Significant at 0.05 level.
The tourist destination example presented a situation with four categories. The $t$ test was not appropriate for examining the overall difference in category means, so analysis of variance was used instead. The online shopping study involved a comparison of means when there were two factors (independent variables), each of which was varied at two levels. In this example $t$ tests were not appropriate, because the effect of each factor was not independent of the effect of the other factor (in other words, interactions were significant). Analysis of variance provided meaningful conclusions in these studies. The relationship of analysis of variance to the $t$ test and other techniques is considered in the next section.

**Relationship among techniques**

Analysis of variance and analysis of covariance are used for examining the differences in the mean values of the dependent variable associated with the effect of the controlled independent variables, after taking into account the influence of the uncontrolled independent variables. Essentially, analysis of variance (ANOVA) is used as a test of means for two or more populations. The null hypothesis, typically, is that all means are equal. For example, suppose that the researcher was interested in examining whether heavy users, medium users, light users and non-users of yogurt differed in their preference for Müller yogurt, measured on a nine-point Likert scale. The null hypothesis that the four groups were not different in preference for Müller could be tested using ANOVA.

In its simplest form, ANOVA must have a dependent variable (preference for Müller yogurt) that is metric (measured using an interval or ratio scale). There must also be one or more independent variables (product use: heavy, medium, light and non-users). The independent variables must all be categorical (non-metric). Categorical independent variables are also called factors. A particular combination of factors, or categories, is called a treatment. One-way analysis of variance involves only one categorical variable, or a single factor. The differences in preference of heavy users, medium users, light users and non-users would be examined by one-way ANOVA. In this, a treatment is the same as a factor level (medium users constitute a treatment). If two or more factors are involved, the analysis is termed $n$-way analysis of variance. If, in addition to product use, the researcher also wanted to examine the preference for Müller yogurt of customers who are loyal and those who are not, an $n$-way ANOVA would be conducted.

If the set of independent variables consists of both categorical and metric variables, the technique is called analysis of covariance (ANCOVA). For example, analysis of covariance would be required if the researcher wanted to examine the preference of product use groups and loyalty groups, taking into account the participants’ attitudes towards nutrition and the importance they attached to dairy products. The latter two variables would be measured on nine-point Likert scales. In this case, the categorical independent variables (product use and brand loyalty) are still referred to as factors, whereas the metric-independent variables (attitude towards nutrition and importance attached to dairy products) are referred to as covariates.

The relationship of ANOVA to $t$ tests and other techniques, such as regression (see Chapter 20), is shown in Figure 21.1. These techniques all involve a metric-dependent variable. ANOVA and ANCOVA can include more than one independent variable (product use, brand loyalty, attitude, importance, etc.). Furthermore, at least one of the independent variables must be categorical, and the categorical variables may have more than two categories (in our example, product use has four categories). A $t$ test, on the other hand, involves a single, binary independent variable. For example, the difference in the preferences of loyal and non-loyal participants could be tested by conducting a $t$ test. Regression analysis, as with ANOVA and ANCOVA, can also involve more than one independent variable. All the independent variables, however, are generally interval scaled, although binary or categorical variables can be accommodated using dummy
variables. For example, the relationship between preference for Müller yogurt, attitude towards nutrition and importance attached to dairy products could be examined via regression analysis, with preference for Müller serving as the dependent variable and attitude and importance as independent variables.

One-way ANOVA

Researchers are often interested in examining the differences in the mean values of the dependent variable for several categories of a single independent variable or factor. For example:

- Do various market segments differ in terms of their volume of product consumption?
- Do brand evaluations of groups exposed to different advertisements vary?
- Do retailers, wholesalers and agents differ in their attitudes towards the firm’s distribution policies?
- How do consumers’ intentions to buy the brand vary with different price levels?
- What is the effect of consumers’ familiarity with a car manufacturer (measured as high, medium or low) on preference for the car?

The answer to these and similar questions can be determined by conducting one-way ANOVA. Before describing the procedure, we define the important statistics associated with one-way ANOVA.
Statistics associated with one-way ANOVA

1. \( \eta^2 \) (\( \eta^2 \)). The strength of the effects of \( X \) (independent variable or factor) on \( Y \) (dependent variable) is measured by \( \eta^2 \). The value of \( \eta^2 \) varies between 0 and 1.

2. \( F \) statistic. The null hypothesis that the category means are equal in the population is tested by an \( F \) statistic based on the ratio of mean square related to \( X \) and mean square related to error.

3. \( \text{Mean square} \). This is the sum of squares divided by the appropriate degrees of freedom.

4. \( SS_{between} \). Also denoted as \( SS_x \), this is the variation in \( Y \) related to the variation in the means of the categories of \( X \). This represents variation between the categories of \( X \) or the portion of the sum of squares in \( Y \) related to \( X \).

5. \( SS_{within} \). Also denoted as \( SS_{error} \), this is the variation in \( Y \) due to the variation within each of the categories of \( X \). This variation is not accounted for by \( X \).

6. \( SS_Y \). The total variation in \( Y \) is \( SS_Y \).

Conducting one-way ANOVA

The procedure for conducting one-way ANOVA is described in Figure 21.2. It involves identifying the dependent and independent variables, decomposing the total variation, measuring the effects, testing significance and interpreting the results. We consider these steps in detail and illustrate them with some applications.

**Identifying the dependent and independent variables**

The dependent variable is denoted by \( Y \) and the independent variable by \( X \), and \( X \) is a categorical variable having \( c \) categories. There are \( n \) observations on \( Y \) for each category of \( X \), as shown in Table 21.1. As can be seen, the sample size in each category of \( X \) is \( n \), and the total sample size \( N = n \times c \). Although the sample sizes in the categories of \( X \) (the group sizes) are assumed to be equal for the sake of simplicity, this is not a requirement.
Decompose the total variation

In examining the differences among means, one-way ANOVA involves the decomposition of the total variation observed in the dependent variable. This variation is measured by the sums of squares corrected for the mean (SS). ANOVA is so named because it examines the variability or variation in the sample (dependent variable) and, based on the variability, determines whether there is reason to believe that the population means differ.

The total variation in $Y$, denoted by $SS_y$, can be decomposed into two components:

$$SS_y = SS_{\text{between}} + SS_{\text{within}}$$

where the subscripts between and within refer to the categories of $X$. $SS_{\text{between}}$ is the variation in $Y$ related to the variation in the means of the categories of $X$. It represents variation between the categories of $X$. In other words, $SS_{\text{between}}$ is the portion of the sum of squares in $Y$ related to the independent variable or factor $X$. For this reason, $SS_{\text{between}}$ is also denoted as $SS_x$. $SS_{\text{within}}$ is the variation in $Y$ related to the variation within each category of $X$. $SS_{\text{within}}$ is not accounted for by $X$. Therefore, it is referred to as $SS_{\text{error}}$. The total variation in $Y$ may be decomposed as

$$SS_y = SS_x + SS_{\text{error}}$$

where

$$SS_y = \sum_{j=1}^{N} (Y_j - \overline{Y})^2$$

$$SS_x = \sum_{j=1}^{n} n(Y_j - \overline{Y})^2$$

$$SS_{\text{error}} = \sum_{j=1}^{c} (Y_{ij} - \overline{Y}_j)^2$$

and

$Y_i$ = individual observation

$\overline{Y}_j$ = mean for category $j$

$\overline{Y}$ = mean over the whole sample or grand mean

$Y_{ij}$ = $i$th observation in the $j$th category.
The logic of decomposing the total variation in $Y$, $SS_y$, into $SS_{\text{between}}$ and $SS_{\text{within}}$ in order to examine differences in group means can be intuitively understood. Recall from Chapter 20 that, if the variation of the variable in the population was known or estimated, one could estimate how much the sample mean should vary because of random variation alone. In ANOVA, there are several different groups (e.g. heavy, medium and light users and non-users). If the null hypothesis is true and all the groups have the same mean in the population, one can estimate how much the sample means should vary because of sampling (random) variations alone. If the observed variation in the sample means is more than what would be expected by sampling variation, it is reasonable to conclude that this extra variability is related to differences in group means in the population.

In ANOVA, we estimate two measures of variation: within groups ($SS_{\text{within}}$) and between groups ($SS_{\text{between}}$). Within-group variation is a measure of how much the observations, $Y$ values, within a group vary. This is used to estimate the variance within a group in the population. It is assumed that all the groups have the same variance in the population. But because it is not known that all the groups have the same mean, we cannot calculate the variance of all the observations together. The variance for each of the groups must be calculated individually, and these are combined into an ‘average’ or ‘overall’ variance. Likewise, another estimate of the variance of the $Y$ values may be obtained by examining the variation between the means. (This process is the reverse of determining the variation in the means, given the population variances.) If the population mean is the same in all the groups, then the variation in the sample means and the sizes of the sample groups can be used to estimate the variance of $Y$. The reasonableness of this estimate of the $Y$ variance depends on whether the null hypothesis is true. If the null hypothesis is true and the population means are equal, the variance estimate based on between-group variation is correct. On the other hand, if the groups have different means in the population, the variance estimate based on between-group variation will be too large. Thus, by comparing the $Y$ variance estimates based on between-group and within-group variation, we can test the null hypothesis. Decomposition of the total variation in this manner also enables us to measure the effects of $X$ on $Y$.

### Measuring the effects

The effects of $X$ on $Y$ are measured by $SS_x$. Because $SS_x$ is related to the variation in the means of the categories of $X$, the relative magnitude of $SS_x$ increases as the differences among the means of $Y$ in the categories of $X$ increase. The relative magnitude of $SS_x$ also increases as the variations in $Y$ within the categories of $X$ decrease. The strength of the effects of $X$ on $Y$ is measured as follows:

$$\eta^2 = \frac{SS_x}{SS_y} = \frac{SS_y - SS_{\text{error}}}{SS_y}$$

The value of $\eta^2$ varies between 0 and 1. It assumes a value of 0 when all the category means are equal, indicating that $X$ has no effect on $Y$. The value of $\eta^2$ will be 1 when there is no variability within each category of $X$ but there is some variability between categories. Thus, $\eta^2$ is a measure of the variation in $Y$ that is explained by the independent variable $X$. Not only can we measure the effects of $X$ on $Y$, but we can also test for their significance.

### Testing the significance

In one-way ANOVA, the interest lies in testing the null hypothesis that the category means are equal in the population. In other words,

$$H_0 : \mu_1 = \mu_2 = \mu_3 = \ldots = \mu_c$$

Under the null hypothesis, $SS_x$ and $SS_{\text{error}}$ come from the same source of variation. In such a case, the estimate of the population variance of $Y$ can be based on either between-category
variation or within-category variation. In other words, the estimate of the population variance of $Y$,

$$s_y^2 = \frac{SS_y}{c-1} = \text{mean square due to } X = MS_y$$

or

$$s_y^2 = \frac{SS_{\text{error}}}{N-c} = \text{mean square due to error} = MS_{\text{error}}$$

The null hypothesis may be tested by the $F$ statistic based on the ratio between these two estimates:

$$F = \frac{SS_y/(c-1)}{SS_{\text{error}}/(N-c)} = \frac{MS_y}{MS_{\text{error}}}$$

This statistic follows the $F$ distribution, with $(c-1)$ and $(N-c)$ degrees of freedom ($df$). As mentioned in Chapter 20, the $F$ distribution is a probability distribution of the ratios of sample variances. It is characterised by degrees of freedom for the numerator and degrees of freedom for the denominator.5

### Interpreting results

If the null hypothesis of equal category means is not rejected, then the independent variable does not have a significant effect on the dependent variable. On the other hand, if the null hypothesis is rejected, then the effect of the independent variable is significant. In other words, the mean value of the dependent variable will be different for different categories of the independent variable. A comparison of the category mean values will indicate the nature of the effect of the independent variable. Other salient issues in the interpretation of results, such as examination of differences among specific means, are discussed later.

### Illustrative data

We illustrate the concepts discussed in this section using the data presented in Table 21.2. For illustrative purposes, we consider only a small number of observations. In actual practice, ANOVA is performed on a much larger sample. These data were generated by an experiment in which Mercedes wanted to examine the effect of direct mail offers and dealership promotions upon the level of sales of new cars. Dealership promotion was varied at three levels: high (1), medium (2) and low (3). Direct mail efforts were manipulated at two levels. Either an exclusive set of leather-bound books that detailed the history of Mercedes was offered to customers who bought a new car (denoted by 1) or it was not (denoted by 2 in Table 21.2). Dealership promotion and direct mail offer were crossed, resulting in a $3 \times 2$ design with six cells. Thirty Mercedes dealerships were randomly selected, and five dealerships were randomly assigned to each treatment condition. The experiment ran for two months. The sales levels of new cars were measured, normalised to account for extraneous factors (e.g. dealership size, competitive dealerships in town) and converted to a 1 to 10 scale (10 representing the highest level of sales). In addition, a qualitative assessment was made of the relative affluence of the clientele of each dealership, again using a 1 to 10 scale. In these scales, higher numbers denote higher sales or more affluent clientele.
We illustrate one-way ANOVA first with an example showing calculations done by hand, and then by computer. Using the above mercedes example, suppose that only one factor, namely dealership promotion, was manipulated; that is, let us ignore the direct mail efforts for the purpose of this illustration. Mercedes is attempting to determine the effect of dealership promotion ($X$) on the sales of new cars ($Y$). For the purpose of illustrating hand calculations, the data of Table 21.2 are transformed in Table 21.3 to show the dealership ($Y_{ij}$) for each level of promotion.

The null hypothesis is that the category means are equal:

$$H_0: \mu_1 = \mu_2 = \mu_3$$
To test the null hypothesis, the various sums of squares are computed as follows:

\[
\begin{align*}
SS_y &= (10 - 6.067)^2 + (9 - 6.067)^2 + (10 - 6.067)^2 + (8 - 6.067)^2 + (9 - 6.067)^2 + (8 - 6.067)^2 \\
&+ (8 - 6.067)^2 + (7 - 6.067)^2 + (9 - 6.067)^2 + (6 - 6.067)^2 + (5 - 6.067)^2 + (7 - 6.067)^2 \\
&+ (6 - 6.067)^2 + (4 - 6.067)^2 + (5 - 6.067)^2 + (8 - 6.067)^2 + (9 - 6.067)^2 + (7 - 6.067)^2 \\
&+ (7 - 6.067)^2 + (6 - 6.067)^2 + (4 - 6.067)^2 + (5 - 6.067)^2 + (5 - 6.067)^2 + (6 - 6.067)^2 \\
&+ (4 - 6.067)^2 + (2 - 6.067)^2 + (3 - 6.067)^2 + (2 - 6.067)^2 + (1 - 6.067)^2 + (2 - 6.067)^2 \\
&= 185.867
\end{align*}
\]

\[
SS_x = 10(8.3 - 6.067)^2 + 10(6.2 - 6.067)^2 + 10(3.7 - 6.067)^2 \\
= 106.067
\]

\[
SS_{error} = (10 - 8.3)^2 + (9 - 8.3)^2 + (10 - 8.3)^2 + (8 - 8.3)^2 + (9 - 8.3)^2 + (8 - 8.3)^2 \\
+ (9 - 8.3)^2 + (7 - 8.3)^2 + (7 - 8.3)^2 + (6 - 8.3)^2 + (8 - 8.3)^2 + (8 - 8.3)^2 \\
+ (7 - 8.3)^2 + (9 - 8.3)^2 + (6 - 8.3)^2 + (4 - 8.3)^2 + (5 - 8.3)^2 \\
+ (6 - 8.3)^2 + (4 - 8.3)^2 + (5 - 8.3)^2 + (7 - 8.3)^2 + (6 - 8.3)^2 + (4 - 8.3)^2 \\
+ (5 - 8.3)^2 + (2 - 8.3)^2 + (3 - 8.3)^2 + (2 - 8.3)^2 + (1 - 8.3)^2 + (2 - 8.3)^2 \\
= 79.80
\]

It can be verified that

\[
SS_y = SS_x + SS_{error}
\]

as follows:

\[
185.867 = 106.067 + 79.8
\]
The strength of the effects of $X$ on $Y$ are measured as follows:

$$\eta^2 = \frac{SS_x}{SS_y}$$

$$= \frac{106.067}{185.897}$$

$$= 0.571$$

In other words, 57.1% of the variation in sales ($Y$) is accounted for by dealership promotion ($X$), indicating a modest effect. The null hypothesis may now be tested:

$$F = \frac{SS_x / (c-1)}{SS_{error} / (N-c)} = \frac{MS_x}{MS_{error}}$$

$$= \frac{106.067/3}{79.80/27}$$

$$= 17.944$$

For 2 and 27 degrees of freedom, the critical value of $F$ is 3.35 for $\alpha = 0.05$. Because the calculated value of $F$ is greater than the critical value, we reject the null hypothesis. We conclude that the population means for the three levels of dealership promotion are indeed different. The relative magnitudes of the means for the three categories indicate that a high level of dealership promotion leads to significantly higher sales of new car sales.

We now illustrate the ANOVA procedure using a computer program. The results of conducting the same analysis by computer are presented in Table 21.4.

The value of $SS_x$, denoted by main effects is 106.067 with 2 df; that of $SS_{error}$ (within-group sums of squares) is 79.80 with 27 df. Therefore, $MS_x = 106.067/2 = 53.033$ and $MS_{error} = 79.80/27 = 2.956$. The value of $F = 53.033/2.956 = 17.944$ with 2 and 27 df, resulting in a probability of 0.000. Since the associated probability is less than the significance level of 0.05, the null hypothesis of equal population means is rejected. Alternatively, the critical value of $F$ for 2 and 27 df is 3.35. Since the calculated value of $F$ (17.944) is larger than the critical value, the null hypothesis is rejected. As can be seen from Table 21.4, the sample means with values of 8.3, 6.2 and 3.7 are quite different. Dealerships with a high level of promotions have the highest average sales (8.3) and dealerships with a low level of promotions

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Sum of squares</th>
<th>df</th>
<th>Mean square</th>
<th>F ratio</th>
<th>F probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups (dealership promotion)</td>
<td>106.067</td>
<td>2</td>
<td>53.033</td>
<td>17.944</td>
<td>0.000</td>
</tr>
<tr>
<td>Within groups (error)</td>
<td>79.800</td>
<td>27</td>
<td>2.956</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>185.867</td>
<td>29</td>
<td>6.409</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level of dealership promotion</th>
<th>Count</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (1)</td>
<td>10</td>
<td>8.300</td>
</tr>
<tr>
<td>Medium (2)</td>
<td>10</td>
<td>6.200</td>
</tr>
<tr>
<td>Low (3)</td>
<td>10</td>
<td>3.700</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>6.067</td>
</tr>
</tbody>
</table>
have the lowest average sales (3.7). Dealerships with a medium level of promotions have an intermediate level of sales (6.2). These findings seem plausible.

**Assumptions in ANOVA**

The procedure for conducting one-way ANOVA and the illustrative applications help us understand the assumptions involved. The salient assumptions in ANOVA can be summarised as follows:

1. Ordinarily, the categories of the independent variable are assumed to be fixed. Inferences are made only to the specific categories considered. This is referred to as the *fixed-effects model*. Other models are also available. In the *random-effects model*, the categories or treatments are considered to be random samples from a universe of treatments. Inferences are made to other categories not examined in the analysis. A *mixed-effects model* results if some treatments are considered fixed and others random.

2. The error term is normally distributed, with a zero mean and a constant variance. The error is not related to any of the categories of $X$. Modest departures from these assumptions do not seriously affect the validity of the analysis. Furthermore, the data can be transformed to satisfy the assumption of normality or equal variances.

3. The error terms are uncorrelated. If the error terms are correlated (i.e. the observations are not independent), the $F$ ratio can be seriously distorted.

In many data analysis situations, these assumptions are reasonably met. ANOVA is therefore a common procedure, as illustrated in the following example.

### Real research

**Viewing ethical perceptions from different lenses**

A survey was conducted to examine differences in perceptions of ethical issues. The data were obtained from 31 managers, 21 faculty, 97 undergraduate business students and 48 MBA students. As part of the survey, participants were required to rate five ethical items on a scale of 1 = Strongly agree to 5 = Strongly disagree, with 3 representing a neutral response. The means for each group are shown. One-way analysis of variance was conducted to examine the significance of differences between groups for each survey item, and the $F$ and $p$ values obtained are shown.

<table>
<thead>
<tr>
<th>Item no.</th>
<th>Survey item</th>
<th>Managers</th>
<th>Faculty</th>
<th>MBA students</th>
<th>Undergrad students</th>
<th>$F$ value</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Students caught cheating should receive an F</td>
<td>3.7</td>
<td>3.8</td>
<td>3.8</td>
<td>4.0</td>
<td>0.94</td>
<td>0.42</td>
</tr>
<tr>
<td>2</td>
<td>Plagiarism should be reported</td>
<td>4.1</td>
<td>3.4</td>
<td>3.8</td>
<td>3.5</td>
<td>2.2</td>
<td>0.09</td>
</tr>
<tr>
<td>3</td>
<td>Student grades should be raised to get employer pay for course</td>
<td>1.6</td>
<td>1.7</td>
<td>2.7</td>
<td>2.8</td>
<td>18.3</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>Use of school printers for personal printing should be stopped</td>
<td>4.5</td>
<td>3.4</td>
<td>3.5</td>
<td>3.2</td>
<td>11.0</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>Coursework should be simplified to accommodate weaker students</td>
<td>1.7</td>
<td>1.8</td>
<td>2.4</td>
<td>2.8</td>
<td>13.4</td>
<td>0.00</td>
</tr>
</tbody>
</table>
The findings indicating significant differences on three of the five ethics items point to the need for more communication among the four groups so as to better align perceptions of ethical issues in management education.

**n-way ANOVA**

In marketing research, one is often concerned with the effect of more than one factor simultaneously. For example:

- How do consumers’ intentions to buy a brand vary with different levels of price and different levels of distribution?
- How do advertising levels (high, medium and low) interact with price levels (high, medium and low) to influence a brand’s sale?
- Do income levels (high, medium and low) and age (younger than 35, 35–55, older than 55) affect consumption of a brand?
- What is the effect of consumers’ familiarity with a bank (high, medium and low) and bank image (positive, neutral and negative) on preference for taking a loan out with that bank?

In determining such effects, *n*-way ANOVA can be used. A major advantage of *n*-way ANOVA is that it enables the researcher to examine interactions between the factors. Interactions occur when the effects of one factor on the dependent variable depend on the level (category) of the other factors. The procedure for conducting *n*-way ANOVA is similar to that for one-way ANOVA. The statistics associated with *n*-way ANOVA are also defined similarly. Consider the simple case of two factors, $X_1$ and $X_2$, having categories $c_1$ and $c_2$. The total variation in this case is partitioned as follows:

$$SS_{total} = SS_{due to X_1} + SS_{due to X_2} + SS_{due to interaction of X_1 and X_2} + SS_{within}$$

or

$$SS_y = SS_{X_1} + SS_{X_2} + SS_{X_1X_2} + SS_{error}$$

A larger effect of $X_1$ will be reflected in a greater mean difference in the levels of $X_1$ and a larger $SS_{X_1}$. The same is true for the effect of $X_2$. The larger the interaction between $X_1$ and $X_2$, the larger $SS_{X_1X_2}$ will be. On the other hand, if $X_1$ and $X_2$ are independent, the value of $SS_{X_1X_2}$ will be close to zero.

The strength of the joint effect of two factors, called the overall effect, or *multiple $\eta^2$*, is

$$\text{Multiple } \eta^2 = (SS_{X_1} + SS_{X_2} + SS_{X_1X_2}) / SS_y$$

The significance of the overall effect may be tested by an *F* test, as follows:

$$F = \frac{(SS_{X_1} + SS_{X_2} + SS_{X_1X_2}) / df_x}{SS_{error} / df\_error}$$

or

$$F = \frac{SS_{X_1X_2} / df_{X_1X_2}}{SS_{error} / df\_error}$$

$$F = \frac{MS_{X_1X_2}}{MS_{error}}$$
where \( df_n \) = degrees of freedom for the numerator
\[ = (c_1 - 1) + (c_2 - 1) + (c_1 - 1)(c_2 - 1) \]
\[ = c_1c_2 - 1 \]
\( df_d \) = degrees of freedom for the denominator
\[ = N - c_1c_2 \]
\( MS = \) mean square.

If the overall effect is significant, the next step is to examine the significance of the interaction effect. Under the null hypothesis of no interaction, the appropriate \( F \) test is:
\[
F = \frac{SS_{x,z} / df_n}{SS_{error} / df_d} = \frac{MS_{x,z}}{MS_{error}}
\]
where \( df_n = (c_1 - 1)(c_2 - 1) \)
\( df_d = N - c_1c_2 \)

If the interaction effect is found to be significant, then the effect of \( X_1 \) depends on the level of \( X_2 \), and vice versa. Since the effect of one factor is not uniform but varies with the level of the other factor, it is not generally meaningful to test the significance of the main effect of each factor, if the interaction effect is not significant.\(^{10}\)

The significance of the main effect of each factor may be tested as follows for \( X_1 \):
\[
F = \frac{SS_{x1} / df_n}{SS_{error} / df_d} = \frac{MS_{x1}}{MS_{error}}
\]
where \( df_n = c_1 - 1 \)
\( df_d = N - c_1c_2 \)

The foregoing analysis assumes that the design was orthogonal, or balanced (the number of cases in each cell was the same). If the cell size varies, the analysis becomes more complex.

**Illustrative example of N-way ANOVA**

Returning to the data in Table 21.2, let us now examine the effect of the level of dealership promotion and direct mail efforts on the sales of new cars. The results of running a 3 \( \times \) 2 ANOVA on the computer are presented in Table 21.5.

For the main effect of level of promotion, the sum of squares \( SS_{xp} \), degrees of freedom and mean square \( MS_{xp} \) are the same as determined earlier in Table 21.4. The sum of squares for direct mail is \( SS_{xd} = 53.333 \) with 1 \( df \), resulting in an identical value for the mean square \( MS_{xd} \). The combined main effect is determined by adding the sum of squares due to the two main effects (\( SS_{xp} + SS_{xd} = 106.067 + 53.333 = 159.400 \)), as well as adding the degrees of freedom (2 + 1 = 3). For the promotions and direct mail interaction effect, the sum of squares is \( SS_{xp,xd} = 3.267 \) with (3 – 1) \( \times \) (2 – 1) = 2 \( df \), resulting in \( MS_{xp,xd} = 3.267/2 = 1.633 \). For the overall (model) effect, the sum of squares is the sum of squares for promotions main effect, direct mail main effect and interaction effect = 106.067 + 53.333 + 3.267 = 162.667 with 2 + 1 + 2 = 5 \( df \), resulting in a mean square of 162.667/5 = 32.533. Note, however, that the error statistics are now different from those in Table 21.4. This is due to the fact that we now have two factors instead of one, \( SS_{error} = 23.2 \) with [30 – (3 \( \times \) 2)] or 24 \( df \) resulting in \( MS_{error} = 23.2/24 = 0.967 \).
The test statistic for the significance of the overall effect is:

\[ F = \frac{32.533}{0.967} = 33.643 \]

with 5 and 24 degrees of freedom, which is significant at the 0.05 level.

The test statistic for the significance of the interaction effect is:

\[ F = \frac{1.633}{0.967} = 1.69 \]

with 2 and 24 degrees of freedom, which is not significant at the 0.05 level.
As the interaction effect is not significant, the significance of the main effects can be evaluated. The test statistic for the significance of the main effect of promotion is:

\[
F = \frac{53.033}{0.967} = 54.843
\]

with 2 and 24 degrees of freedom, which is significant at the 0.05 level.

The test statistic for the significance of the main effect of direct mail is:

\[
F = \frac{53.333}{0.967} = 55.153
\]

with 1 and 24 degrees of freedom, which is significant at the 0.05 level. Thus, higher levels of promotions result in higher sales. The use of a direct mail campaign results in higher sales. The effect of each is independent of the other.

The following example illustrates the use of \(n\)-way analysis.

### Real research

**Country affects TV reception**

A study examined the impact of country affiliation on the credibility of product-attribute claims for TVs. The dependent variables were the following product-attribute claims: good sound, reliability, crisp-clear picture and stylish design. The independent variables that were manipulated consisted of price, country affiliation and store distribution. A \(2 \times 2 \times 2\) between-subjects design was used. Two levels of price, ‘low’ and ‘high’, two levels of country affiliation, South Korea and Germany, and two levels of store distribution, Kaufhof and without Kaufhof, were specified.

Data were collected from two shopping centres in a large German city. Thirty participants were randomly assigned to each of the eight treatment cells for a total of 240 subjects. Table 1 presents the results for manipulations that had significant effects on each of the dependent variables.

The directions of country-by-distribution interaction effects for the three dependent variables are shown in Table 2. Although the credibility ratings for the crisp-clear picture, reliability and stylish design claims are improved by distributing the Korean-made TV set through Kaufhof rather than some other distributor, the same is not true of a German-made set. Similarly, the directions of country-by-price interaction effects for the two dependent variables are shown in Table 3. At the ‘high’ price level, the credibility ratings for the ‘good sound’ and ‘reliability’ claims are higher for the German-made TV set than for its Korean counterpart, but there is little difference related to country affiliation when the product is at the ‘low’ price.
This study demonstrates that credibility of attribute claims, for products traditionally exported to Germany by a company in a relatively newly industrialised country, can be significantly improved if the same company distributes the product through a prestigious German retailer and considers making manufacturing investments in Europe. Specifically, three product-attribute claims (crisp-clear picture, reliability and stylish design) are perceived as more credible when the TVs are made in South Korea if they are also distributed through a prestigious German retailer. Also, the ‘good sound’ and ‘reliability’ claims for TVs are perceived to be more credible for a German-made set sold at a higher price, possibly offsetting the potential disadvantage of higher manufacturing costs in Europe.
Analysis of covariance (ANCOVA)

When examining the differences in the mean values of the dependent variable related to the effect of the controlled independent variables, it is often necessary to take into account the influence of uncontrolled independent variables. For example:

- In determining how consumers’ intentions to buy a brand vary with different levels of price, attitude towards the brand may have to be taken into consideration.
- In determining how different groups exposed to different advertisements evaluate a brand, it may be necessary to control for prior knowledge.
- In determining how different price levels will affect a household’s breakfast cereal consumption, it may be essential to take household size into account.

In such cases, ANCOVA should be used. ANCOVA includes at least one categorical independent variable and at least one interval or metric-independent variable. The categorical independent variable is called a **factor**, whereas the metric-independent variable is called a **covariate**. The most common use of the covariate is to remove extraneous variation from the dependent variable, because the effects of the factors are of major concern. The variation in the dependent variable due to the covariates is removed by an adjustment of the dependent variable’s mean value within each treatment condition. An ANOVA is then performed on the adjusted scores. The significance of the combined effect of the covariates, as well as the effect of each covariate, is tested by using the appropriate $F$ tests. The coefficients for the covariates provide insights into the effect that the covariates exert on the dependent variable. ANCOVA is most useful when the covariate is linearly related to the dependent variable and is not related to the factors.

**Illustrative application of covariance**

We again use the data of Table 21.2 to illustrate ANCOVA. Suppose that we wanted to determine the effect of dealership promotion and direct mail on sales while controlling for the affluence of clientele. It is felt that the affluence of the clientele may also have an effect on the sales of new cars. The dependent variable consists of new car sales. As before, promotion has three levels and direct mail has two. Clientele affluence is measured on an interval scale and serves as the covariate. The results are shown in Table 21.6.

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Sum of squares</th>
<th>df</th>
<th>Mean square</th>
<th>$F$</th>
<th>Sig. of $F$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clientele</td>
<td>0.838</td>
<td>1</td>
<td>0.838</td>
<td>0.862</td>
<td>0.363</td>
</tr>
<tr>
<td><strong>Main effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Promotions</td>
<td>106.067</td>
<td>2</td>
<td>53.033</td>
<td>54.546</td>
<td>0.000</td>
</tr>
<tr>
<td>Direct mail</td>
<td>53.333</td>
<td>1</td>
<td>53.333</td>
<td>54.855</td>
<td>0.000</td>
</tr>
<tr>
<td>Combined</td>
<td>159.400</td>
<td>3</td>
<td>53.133</td>
<td>54.649</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Two-way interaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Promotions × Direct mail</td>
<td>3.267</td>
<td>2</td>
<td>1.633</td>
<td>1.680</td>
<td>0.208</td>
</tr>
<tr>
<td>Model</td>
<td>163.505</td>
<td>6</td>
<td>27.251</td>
<td>28.028</td>
<td>0.000</td>
</tr>
<tr>
<td>Residual (error)</td>
<td>22.362</td>
<td>23</td>
<td>0.972</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>185.867</td>
<td>29</td>
<td>6.409</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Covariate</td>
<td>Raw coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clientele</td>
<td>–0.078</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ANCOVA
As can be seen, the sum of squares attributable to the covariate is very small (0.838), with 1 \( df \) resulting in an identical value for the mean square. The associated \( F \) value is \( 0.838/0.972 = 0.862 \), with 1 and 23 \( df \), which is not significant at the 0.05 level. Thus, the conclusion is that the affluence of the clientele does not have an effect on the sales of new Mercedes cars (which may be a tough conclusion to draw, demanding further investigation). If the effect of the covariate is significant, the sign of the raw coefficient can be used to interpret the direction of the effect on the dependent variable.

### Issues in interpretation

Important issues involved in the interpretation of ANOVA results include interactions, relative importance of factors and multiple comparisons.

### Interactions

The different interactions that can arise when conducting ANOVA on two or more factors are shown in Figure 21.3. One outcome is that ANOVA may indicate that there are no interactions (the interaction effects are not found to be significant). The other possibility is that the interaction is significant. An interaction effect occurs when the effect of an independent variable on a dependent variable is different for different categories or levels of another independent variable. The interaction may be ordinal or disordinal. In ordinal interaction, the rank order of the effects related to one factor does not change across the levels of the second factor. Disordinal interaction, on the other hand, involves a change in the rank order of the effects of one factor across the levels of another. If the interaction is disordinal, it could be of a non-crossover or crossover type. These interaction cases are displayed in Figure 21.4, which assumes that there are two factors, \( X_1 \) with three levels (\( X_{11}, X_{12} \) and \( X_{13} \)) and \( X_2 \) with two levels (\( X_{21} \) and \( X_{22} \)). Case 1 depicts no interaction.

The effects of \( X_1 \) on \( Y \) are parallel over the two levels of \( X_2 \). Although there is some departure from parallelism, this is not beyond what might be expected from chance. Parallelism implies that the net effect of \( X_{22} \) over \( X_{21} \) is the same across the three levels of \( X_1 \). In the absence of interaction, the joint effect of \( X_1 \) and \( X_2 \) is simply the sum of their individual main effects.
Case 2 depicts an ordinal interaction. The line segments depicting the effects of $X_1$ and $X_2$ are not parallel. The difference between $X_{22}$ and $X_{21}$ increases as we move from $X_{11}$ to $X_{12}$ and from $X_{12}$ to $X_{13}$, but the rank order of the effects of $X_1$ is the same over the two levels of $X_2$. This rank order, in ascending order, is $X_{11}$, $X_{12}$, $X_{13}$, and it remains the same for $X_{21}$ and $X_{22}$.

Disordinal interaction of a non-crossover type is displayed by case 3. The lowest effect of $X_1$ at level $X_{21}$ occurs at $X_{11}$, and the rank order of effects is $X_{11}$, $X_{12}$, $X_{13}$. At level $X_{22}$, however, the lowest effect of $X_1$ occurs at $X_{12}$, and the rank order is changed to $X_{12}$, $X_{11}$, $X_{13}$. Because it involves a change in rank order, disordinal interaction is stronger than ordinal interaction.

In disordinal interactions of a crossover type, the line segments cross each other, as shown by case 4 in Figure 21.4. In this case, the relative effect of the levels of one factor changes with the levels of the other. Note that $X_{22}$ has a greater effect than $X_{21}$ when the levels of $X_1$ are $X_{11}$ and $X_{12}$. When the level of $X_1$ is $X_{13}$, the situation is reversed, and $X_{21}$ has a greater effect than $X_{22}$. (Note that in cases 1, 2 and 3, $X_{22}$ had a greater impact than $X_{21}$ across all three levels of $X_1$.) Hence, disordinal interactions of a crossover type represent the strongest interactions.

Relative importance of factors

Experimental designs are usually balanced, in that each cell contains the same number of participants. This results in an orthogonal design in which the factors are uncorrelated. Hence, it is possible to determine unambiguously the relative importance of each factor in explaining the variation in the dependent variable. The most commonly used measure in ANOVA is omega squared ($\omega^2$). This measure indicates what proportion of the variation in the dependent variable is related to a particular independent variable or factor. The relative contribution of a factor, $X$, is calculated as follows:

$$\omega^2 = \frac{SS_x - (df_x \times MS_{error})}{SS_{total} + MS_{error}}$$

Note that the estimated value of $\omega^2$ can be negative, in which case the estimated value of $\omega^2$ is set equal to zero. Normally, $\omega^2$ is interpreted only for statistically significant
In Table 21.4, $\omega^2$ associated with level of dealership promotions is calculated as follows:

$$
\omega^2_p = \frac{106.067 - (2 \times 0.967)}{185.867 + 0.967} = \frac{104.133}{186.834} = 0.557
$$

In Table 21.5 note that:

$$
\text{SS}_{\text{total}} = 106.067 + 53.333 + 3.267 + 23.2 = 185.867
$$

Likewise, the $\omega^2$ associated with direct mail is:

$$
\omega^2 = \frac{53.333 - (1 \times 0.967)}{185.867 + 0.967} = \frac{52.366}{186.834} = 0.280
$$

As a guide to interpreting $\omega^2$, a large experimental effect produces an $\omega^2$ of 0.15 or greater, a medium effect produces an index of around 0.06 and a small effect produces an index of 0.01. In Table 21.5, while the effects of promotions and direct mail are both large, the effect of promotions is much larger. Therefore, dealership promotions will be more effective in increasing sales than direct mail.

**Multiple comparisons**

The ANOVA $F$ test examines only the overall difference in means. If the null hypothesis of equal means is rejected, we can only conclude that not all the group means are equal. Only some of the means may be statistically different, however, and we may wish to examine differences among specific means. This can be done by specifying appropriate contrasts, or comparisons used to determine which of the means are statistically different. Contrasts may be a priori or a posteriori. A priori contrasts are determined before conducting the analysis, based on the researcher’s theoretical framework. Generally, a priori contrasts are used in lieu of the ANOVA $F$ test. The contrasts selected are orthogonal (they are independent in a statistical sense).

A posteriori contrasts are made after conducting the analysis. These are generally multiple comparison tests. They enable the researcher to construct generalised confidence intervals that can be used to make pairwise comparisons of all treatment means. These tests, listed in order of decreasing power, include least significant difference, Duncan’s multiple range test, Student–Newman–Keuls, Tukey’s alternate procedure, honestly significant difference, modified least significant difference and Scheffé’s tests. Of these tests, least significant difference is the most powerful and Scheffé’s the most conservative. For further discussion on a priori and a posteriori contrasts, refer to the literature.

Our discussion so far has assumed that each subject is exposed to only one treatment or experimental condition. Sometimes subjects are exposed to more than one experimental condition, in which case repeated measures ANOVA should be used.

**Repeated measures ANOVA**

In marketing research, there are often large differences in the background and individual characteristics of participants. If this source of variability can be separated from treatment effects (effects of the independent variable) and experimental error, then the sensitivity of the experiment can be enhanced. One way of controlling the differences between subjects is
by observing each subject under each experimental condition (see Table 21.7). In this sense, each subject serves as its own control. For example, in a survey attempting to determine differences in evaluations of various airlines, each participant evaluates all the major competing airlines. Because repeated measurements are obtained from each participant, this design is referred to as within-subjects design or repeated measures ANOVA. This differs from the assumption we made in our earlier discussion that each participant is exposed to only one treatment condition, also referred to as between-subjects design. Repeated measures ANOVA may be thought of as an extension of the paired samples $t$ test to the case of more than two related samples.

### Table 21.7 Decomposition of the total variation: repeated measures ANOVA

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject no.</td>
<td>Categories</td>
</tr>
<tr>
<td>1</td>
<td>$X_1$</td>
</tr>
<tr>
<td>2</td>
<td>$Y_{11}$</td>
</tr>
<tr>
<td>...</td>
<td>$Y_{21}$</td>
</tr>
<tr>
<td>n</td>
<td>$Y_{n1}$</td>
</tr>
</tbody>
</table>

Category mean

- $\bar{Y}_1$
- $\bar{Y}_2$
- $\bar{Y}_3$ ... $\bar{Y}_c$
- $\bar{Y}$

**Between-person variation** = $SS_{between}$

**Within-person variation** = $SS_{within}$

In the case of a single factor with repeated measures, the total variation, with $n(c-1)$ degrees of freedom, may be split into between-person variation and within-person variation:

$$SS_{total} = SS_{between} + SS_{within}$$

The between-person variation, which is related to the differences between the means of people, has $n-1$ degrees of freedom. The within-person variation has $n(c-1)$ degrees of freedom. The within-person variation may, in turn, be divided into two different sources of variation. One source is related to the differences between treatment means, and the second consists of residual or error variation. The degrees of freedom corresponding to the treatment variation are $c-1$ and those corresponding to residual variation are $(c-1)(n-1)$. Thus:

$$SS_{within} = SS_y + SS_{error}$$

A test of the null hypothesis of equal means may now be constructed in the usual way:

$$F = \frac{SS_y}{(c-1)} \frac{1}{SS_{error}/(n-1)(c-1)} = \frac{MS_y}{MS_{error}}$$

So far we have assumed that the dependent variable is measured on an interval or ratio scale. If the dependent variable is non-metric, however, a different procedure should be used.
Non-metric ANOVA

An ANOVA technique for examining the difference in the central tendencies of more than two groups when the dependent variable is measured on an ordinal scale.

**k-sample median test**

A non-parametric test used to examine differences among more than two groups when the dependent variable is measured on an ordinal scale.

**Kruskal–Wallis one-way ANOVA**

A non-metric ANOVA test that uses the rank value of each case, not merely its location relative to the median.

Non-metric ANOVA examines the difference in the central tendencies of more than two groups when the dependent variable is measured on an ordinal scale. One such procedure is the **k-sample median test**. As its name implies, this is an extension of the median test for two groups (which was considered in Chapter 20). The null hypothesis is that the medians of the $k$ populations are equal. The test involves the computation of a common median over the $k$ samples. Then, a $2 \times k$ table of cell counts based on cases above or below the common median is generated. A chi-square statistic is computed. The significance of the chi-square implies a rejection of the null hypothesis.

A more powerful test is the **Kruskal–Wallis one-way ANOVA**. This is an extension of the Mann–Whitney test (Chapter 20). This test also examines the difference in medians. The null hypothesis is the same as in the $k$-sample median test, but the testing procedure is different. All cases from the $k$ groups are ordered in a single ranking. If the $k$ populations are the same, the groups should be similar in terms of ranks within each group. The rank sum is calculated for each group. From these, the Kruskal–Wallis $H$ statistic, which has a chi-square distribution, is computed.

The Kruskal–Wallis test is more powerful than the $k$-sample median test because it uses the rank value of each case, not merely its location relative to the median. If there are a large number of tied rankings in the data, however, the $k$-sample median test may be a better choice.

Non-metric ANOVA is not popular in marketing research. Another procedure that is also only rarely used is multivariate ANOVA.

Multivariate analysis of variance (MANOVA)

An ANOVA technique using two or more metric dependent variables.

Multivariate analysis of variance (MANOVA) is similar to ANOVA except that instead of one metric-dependent variable we have two or more. The objective is the same, since MANOVA is also concerned with examining differences between groups. Although ANOVA examines group differences on a single dependent variable, MANOVA examines group differences across multiple dependent variables simultaneously. In ANOVA, the null hypothesis is that the means of the dependent variables are equal across the groups. In MANOVA, the null hypothesis is that the vector of the means of multiple dependent variables is equal across groups. MANOVA is appropriate when there are two or more dependent variables that are correlated. If there are multiple dependent variables that are uncorrelated or orthogonal, ANOVA on each of the dependent variables is more appropriate than MANOVA.²¹

As an example, suppose that four groups, each consisting of 100 randomly selected individuals, were exposed to four different advertisements about the ‘B Class’ Mercedes. After seeing the advertisement, each individual provided ratings on preference for the ‘B Class’, preference for Mercedes and preference for the advertisement itself. Because these three preference variables are correlated, MANOVA should be conducted to determine which advertisement is the most effective (produced the highest preference across the three preference variables). The following example illustrates the application of ANOVA and MANOVA in international marketing research.

**Real research**

**The commonality of unethical research practices worldwide**²²

A study examined marketing professionals’ perceptions of how common unethical practices in marketing research were across different countries, i.e. ‘the commonality of unethical marketing research practices’. A sample of marketing professionals was drawn from Australia, the UK, Canada and the USA. Participants’ evaluations were analysed using MANOVA and ANOVA techniques. The predictor variable was the ‘country of participant’ and 15 evaluations of
In order to investigate differences between research ethics judgements in men and women, the statistical techniques of MANOVA and ANOVA were used. Participants were asked to indicate their degree of approval with regard to a series of scenarios involving decisions of an ethical nature. These evaluations served as the dependent variable in the analysis, and participant gender as the independent variable. MANOVA was used for multivariate analysis and its resultant $F$ value was significant at the $p < 0.001$ level, indicating that there was an 'overall' difference between males and females in research ethics judgements. Univariate analysis was conducted via ANOVA, and $F$ values indicated that three items were the greatest contributors to the overall gender difference in ethical evaluations: the use of ultraviolet ink to pre-code a mail questionnaire; the use of an advertisement that encourages consumer misuse of a product; and unwillingness of a researcher to offer data help to an inner-city advisory group. Another recent study examined how ethical beliefs were related to age and gender of business professionals. The results of this particular study indicated that, overall, younger business professionals exhibited a lower standard of ethical beliefs. In the younger age group, females demonstrated a higher level of ethical beliefs to males. However, in the older age group, results showed that males had a slightly higher level of ethical beliefs. Thus, companies should emphasise ethical values and training to the younger professionals, especially men.

'SPSS Windows and Mac

One-way ANOVA can be efficiently performed using the program COMPARE MEANS and then ONE-WAY ANOVA. To select this procedure click:

- Select ANALYZE from the SPSS menu bar.
- Click COMPARE MEANS and then ONE-WAY ANOVA.
- Move ‘Sales [sales]’ into the DEPENDENT LIST box.
- Move ‘Dealership Promotion [promotion]’ to the FACTOR box.
- Click OPTIONS.
- Click Descriptive.
- Click CONTINUE.
- Click OK.
In ANOVA and ANCOVA, the dependent variable is metric and the independent variables are all categorical and metric variables. One-way ANOVA involves a single independent categorical variable. Interest lies in testing the null hypothesis that the category means are equal in the population. The total variation in the dependent variable may be decomposed into two components: variation related to the independent variable and variation related to error. The variation is measured in terms of the sum of squares corrected for the mean (SS). The mean square is obtained by dividing the SS by the corresponding degrees of freedom (df). The null hypothesis of equal means is tested by an F statistic, which is the ratio of the mean square related to the independent variable to the mean square related to error.

N-way analysis of variance involves the simultaneous examination of two or more categorical independent variables. A major advantage is that the interactions between the independent variables can be examined. The significance of the overall effect, interaction terms and the main effects of individual factors are examined by appropriate F tests. It is meaningful to the significance of main effects only if the corresponding interaction terms are not significant.

ANCOVA includes at least one categorical independent variable and at least one interval or metric-independent variable. The metric-independent variable, or covariate, is commonly used to remove extraneous variation from the dependent variable.

When ANOVA is conducted on two or more factors, interactions can arise. An interaction occurs when the effect of an independent variable on a dependent variable is different for different categories or levels of another independent variable. If the interaction is significant, it may be ordinal or disordinal. Disordinal interaction may be of a non-crossover or crossover type. In balanced designs, the relative importance of factors in explaining the variation in the dependent variable is measured by omega squared ($\omega^2$). Multiple comparisons in the form of a priori or a posteriori contrasts can be used for examining differences among specific means.
In repeated measures analysis of variance, observations on each subject are obtained under each treatment condition. This design is useful for controlling for the differences in subjects that exist prior to the experiment. Non-metric analysis of variance involves examining the differences in the central tendencies of two or more groups when the dependent variable is measured on an ordinal scale. Multivariate analysis of variance (MANOVA) involves two or more metric-dependent variables.

**Questions**

1. Discuss the similarities and differences between analysis of variance and analysis of covariance.
2. What is the relationship between analysis of variance and the t test?
3. What is total variation? How is it decomposed in a one-way analysis of variance?
4. What is the null hypothesis in one-way ANOVA? What basic statistic is used to test the null hypothesis in one-way ANOVA? How is this statistic computed?
5. How does n-way analysis of variance differ from the one-way procedure?
6. How is the total variation decomposed in n-way analysis of variance?
7. What is the most common use of the covariate in ANCOVA?
8. What is the difference between ordinal and disordinal interaction?
9. How is the relative importance of factors measured in a balanced design?
10. What is an a priori contrast?
11. What is the most powerful test for making a posteriori contrasts? Which test is the most conservative?
12. What is meant by repeated measures ANOVA? Describe the decomposition of variation in repeated measures ANOVA.
13. What are the differences between metric and non-metric analyses of variance?
14. Describe two tests used for examining differences in central tendencies in non-metric ANOVA.
15. What is multivariate analysis of variance? When is it appropriate?

**Exercises**

1. A researcher wants to test the hypothesis that there is no difference in the importance attached to shopping by consumers living in Belgium, France, Germany and the Netherlands. A study is conducted and analysis of variance is used to analyse the data. The results obtained are presented in the following table:

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Sum of squares</th>
<th>Mean squares</th>
<th>F ratio</th>
<th>F probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>3</td>
<td>70.212</td>
<td>23.404</td>
<td>1.12</td>
<td>0.3</td>
</tr>
<tr>
<td>Within groups</td>
<td>996</td>
<td>20,812.416</td>
<td>20.896</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Is there sufficient evidence to reject the null hypothesis?
b. What conclusion can be drawn from the table?
c. If the average importance was computed for each group, would you expect the sample means to be similar or different?
d. What was the total sample size in this study?
2 In a pilot study examining the effectiveness of three advertisements (A, B and C), 10 consumers were assigned to view each advertisement and rate it on a nine-point Likert scale. The data obtained from the 30 participants are shown in the following table:

<table>
<thead>
<tr>
<th>Advertisement A</th>
<th>Advertisement B</th>
<th>Advertisement C</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

a Calculate the category means and the grand mean.
b Calculate SSy into SSx and SSError.
c Calculate $\eta^2$.
d Calculate the value of $F$.
e Are the three advertisements equally effective?

3 An experiment tested the effects of package design and shelf display on the likelihood of buying a breakfast cereal. Package design and shelf display were varied at two levels each, resulting in a $2 \times 2$ design. Purchase likelihood was measured on a seven-point scale. The results are partially described in the following table:

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Sum of squares</th>
<th>df</th>
<th>Mean square</th>
<th>$F$</th>
<th>Sig. of $F$</th>
<th>$\omega^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Package design</td>
<td>68.76</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shelf display</td>
<td>320.19</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-way interaction</td>
<td>55.05</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual error</td>
<td>176.00</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Complete the table by calculating the mean square, $F$, significance of $F$, and $\omega^2$ values.
b How should the main effects be interpreted?

4 In an experiment designed to measure the effect of gender and frequency of travel on preference for long-haul holidays, a $2 \times 3$ between-subjects design was adopted. Five participants were assigned to each cell for a total sample size of 30. Preference for long-haul holidays was measured on a nine-point scale (1 = No preference, 9 = Strong preference). Gender was coded as Male = 1 and Female = 2. Frequency of travel was coded as light = 1, medium = 2 and heavy = 3. The data obtained are shown in the table:
Using software of your choice, perform the following analysis:

a. Do males and females differ in their preference for long-haul travel?

b. Do the light, medium and heavy travellers differ in their preference for long-haul travel?

c. Conduct a $2 \times 3$ analysis of variance with preference for long-haul travel as the dependent variable and gender and travel frequency as the independent variables or factors. Interpret the results.

5. In a small group discuss the following issues: ‘Which procedure is more useful in marketing research – analysis of variance or analysis of covariance?’ and ‘There are few marketing research applications where $t$ tests are used; the complexity of marketing phenomena means that analysis of variance or analysis of covariance are much more commonplace.’

<table>
<thead>
<tr>
<th>Number</th>
<th>Gender</th>
<th>Travel group</th>
<th>Preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>27</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>3</td>
<td>8</td>
</tr>
</tbody>
</table>


5. The $F$ test is a generalised form of the $t$ test. If a random variable is $t$ distributed with $N$ degrees of freedom, then $t^2$ is $F$ distributed with 1 and $N$ degrees of freedom. Where there are two factor levels or treatments, ANOVA is equivalent to the two-sided $t$ test.


8. We consider only the full factorial designs, which incorporate all possible combinations of factor levels. For example, see Menon, G., ‘Are the parts better than the whole? The effects of decompositional questions on judgments of frequent behaviors’, Journal of Marketing Research 34 (August 1997), 335–46.


12. Although this is the most common way in which analysis of covariance is performed, other situations are also possible. For example, covariate and factor effects may be of equal interest, or the set of covariates may be of major concern. For applications, see Sharot, T., ‘The design and precision of data-fusion studies’, International Journal of Market Research 49 (4) (2007), 449–70; Bolton, L.E. and Reed, A., ‘Sticky priors: The perseverance of identity effects on judgment’, Journal of Marketing Research 41 (November 2004), 397–410.


Correlation is the simplest way to understand the association between two metric variables. When extended to multiple regression, the relationship between one variable and several others becomes more clear.
Objectives

After reading this chapter, you should be able to:

1. discuss the concepts of product moment correlation, partial correlation and part correlation, and show how they provide a foundation for regression analysis;
2. explain the nature and methods of bivariate regression analysis and describe the general model, estimation of parameters, standardised regression coefficient, significance testing, prediction accuracy, residual analysis and model cross-validation;
3. explain the nature and methods of multiple regression analysis and the meaning of partial regression coefficients;
4. describe specialised techniques used in multiple regression analysis, particularly stepwise regression, regression with dummy variables and analysis of variance and covariance with regression;
5. discuss non-metric correlation and measures such as Spearman's rho and Kendall's tau;
6. understand the use of software in analyses of correlation and regression.

Overview

Chapter 21 examined the relationship among the t test, analysis of variance and covariance and regression. This chapter describes regression analysis, which is widely used for explaining variation in market share, sales, brand preference and other marketing results. This is done in terms of marketing management variables such as advertising, price, distribution and product quality. Before discussing regression, however, we describe the concepts of product moment correlation and partial correlation coefficient, which lay the conceptual foundation for regression analysis.

In introducing regression analysis, we discuss the simple bivariate case first. We describe estimation, standardisation of the regression coefficients and testing and examination of the strength and significance of association between variables, prediction accuracy and the assumptions underlying the regression model. Next, we discuss the multiple regression model, emphasising the interpretation of parameters, strength of association, significance tests and examination of residuals.

We then cover topics of special interest in regression analysis, such as stepwise regression, multicollinearity, relative importance of predictor variables and cross-validation. We describe regression with dummy variables and the use of this procedure to conduct analysis of variance and covariance. Finally, guidance is provided on the use of software to address the data analysis challenges presented in this chapter. We begin with two examples that illustrate applications of regression analysis.

Real research

Regression hits the right bell for Avon

Avon Products (www.avon.com) was having significant problems with its sales staff. The company's business, dependent upon sales representatives, was facing a shortage of sales staff and was facing difficulties in signing up new ones. Regression models were developed to reveal the possible variables that were fueling this situation. The models revealed that the most significant variable was the level of
appointment fee that representatives pay for materials, and second was the employee benefits. With data to back up its actions, the company lowered the fee. Avon also recruited a senior manager to improve the way it communicated to new recruits its employee benefits package. The 'Guide to your personal benefits' was an informative and easy-to-navigate information source. These changes resulted in an improvement in the recruitment and retention of sales representatives.

**Real research**

**Retailing revolution**

Many experts argue that online shopping has revolutionised retailing. While many traditional retailers experience sluggish, single-digit sales growth, online sales records are off the charts. Although online shopping continues to make up a small portion of overall retail sales, the prospects look very promising for the future. A research project investigating this trend looked for correlates of consumers’ preferences for online shopping. The sample was made up of participants who were familiar with online shopping. The explanation of consumers’ preferences was sought in psychographic, demographic and communications variables suggested in the literature. Multiple regression was used to analyse the data. The overall multiple regression model was significant at a 0.05 level. Univariate t tests indicated that the following variables in the model were significant at a 0.05 level or better: price orientation, gender, age, occupation, ethnicity and education. None of the three communication variables (mass media, word of mouth and publicity) was significantly related to consumer preference, the dependent variable. The results suggested that electronic shopping was preferred by white females who were older, better educated, working in supervisory or higher-level occupations, and price oriented.

These examples illustrate some of the uses of regression analysis in determining which independent variables explain a significant variation in the dependent variable of interest, the structure and form of the relationship the strength of the relationship, and predicted values of the dependent variable. Fundamental to regression analysis is an understanding of product moment correlation.

**Product moment correlation**

In marketing research, we are often interested in summarising the strength of association between two metric variables, as in the following situations:

- How strongly are sales related to advertising expenditures?
- Is there an association between market share and size of the sales force?
- Are consumers’ perceptions of quality related to their perceptions of prices?

In situations like these, the **product moment correlation** ($r$) is the most widely used statistic, summarising the strength of association between two metric (interval- or ratio-scaled) variables, say $X$ and $Y$. It is an index used to determine whether a linear or straight-line relationship exists between $X$ and $Y$. It indicates the degree to which the variation in one variable, $X$, is related to the variation in another variable, $Y$. Because it was originally proposed by Karl Pearson, it is also known as the **Pearson correlation coefficient** and also referred to as **Product moment correlation ($r$)** A statistic summarising the strength of association between two metric variables.
simple correlation, bivariate correlation or merely the correlation coefficient. From a sample of \( n \) observations, \( X \) and \( Y \), the product moment correlation, \( r \), can be calculated as:

\[
r = \frac{\sum_{i=1}^{n}(X_i - \overline{X})(Y_i - \overline{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \overline{X})^2 \sum_{i=1}^{n}(Y_i - \overline{Y})^2}}
\]

Division of the numerator and denominator by \( n - 1 \) gives:

\[
r = \frac{\sum_{i=1}^{n}(X_i - \overline{X})(Y_i - \overline{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \overline{X})^2 \sum_{i=1}^{n}(Y_i - \overline{Y})^2}} = \frac{COV_{xy}}{s_x s_y}
\]

In these equations, \( \overline{X} \) and \( \overline{Y} \) denote the sample means and \( s_x \) and \( s_y \) the standard deviations. \( COV_{xy} \), the covariance between \( X \) and \( Y \), measures the extent to which \( X \) and \( Y \) are related. The covariance may be either positive or negative. Division by \( s_x s_y \) achieves standardisation so that \( r \) varies between \(-1.0 \) and \(+1.0 \). Note that the correlation coefficient is an absolute number and is not expressed in any unit of measurement. The correlation coefficient between two variables will be the same regardless of their underlying units of measurement.

As an example, suppose that a researcher wants to explain attitudes towards a participant’s city of residence in terms of duration of residence in the city. The attitude is measured on an 11-point scale (1 = do not like the city, 11 = very much like the city), and the duration of residence is measured in terms of the number of years the participant has lived in the city. In a pre-test of 12 participants, the data shown in Table 22.1 are obtained. For illustrative purposes, we consider only a small number of observations so that we can show the calculations by hand. In practice, correlation and regression analyses are performed on much larger samples.

### Table 22.1 Explaining attitude towards the city of residence

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Attitude towards the city</th>
<th>Duration of residence</th>
<th>Importance attached to weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>
The correlation coefficient may be calculated as follows:

\[
\bar{X} = \frac{(10 + 12 + 12 + 4 + 12 + 6 + 8 + 2 + 18 + 9 + 17 + 2)/12}{12}
\]
\[
= 9.333
\]

\[
\bar{Y} = \frac{(6 + 9 + 8 + 3 + 10 + 4 + 5 + 2 + 11 + 9 + 10 + 2)/12}{12}
\]
\[
= 6.583
\]

\[
\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y}) = (10 - 9.33)(6 - 6.58)
+ (12 - 9.33)(9 - 6.58)
+ (12 - 9.33)(8 - 6.58) + (4 - 9.33)(3 - 6.58)
+ (12 - 9.33)(10 - 6.58) + (6 - 9.33)(4 - 6.58)
+ (8 - 9.33)(5 - 6.58) + (2 - 9.33)(2 - 6.58)
+ (8 - 9.33)(10 - 6.58) + (6 - 9.33)(4 - 6.58)

= -0.3886 + 6.4614 + 3.7914 + 19.0814 + 9.1314 + 8.5914
+ 2.1014 + 33.5714 + 38.3214 - 0.7986 + 26.2314 + 33.5714

= 179.6668
\]

\[
\sum_{i=1}^{n}(X_i - \bar{X})^2 = (10 - 9.33)^2 + (12 - 9.33)^2 + (12 - 9.33)^2 + (4 - 9.33)^2
+ (9 - 9.33)^2 + (17 - 9.33)^2 + (2 - 9.33)^2

= 0.4489 + 7.1289 + 7.1289 + 28.4089 + 7.1289 + 11.0889 + 1.7689
+ 53.7289 + 75.1689 + 0.1089 + 58.8289 + 53.7289

= 304.6668
\]

\[
\sum_{i=1}^{n}(Y_i - \bar{Y})^2 = (6 - 6.58)^2 + (9 - 6.58)^2 + (8 - 6.58)^2 + (3 - 6.58)^2
+ (10 - 6.58)^2 + (4 - 6.58)^2 + (5 - 6.58)^2 + (2 - 6.58)^2 + (11 - 6.58)^2
+ (9 - 6.58)^2 + (10 - 6.58)^2 + (2 - 6.58)^2

= 0.3364 + 5.8564 + 2.0164 + 12.8164 + 11.6964 + 6.6564 + 2.4964
+ 20.9764 + 19.5364 + 5.8564 + 11.6964 + 20.9764

= 120.9168
\]

Thus:

\[
r = \frac{179.6668}{\sqrt{(304.6668)(120.9168)}}
\]
\[
= 0.9361
\]

In this example, \( r = 0.9361 \), a value close to 1.0. This means that participants’ duration of residence in the city is strongly associated with their attitude towards the city. Furthermore, the positive sign of \( r \) implies a positive relationship; the longer the duration of residence, the more favourable the attitude, and vice versa.

Since \( r \) indicates the degree to which variation in one variable is related to variation in another, it can also be expressed in terms of the decomposition of the total variation (see Chapter 21). In other words:
\[
\begin{align*}
  r^2 &= \frac{\text{explained variation}}{\text{total variation}} \\
  &= \frac{SS_x}{SS_y} \\
  &= \frac{\text{total variation} - \text{error variation}}{\text{total variation}} \\
  &= \frac{SS_y - SS_{error}}{SS_y}
\end{align*}
\]

Hence, \( r^2 \) measures the proportion of variation in one variable that is explained by the other. Both \( r \) and \( r^2 \) are symmetric measures of association. In other words, the correlation of \( X \) with \( Y \) is the same as the correlation of \( Y \) with \( X \). It does not matter which variable is considered to be the dependent variable and which the independent. The product moment coefficient measures the strength of the linear relationship and is not designed to measure non-linear relationships. Thus \( r = 0 \) merely indicates that there is no linear relationship between \( X \) and \( Y \). It does not mean that \( X \) and \( Y \) are unrelated. There could well be a non-linear relationship between them, which would not be captured by \( r \) (see Figure 22.1).

Figure 22.1
A non-linear relationship for which \( r = 0 \)

When computed for a population rather than a sample, the product moment correlation is denoted by the Greek letter rho, \( \rho \). The coefficient \( r \) is an estimator of \( \rho \). Note that the calculation of \( r \) assumes that \( X \) and \( Y \) are metric variables whose distributions have the same shape. If these assumptions are not met, \( r \) is deflated and underestimates \( \rho \). In marketing research, data obtained by using rating scales with a small number of categories may not be strictly interval. This tends to deflate \( r \), resulting in an underestimation of \( \rho \).

The statistical significance of the relationship between two variables measured by using \( r \) can be conveniently tested. The hypotheses are:

\[
H_0 : \rho = 0 \\
H_1 : \rho \neq 0
\]

The test statistic is:

\[
t = r \sqrt{\frac{n - 2}{1 - r^2}}
\]

which has a \( t \) distribution with \( n - 2 \) degrees of freedom. For the correlation coefficient calculated based on the data given in Table 22.1:
and the degrees of freedom $df = 12 - 2 = 10$. From the $t$ distribution table (available on the accompanying website for this book), the critical value of $t$ for a two-tailed test and $\alpha = 0.05$ is 2.228. Hence, the null hypothesis of no relationship between $X$ and $Y$ is rejected. This, along with the positive sign of $r$, indicates that attitude towards the city is positively related to the duration of residence in the city. Moreover, the high value of $r$ indicates that this relationship is strong. If this were a large and representative sample, the implication would be that managers, city officials and politicians wishing to reach people with a favourable attitude to the city should target long-term residents of that city.

In conducting multivariate data analysis, it is often useful to examine the simple correlation between each pair of variables. These results are presented in the form of a correlation matrix, which indicates the coefficient of correlation between each pair of variables. Usually, only the lower triangular portion of the matrix is considered. The diagonal elements all equal 1.00, since a variable correlates perfectly with itself. The upper triangular portion of the matrix is a mirror image of the lower triangular portion, since $r$ is a symmetric measure of association. The form of a correlation matrix for five variables, $V_1$ to $V_5$, is as follows:

<table>
<thead>
<tr>
<th></th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td></td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_2$</td>
<td>0.3</td>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.1</td>
<td>0.3</td>
<td></td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>$V_4$</td>
<td>0.2</td>
<td>0.5</td>
<td>0.3</td>
<td></td>
<td>0.7</td>
</tr>
</tbody>
</table>

Although a matrix of simple correlations provides insights into pairwise associations, sometimes researchers want to examine the association between two variables after controlling for one or more other variables. In the latter case, partial correlation should be estimated.

**Partial correlation**

Whereas the product moment or simple correlation is a measure of association describing the linear association between two variables, a **partial correlation coefficient** measures the association between two variables after controlling for or adjusting for the effects of one or more additional variables. This statistic is used to answer the following questions:

- How strongly are sales related to advertising expenditures when the effect of price is controlled?
- Is there an association between market share and size of the sales force after adjusting for the effect of sales promotion?
- Are consumers’ perceptions of quality related to their perceptions of prices when the effect of brand image is controlled?

As in these situations, suppose that a researcher wanted to calculate the association between $X$ and $Y$ after controlling for a third variable, $Z$. Conceptually, one would first remove the effect of $Z$ from $X$. To do this, one would predict the values of $X$ based on knowledge of $Z$ by using the product moment correlation between $X$ and $Z$, $r_{xz}$. The predicted value of $X$ is then subtracted from the actual value of $X$ to construct an adjusted value of $X$. In a similar manner, the values of $Y$ are adjusted to remove the effects of $Z$. The product moment correlation
between the adjusted values of \( X \) and the adjusted values of \( Y \) is the partial correlation coefficient between \( X \) and \( Y \), after controlling for the effect of \( Z \), and is denoted by \( r_{xy\cdot z} \). Statistically, since the simple correlation between two variables completely describes the linear relationship between them, the partial correlation coefficient can be calculated from knowledge of the simple correlations alone, without using individual observations:

\[
r_{xy\cdot z} = \frac{r_{xy} - (r_{xz})(r_{yz})}{\sqrt{1 - r_{xz}^2} \sqrt{1 - r_{yz}^2}}
\]

To continue our example, suppose that the researcher wanted to calculate the association between attitude towards the city, \( Y \), and duration of residence, \( X_1 \), after controlling for a third variable, importance attached to weather, \( X_2 \). These data are presented in Table 22.1.

The simple correlations between the variables are:

\[
\begin{align*}
r_{yx_1} &= 0.9361 & r_{yx_2} &= 0.7334 & r_{y_1x_2} &= 0.5495
\end{align*}
\]

The required partial correlation may be calculated as follows:

\[
r_{x_1y\cdot x_2} = \frac{0.9361 - (0.5495)(0.7334)}{\sqrt{1-(0.5495)^2} \sqrt{1-(0.7334)^2}} = 0.9386
\]

As can be seen, controlling for the effect of importance attached to weather has little effect on the association between attitude towards the city and duration of residence. Thus, regardless of the importance they attach to weather, those who have stayed in a city longer have more favourable attitudes towards the city, and vice versa.

Partial correlations have an order associated with them. The order indicates how many variables are being adjusted or controlled. The simple correlation coefficient, \( r \), has a zero order, because it does not control for any additional variables while measuring the association between two variables. The coefficient \( r_{xy\cdot z} \) is a first-order partial correlation coefficient, because it controls for the effect of one additional variable, \( Z \). A second-order partial correlation coefficient controls for the effects of two variables, a third-order for the effects of three variables and so on. The higher-order partial correlations are calculated similarly. The \((n + 1)\)-th-order partial coefficient may be calculated by replacing the simple correlation coefficients on the right side of the preceding equation with the \(n\)th-order partial coefficients.

Partial correlations can be helpful for detecting spurious relationships (see Chapter 20). The relationship between \( X \) and \( Y \) is spurious if it is solely because \( X \) is associated with \( Z \), which is indeed the true predictor of \( Y \). In this case, the correlation between \( X \) and \( Y \) disappears when the effect of \( Z \) is controlled. Consider a case in which consumption of a breakfast cereal brand (\( C \)) is positively associated with income (\( I \)), with \( r_{ci} = 0.28 \). Because this brand was popularly priced, income was not expected to be a significant factor. Therefore, the researcher suspected that this relationship was spurious. The sample results also indicated that income is positively associated with household size (\( H \)), \( r_{hi} = 0.48 \), and that household size is associated with breakfast cereal consumption, \( r_{ch} = 0.56 \). These figures seem to indicate that the real predictor of breakfast cereal consumption is not income but household size. To test this assertion, the first-order partial correlation between cereal consumption and income is calculated, controlling for the effect of household size. The reader can verify that this partial correlation, \( r_{ci\cdot h} \), is 0.02, and the initial correlation between cereal consumption and income vanishes when the household size is controlled. Therefore, the correlation between income and cereal consumption is spurious. The special case when a partial correlation is larger than its respective zero-order correlation involves a suppressor effect (see Chapter 20).\(^5\)

Another correlation coefficient of interest is the partial correlation coefficient. This coefficient represents the correlation between \( Y \) and \( X \) when the linear effects of the other

---

**Partial correlation coefficient**

A measure of the correlation between \( Y \) and \( X \) when the linear effects of the other independent variables have been removed from \( X \) (but not from \( Y \)).
independent variables have been removed from $X$ but not from $Y$. The part correlation coefficient, $r_{y|x.2}$, is calculated as follows:

$$r_{y|x.2} = \frac{r_{xy} - r_{xz}r_{xz}}{\sqrt{1 - r_{xz}^2}}$$

The part correlation between attitude towards the city and the duration of residence, when the linear effects of the importance attached to weather have been removed from the duration of residence, can be calculated as

$$r_{y|x.2} = \frac{0.9361 - (0.5495)(0.7334)}{\sqrt{1 - (0.5495)^2}}$$

$$= 0.63806$$

The partial correlation coefficient is generally viewed as more important than the part correlation coefficient. The product moment correlation, partial correlation and part correlation coefficients all assume that the data are interval or ratio scaled. If the data do not meet these requirements, the researcher should consider the use of non-metric correlation.

---

**Real research: Selling ads to home shoppers**

Advertisements play a very important role in forming attitudes to and preferences for brands. Often, advertisers use celebrity endorsement to present hopefully a credible source to influence consumers’ attitudes and purchase intentions. Another type of source credibility is corporate credibility, which can also influence consumer reactions to advertisements and shape brand attitudes. In general, it has been found that for low-involvement products, attitude towards the advertisement mediates brand cognition (beliefs about the brand) and attitude towards the brand. What would happen to the effect of this mediating variable when products are purchased through a home shopping network? Home Shopping Budapest in Hungary conducted research to assess the impact of advertisements towards purchase. A survey was conducted in which several measures were taken, such as attitude towards the product, attitude towards the brand, attitude towards the ad characteristics and brand cognitions. It was hypothesised that in a home shopping network, advertisements largely determined attitude towards the brand. To find the degree of association of attitude towards the ad with both attitude towards the brand and brand cognition, a partial correlation coefficient was computed. The partial correlation was calculated between attitude towards the brand and brand cognitions after controlling for the effects of attitude towards the ad on the two variables. If attitude towards the ad was significantly high, then the partial correlation coefficient should have been significantly less than the product moment correlation between brand cognition and attitude towards the brand. Research was conducted which supported this hypothesis. Subsequently Saatchi & Saatchi (www.saatchi.com) designed the advertisements aired on Home Shopping Budapest to generate a positive attitude towards the advertising. This turned out to be a major competitive weapon for the network.

---

**Non-metric correlation**

At times, the researcher may have to compute the correlation coefficient between two variables that are non-metric. It may be recalled that non-metric variables do not have interval-or ratio-scale properties and do not assume a normal distribution. If the non-metric variables are ordinal and numeric, Spearman’s rho ($\rho_s$) and Kendall’s tau ($\tau$) are two measures of
Non-metric correlation
A correlation measure for two non-metric variables that relies on rankings to compute the correlation.

non-metric correlation that can be used to examine the correlation between them. Both these measures use rankings rather than the absolute values of the variables, and the basic concepts underlying them are quite similar. Both vary from –1.0 to +1.0. (See Chapter 20.)

In the absence of ties, Spearman’s $\rho_s$ yields a closer approximation to the Pearson product moment correlation coefficient, $\rho$, than does Kendall’s $\tau$. In these cases, the absolute magnitude of $\tau$ tends to be smaller than Pearson’s $\rho$. On the other hand, when the data contain a large number of tied ranks, Kendall’s $\tau$ seems more appropriate. As a rule of thumb, Kendall’s $\tau$ is to be preferred when a large number of cases fall into a relatively small number of categories (thereby leading to a large number of ties). Conversely, the use of Spearman’s $\rho_s$ is preferable when we have a relatively larger number of categories (thereby having fewer ties).\footnote{Note: This is a note or reference mark.}

The product moment as well as the partial and part correlation coefficients provide a conceptual foundation for bivariate as well as multiple regression analysis.

Regression analysis
Regression analysis is a powerful and flexible procedure for analysing associative relationships between a metric-dependent variable and one or more independent variables. It can be used in the following ways:

1. To determine whether the independent variables explain a significant variation in the dependent variable: whether a relationship exists.
2. To determine how much of the variation in the dependent variable can be explained by the independent variables: strength of the relationship.
3. To determine the structure or form of the relationship: the mathematical equation relating the independent and dependent variables.
4. To predict the values of the dependent variable.
5. To control for other independent variables when evaluating the contributions of a specific variable or set of variables.

Although the independent variables may explain the variation in the dependent variable, this does not necessarily imply causation. The use of the terms dependent or criterion variables and independent or predictor variables in regression analysis arises from the mathematical relationship between the variables. These terms do not imply that the criterion variable is dependent on the independent variables in a causal sense. Regression analysis is concerned with the nature and degree of association between variables and does not imply or assume any causality. Bivariate regression is discussed first, followed by multiple regression analysis.

Bivariate regression
Bivariate regression is a procedure for deriving a mathematical relationship, in the form of an equation, between a single metric-dependent or criterion variable and a single metric-independent or predictor variable. The analysis is similar in many ways to determining the simple correlation between two variables. Since an equation has to be derived, however, one variable must be identified as the dependent variable and the other as the independent variable. The examples given earlier in the context of simple correlation can be translated into the regression context:

- Can variation in sales be explained in terms of variation in advertising expenditures? What is the structure and form of this relationship, and can it be modelled mathematically by an equation describing a straight line?
• Can the variation in market share be accounted for by the size of the sales force?
• Are consumers’ perceptions of quality determined by their perceptions of price?

Before discussing the procedure for conducting bivariate regression, we define some important statistics associated with bivariate regression analysis.

Statistics associated with bivariate regression analysis

The following statistics and statistical terms are associated with bivariate regression analysis:

• **Bivariate regression model.** The basic regression equation is
  \[ Y_i = \beta_0 + \beta_1 X_i + e_i, \]
  where
  - \( Y \) = dependent or criterion variable,
  - \( X \) = independent or predictor variable,
  - \( \beta_0 \) = intercept of the line,
  - \( \beta_1 \) = slope of the line and \( e_i \) is the error term associated with the \( i \)th observation.

• **Coefficient of determination.** The strength of association is measured by the coefficient of determination, \( r^2 \). It varies between 0 and 1 and signifies the proportion of the total variation in \( Y \) that is accounted for by the variation in \( X \).

• **Estimated or predicted value.** The estimated or predicted value of \( Y_i \) is \( \hat{Y}_i = a + bx \), where \( \hat{Y}_i \) is the predicted value of \( Y_i \), and \( a \) and \( b \) are estimators of \( \beta_0 \) and \( \beta_1 \), respectively.

• **Regression coefficient.** The estimated parameter, \( b \), is usually referred to as the non-standardised regression coefficient.

• **Scattergram.** A scatter diagram, or scattergram, is a plot of the values of two variables for all the cases or observations.

• **Standard error of estimate.** This statistic, the \( SEE \), is the standard deviation of the actual \( Y \) values from the predicted \( \hat{Y} \) values.

• **Standard error.** The standard deviation of \( b \), \( SE_b \), is called the standard error.

• **Standardised regression coefficient.** Also termed the beta coefficient or beta weight, this is the slope obtained by the regression of \( Y \) on \( X \) when the data are standardised.

• **Sum of squared errors.** The distances of all the points from the regression line are squared and added together to arrive at the sum of squared errors, which is a measure of total error, \( \sum e_i^2 \).

• **t statistic.** A \( t \) statistic with \( n – 2 \) degrees of freedom can be used to test the null hypothesis that no linear relationship exists between \( X \) and \( Y \), or:
  \[ H_0 : \beta_1 = 0, \text{ where } t = \frac{b}{SE_b} \]

Conducting bivariate regression analysis

The steps involved in conducting bivariate regression analysis are described in Figure 22.2. Suppose that the researcher wants to explain attitudes towards the city of residence in terms of the duration of residence (see Table 22.2). In deriving such relationships, it is often useful first to examine a scatter diagram.

Plot the scatter diagram

A scatter diagram, or scattergram, is a plot of the values of two variables for all the cases or observations. It is customary to plot the dependent variable on the vertical axis and the independent variable on the horizontal axis. A scatter diagram is useful for determining the form of the relationship between the variables. A plot can alert the researcher to patterns in the
**Figure 22.2**

**Conducting bivariate regression analysis**

1. Plot the scatter diagram
2. Formulate the general model
3. Estimate the parameters
4. Estimate standardised regression coefficient
5. Test for significance
6. Determine strength and significance of association
7. Check prediction accuracy
8. Examine the residuals
9. Cross-validate the model

**Table 22.2**

**Bivariate regression**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple $R$</td>
<td>0.93608</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.87624</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.86387</td>
</tr>
<tr>
<td>Standard error</td>
<td>1.22329</td>
</tr>
</tbody>
</table>

**Analysis of variance**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$df$</td>
<td>Sum of squares</td>
<td>Mean square</td>
</tr>
<tr>
<td>Regression</td>
<td>105.95222</td>
<td>105.95222</td>
</tr>
<tr>
<td>Residual</td>
<td>14.96444</td>
<td>1.49644</td>
</tr>
</tbody>
</table>

$F = 70.80266$  Significance of $F = 0.0000$

**Variables in the equation**

<table>
<thead>
<tr>
<th>Variable</th>
<th>$b$</th>
<th>$SE_b$</th>
<th>Beta ($\beta$)</th>
<th>$t$</th>
<th>Sig. of $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>0.58972</td>
<td>0.07008</td>
<td>0.93608</td>
<td>8.414</td>
<td>0.0000</td>
</tr>
<tr>
<td>(Constant)</td>
<td>1.07932</td>
<td>0.74335</td>
<td>1.452</td>
<td>0.1772</td>
<td></td>
</tr>
</tbody>
</table>
data or to possible problems. Any unusual combinations of the two variables can be easily identified. A plot of $Y$ (attitude towards the city) against $X$ (duration of residence) is given in Figure 22.3. The points seem to be arranged in a band running from the bottom left to the top right. One can see the pattern: as one variable increases, so does the other. It appears from this scattergram that the relationship between $X$ and $Y$ is linear and could be well described by a straight line. However, as seen in Figure 22.4, several straight lines can be drawn through the data. How should the straight line be fitted to best describe the data?

The most commonly used technique for fitting a straight line to a scattergram is the least squares procedure. This technique determines the best-fitting line by minimising the square of the vertical distances of all the points from the line; the procedure is called ordinary least squares (OLS) regression. The best-fitting line is called the regression line. Any point that does not fall on the regression line is not fully accounted for. The vertical distance from the point to the line is the error, $e_j$ (see Figure 22.5). The distances of all the points from the line are squared and added together to arrive at the sum of squared errors, which is a measure of
total error, $\sum e_i^2$. In fitting the line, the least squares procedure minimizes the sum of squared errors. If $Y$ is plotted on the vertical axis and $X$ on the horizontal axis, as in Figure 22.4, the best-fitting line is called the regression of $Y$ on $X$, since the vertical distances are minimized. The scatter diagram indicates whether the relationship between $Y$ and $X$ can be modelled as a straight line and, consequently, whether the bivariate regression model is appropriate.

**Formulate the general model**

In the bivariate regression model, the general form of a straight line is:

$$Y = \beta_0 + \beta_1 X$$

where $Y$ = dependent or criterion variable  
$X$ = independent or predictor variable  
$\beta_0$ = intercept of the line  
$\beta_1$ = slope of the line.

This model implies a deterministic relationship, in that $Y$ is completely determined by $X$. The value of $Y$ can be perfectly predicted if $\beta_0$ and $\beta_1$ are known. In marketing research, however, very few relationships are deterministic. Thus, the regression procedure adds an error term to account for the probabilistic or stochastic nature of the relationship. The basic regression equation becomes:

$$Y_i = \beta_0 + \beta_1 X_i + e_i$$

where $e_i$ is the error term associated with the $i$th observation. Estimation of the regression parameters, $\beta_0$ and $\beta_1$, is relatively simple.

**Estimate the parameters**

In most cases, $\beta_0$ and $\beta_1$ are unknown and are estimated from the sample observations using the equation:

$$\hat{Y}_i = a + bx_i$$
where \( \hat{Y}_i \) is the estimated or predicted value of \( Y_i \), and \( a \) and \( b \) are estimators of \( \beta_0 \) and \( \beta_1 \) respectively. The constant \( b \), is usually referred to as the non-standardised regression coefficient. It is the slope of the regression line, and it indicates the expected change in \( Y \) when \( X \) is changed by one unit. The formulae for calculating \( a \) and \( b \) are simple. The slope, \( b \), may be computed in terms of the covariance between \( X \) and \( Y \) (\( COV_{XY} \)) and the variance of \( X \) as:

\[
b = \frac{COV_{XY}}{s_X^2} = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sum_{i=1}^{n} (X_i - \bar{X})^2} = \frac{\sum_{i=1}^{n} X_i Y_i - n\bar{X}\bar{Y}}{\sum_{i=1}^{n} X_i^2 - n\bar{X}^2}
\]

The intercept, \( a \), may then be calculated using:

\[
a = \bar{Y} - b\bar{X}
\]

For the data in Table 22.2, the estimation of parameters may be illustrated as follows:

\[
\sum_{i=1}^{12} X_i Y_i = (10)(6)+(12)(9)+(12)(8)+(4)(3)+(12)(10)+(6)(4)+(8)(5)+(2)(2)
\]
\[
\quad + (18)(11)+(9)(9)+(17)(10)+(2)(2)
\]
\[
= 917
\]

\[
\sum_{i=1}^{12} X_i^2 = 10^2 + 12^2 + 4^2 + 12^2 + 6^2 + 8^2 + 2^2 + 18^2 + 9^2 + 17^2 + 2^2
\]
\[
= 1350
\]

It may be recalled from earlier calculations of the simple correlation that:

\[
\bar{X} = 9.333
\]
\[
\bar{Y} = 6.583
\]

Given \( n = 12 \), \( b \) can be calculated as:

\[
b = \frac{917-(12)(9.333)(6.583)}{1350-(12)(9.333)^2} = 0.5897
\]

\[
a = \bar{Y} - b\bar{X}
\]
\[
= 6.583-(0.5897)(9.333)
\]
\[
= 1.0793
\]

Note that these coefficients have been estimated on the raw (untransformed) data. Should standardisation of the data be considered desirable, the calculation of the standardised coefficients is also straightforward.

**Estimate the standardised regression coefficient**

*Standardisation* is the process by which the raw data are transformed into new variables that have a mean of 0 and a variance of 1. When the data are standardised, the intercept assumes
a value of 0. The term *beta coefficient* or *beta weight* is used to denote the standardised regression coefficient. In this case, the slope obtained by the regression of $Y$ on $X$, $B_{yx}$, is the same as the slope obtained by the regression of $X$ on $Y$, $B_{xy}$. Moreover, each of these regression coefficients is equal to the simple correlation between $X$ and $Y$:

$$B_{yx} = B_{xy} = r_{xy}$$

There is a simple relationship between the standardised and non-standardised regression coefficients:

$$B_{yx} = b_{yx} \left( \frac{s_y}{s_x} \right)$$

For the regression results given in Table 22.2, the value of the beta coefficient is estimated as 0.9361. Note that this is also the value of $r$, calculated earlier in this chapter.

Once the parameters have been estimated, they can be tested for significance.

**Test for significance**

The statistical significance of the linear relationship between $X$ and $Y$ may be tested by examining the hypotheses:

$$H_0: \beta_1 = 0$$

$$H_1: \beta_1 \neq 0$$

The null hypothesis implies that there is no linear relationship between $X$ and $Y$. The alternative hypothesis is that there is a relationship, positive or negative, between $X$ and $Y$. Typically, a two-tailed test is done. A $t$ statistic with $n - 2$ degrees of freedom can be used, where:

$$t = \frac{b}{SE_b}$$

and $SE_b$ denotes the standard deviation of $b$, called the *standard error*.10 (The $t$ distribution was discussed in Chapter 20.)

Using quantitative data analysis software, the regression of attitude on duration of residence, using the data shown in Table 22.1, yielded the results shown in Table 22.2. The intercept, $a$, equals 1.0793, and the slope, $b$, equals 0.5897. Therefore, the estimated equation is:

$$\text{attitude} = 1.0793 + 0.5897(\text{duration of residence})$$

The standard error or standard deviation of $b$ is estimated as 0.07008, and the value of the $t$ statistic, $t = 0.5897/0.0701 = 8.414$, with $n - 2 = 10$ df. The critical value of $t$ with 10 df and $\rho = 0.05$ is 2.228 for a two-tailed test. Since the calculated value of $t$ is larger than the critical value, the null hypothesis is rejected. Hence, there is a significant linear relationship between attitude towards the city and duration of residence in the city. The positive sign of the slope coefficient indicates that this relationship is positive. In other words, those who have lived in the city for a longer time have more positive attitudes towards it.

**Determine strength and significance of association**

A related inference involves determining the strength and significance of the association between $Y$ and $X$. The strength of association is measured by the coefficient of determination, $r^2$. In bivariate regression, $r^2$ is the square of the simple correlation coefficient obtained by correlating the two variables. The coefficient, $r^2$, varies between 0 and 1. It signifies the proportion of the total variation in $Y$ that is accounted for by the variation in $X$. The decomposition of the total variation in $Y$ is similar to that for analysis of variance (Chapter 21).
As shown in Figure 22.6, the total variation, $SS_y$, may be decomposed into the variation accounted for by the regression line, $SS_{reg}$, and the error or residual variation, $SS_{res}$ or $SS_{error}$, as follows:

$$SS_y = SS_{reg} + SS_{res}$$

where

$$SS_y = \sum_{i=1}^{n} (Y_i - \bar{Y})^2$$

$$SS_{reg} = \sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2$$

$$SS_{res} = \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2$$

The strength of the association may then be calculated as follows:

$$r^2 = \frac{SS_{reg}}{SS_y} = \frac{SS_y - SS_{res}}{SS_y}$$

To illustrate the calculations of $r^2$, let us consider again the effect of attitude towards the city on the duration of residence. It may be recalled from earlier calculations of the simple correlation coefficient that:

$$SS_y = \sum_{i=1}^{n} (Y_i - \bar{Y})^2 = 120.9168$$

The predicted values ($\hat{Y}$) can be calculated using the regression equation:

$$\text{attitude}(\hat{Y}) = 1.0793 + 0.5897(\text{duration of residence})$$

For the first observation in Table 22.1, this value is:

$$\hat{Y} = 1.0793 + (0.5897 \times 10) = 6.9763$$

For each successive observation, the predicted values are, in order, 8.1557, 8.1557, 3.4381, 8.1557, 4.6175, 5.7969, 2.2587, 11.6939, 6.3866, 11.1042, 2.2587. Therefore:
$$SS_{\text{reg}} = \sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2$$

$$= (6.9763 - 6.5833)^2 + (8.1557 - 6.5833)^2 + (8.1557 - 6.5833)^2$$
$$+ (3.4381 - 6.5833)^2 + (8.1557 - 6.5833)^2 + (4.6175 - 6.5833)^2$$
$$+ (5.7969 - 6.5833)^2 + (2.2587 - 6.5833)^2 + (11.6939 - 6.5833)^2$$
$$+ (6.3866 - 6.5833)^2 + (11.1042 - 6.5833)^2 + (2.2587 - 6.5833)^2$$

$$= 0.1544 + 2.4724 + 2.4724 + 9.8922 + 2.4724 + 3.8643 + 0.6184$$
$$+ 18.7021 + 26.1182 + 0.0387 + 20.4385 + 18.7021$$

$$= 105.9466$$

$$SS_{\text{res}} = \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2$$

$$= (6 - 6.9763)^2 + (9 - 8.1557)^2 + (8 - 8.1557)^2 + (3 - 3.4381)^2$$
$$+ (10 - 8.1557)^2 + (4 - 4.6175)^2 + (5 - 5.7969)^2 + (2 - 2.2587)^2$$
$$+ (11 - 11.6939)^2 + (9 - 6.3866)^2 + (10 - 11.1042)^2 + (2 - 2.2587)^2$$

$$= 14.9644$$

It can be seen that $SS_y = SS_{\text{reg}} + SS_{\text{res}}$. Furthermore:

$$r^2 = \frac{SS_{\text{reg}}}{SS_y}$$

$$= \frac{105.9466}{120.9168}$$

$$= 0.8762$$

Another equivalent test for examining the significance of the linear relationship between $X$ and $Y$ (significance of $b$) is the test for the significance of the coefficient of determination. The hypotheses in this case are:

$$H_0 : R^2_{\text{pop}} = 0$$
$$H_1 : R^2_{\text{pop}} > 0$$

The appropriate test statistic is the $F$ statistic:

$$F = \frac{SS_{\text{reg}}}{SS_{\text{res}} / (n - 2)}$$

which has an $F$ distribution with 1 and $(n - 2)$ df. The $F$ test is a generalised form of the $t$ test (see Chapter 20). If a random variable is $t$ distributed with $n$ degrees of freedom, then $t^2$ is $F$ distributed with 1 and $n$ df. Hence, the $F$ test for testing the significance of the coefficient of determination is equivalent to testing the following hypotheses:

$$H_0 : \hat{\beta}_1 = 0$$
$$H_1 : \hat{\beta}_1 \neq 0$$

or

$$H_0 : \rho = 0$$
$$H_1 : \rho \neq 0$$
From Table 22.2, it can be seen that:

\[ r^2 = \frac{105.9522}{105.9522 + 14.9644} = 0.8762 \]

which is the same as the value calculated earlier. The value of the F statistic is:

\[ F = \frac{105.9522}{14.9644/10} = 70.8028 \]

with 1 and 10 df. The calculated F statistic exceeds the critical value of 4.96 determined from Table 5 in the Appendix. Therefore, the relationship is significant at \( \alpha = 0.05 \), corroborating the results of the \( t \) test. If the relationship between \( X \) and \( Y \) is significant, it is meaningful to predict the values of \( Y \) based on the values of \( X \) and to estimate prediction accuracy.

**Check prediction accuracy**

To estimate the accuracy of predicted values, \( \hat{Y} \) it is useful to calculate the standard error of estimate, \( SEE \). This statistic is the standard deviation of the actual \( Y \) values from the predicted \( \hat{Y} \) values:

\[ SEE = \sqrt{\frac{\sum(Y_i - \hat{Y})^2}{n-2}} \]

or, more generally, if there are \( k \) independent variables:

\[ SEE = \sqrt{\frac{SS_{res}}{n-k-1}} \]

\( SEE \) may be interpreted as a kind of average residual or average error in predicting \( Y \) from the regression equation.

Two cases of prediction may arise. The researcher may want to predict the mean value of \( Y \) for all the cases with a given value of \( X \), say \( X_0 \), or predict the value of \( Y \) for a single case. In both situations, the predicted value is the same and is given by \( \hat{Y} \) where:

\[ \hat{Y} = a + bX_0 \]

But the standard error is different in the two situations, although in both situations it is a function of \( SEE \). For large samples, the standard error for predicting the mean value of \( Y \) is \( SEE/\sqrt{n} \) and for predicting individual \( Y \) values it is \( SEE \). Hence, the construction of confidence intervals (see Chapter 15) for the predicted value varies, depending upon whether the mean value or the value for a single observation is being predicted. For the data given in Table 22.2, \( SEE \) is estimated as follows:

\[ SEE = \sqrt{\frac{14.9644}{12-2}} = 1.22329 \]

The final two steps in conducting bivariate regression, namely examination of residuals and model cross-validation, are considered later, and we now turn to the assumptions underlying the regression model.
Assumptions

The regression model makes a number of assumptions in estimating the parameters and in significance testing, as shown in Figure 22.5:

1. The error term is normally distributed. For each fixed value of $X$, the distribution of $Y$ is normal.\(^{12}\)
2. The means of all these normal distributions of $Y$, given $X$, lie on a straight line with slope $b$.
3. The mean of the error term is 0.
4. The variance of the error term is constant. This variance does not depend on the values assumed by $X$.
5. The error terms are uncorrelated. In other words, the observations have been drawn independently.

Insights into the extent to which these assumptions have been met can be gained by an examination of residuals, which is covered in the next section, on multiple regression.\(^{13}\)

Multiple regression

Multiple regression involves a single dependent variable and two or more independent variables. The questions raised in the context of bivariate regression can also be answered via multiple regression by considering additional independent variables:

- Can variation in sales be explained in terms of variation in advertising expenditures, prices and level of distribution?
- Can variation in market shares be accounted for by the size of the sales force, advertising expenditures and sales promotion budgets?
- Are consumers’ perceptions of quality determined by their perceptions of prices, brand image and brand attributes?

Additional questions can also be answered by multiple regression:

- How much of the variation in sales can be explained by advertising expenditures, prices and level of distribution?
- What is the contribution of advertising expenditures in explaining the variation in sales when the levels of prices and distribution are controlled?
- What levels of sales may be expected given the levels of advertising expenditures, prices and level of distribution?

Real research

Global brands, local ads\(^{14}\)

European consumers welcome brands from across the globe, but when it comes to advertising, they seem to prefer brands from their own country. A survey conducted by Yankelovich and Partners and its affiliates found that most European consumers’ favourite advertisements were for local brands, even though they were more than likely to buy brands from other countries. Participants in
the UK, France and Germany named Coca-Cola as the most-often purchased soft drink. The
French, however, selected the famous award-winning spot for France’s Perrier bottled water
as their favourite advertisement. Similarly, in Germany, the favourite advertising was for a
German brand of non-alcoholic beer, Clausthaler. In the UK, though, Coca-Cola was the
favourite soft drink and also the favourite advertising. In the light of such findings, the impor-
tant question was: does advertising help? Does it help increase the purchase probability of
the brand or does it merely maintain a high brand recognition rate? One way of finding out
was by running a regression where the dependent variable was the likelihood of brand pur-
chase and the independent variables were brand attribute evaluations and advertising eval-
uations. Separate models with and without advertising could be run to assess any significant
difference in the contribution. Individual t tests could also be examined to find out the sig-
nificant contribution of both the brand attributes and advertising. The results could indicate
the degree to which advertising plays an important part in brand purchase decisions.

In conjunction with these results, a study revealed that attempting to build brand loyalty
purchases by means of a sales promotion is not a desirable way to achieve such an objec-
tive. According to the study, sales promotions only encourage momentary brand switching
and merely enhance short-term performance for companies. Furthermore, over the long
run a sales promotion may imply a low-quality or unstable brand image to consumers or it
may confuse them, which could also lead to a decline in brand loyalty. The results of this
study show that sacrificing advertising and relying on sales promotions reduces brand asso-
ciations, which ultimately leads to a decrease in brand loyalty purchases.

The general form of the **multiple regression model** is as follows:

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \ldots + \beta_k X_k + e \]

which is estimated by the following equation:

\[ \hat{Y} = a + b_1 X_1 + b_2 X_2 + b_3 X_3 + \ldots + b_k X_k \]

As before, the coefficient \( a \) represents the intercept, but the \( b_s \) are now the partial regres-
sion coefficients. The least squares criterion estimates the parameters in such a way as to
minimise the total error, \( SS_{res} \). This process also maximises the correlation between the
actual values of \( Y \) and the predicted values of \( \hat{Y} \). All the assumptions made in bivariate
regression also apply in multiple regression. We define some associated statistics and then
describe the procedure for multiple regression analysis.\(^{15}\)

**Statistics associated with multiple regression**

Most of the statistics and statistical terms described under bivariate regression also apply to
multiple regression. In addition, the following statistics are used:

- **Adjusted \( R^2 \).** \( R^2 \), the coefficient of multiple determination, is adjusted for the number of
  independent variables and the sample size to account for the diminishing returns. After the
  first few variables, the additional independent variables do not make much contribution.

- **Coefficient of multiple determination.** The strength of association in multiple regression is
  measured by the square of the multiple correlation coefficient, \( R^2 \), which is also called the
  **coefficient of multiple determination.**

- **F test.** The F test is used to test the null hypothesis that the coefficient of multiple determi-
nation in the population, \( R^2_{pop} \), is zero. This is equivalent to testing the null hypothesis \( H_0: \)
  \( \beta_1 = \beta_2 = \beta_3 = \ldots = \beta_k = 0 \). The test statistic has an F distribution with \( k \) and \( (n - k - 1) \) df.
• **Partial F test.** The significance of a partial regression coefficient, $\beta_i$, of $X_i$ may be tested using an incremental $F$ statistic. The incremental $F$ statistic is based on the increment in the explained sum of squares resulting from the addition of the independent variable $X_i$ to the regression equation after all the other independent variables have been included.

• **Partial regression coefficient.** The partial regression coefficient, $b_1$, denotes the change in the predicted value, $\hat{Y}$, per unit change in $X_1$ when the other independent variables, $X_2$ to $X_k$, are held constant.

---

**Conducting multiple regression analysis**

The steps involved in conducting multiple regression analysis are similar to those for bivariate regression analysis. The discussion focuses on partial regression coefficients, strength of association, significance testing and examination of residuals.

**Estimating the partial regression coefficients**

To understand the meaning of a partial regression coefficient, let us consider a case in which there are two independent variables, so that:

$$\hat{Y} = a + b_1 X_1 + b_2 X_2$$

First, note that the relative magnitude of the partial regression coefficient of an independent variable is, in general, different from that of its bivariate regression coefficient. In other words, the partial regression coefficient, $b_1$, will be different from the regression coefficient, $b$, obtained by regressing $Y$ on only $X_1$. This happens because $X_1$ and $X_2$ are usually correlated. In bivariate regression, $X_2$ was not considered, and any variation in $Y$ that was shared by $X_1$ and $X_2$ was attributed to $X_1$. In the case of multiple independent variables, however, this is no longer true.

The interpretation of the partial regression coefficient, $b_1$, is that it represents the expected change in $Y$ when $X_1$ is changed by one unit but $X_2$ is held constant or otherwise controlled. Likewise, $b_2$ represents the expected change in $Y$ for a unit change in $X_2$ when $X_1$ is held constant. Thus, calling $b_1$ and $b_2$ partial regression coefficients is appropriate. It can also be seen that the combined effects of $X_1$ and $X_2$ on $Y$ are additive. In other words, if $X_1$ and $X_2$ are each changed by one unit, the expected change in $Y$ would be $(b_1 + b_2)$.

Conceptually, the relationship between the bivariate regression coefficient and the partial regression coefficient can be illustrated as follows. Suppose that one were to remove the effect of $X_2$ from $X_1$. This could be done by running a regression of $X_1$ on $X_2$. In other words, one would estimate the equation $\hat{X}_1$ and calculate the residual $\hat{X}_1$. The partial regression coefficient, $b_1$, is then equal to the bivariate regression coefficient, $b_1$, obtained from the equation $\hat{Y}$. In other words, the partial regression coefficient, $b_1$, is equal to the regression coefficient, $b_1$, between $Y$ and the residuals of $X_1$, from which the effect of $X_2$ has been removed. The partial coefficient, $b_2$, can also be interpreted along similar lines.

Extension to the case of $k$ variables is straightforward. The partial regression coefficient, $b_1$, represents the expected change in $Y$ when $X_1$ is changed by one unit and $X_2$ to $X_k$ are held constant. It can also be interpreted as the bivariate regression coefficient, $b$, for the regression of $Y$ on the residuals of $X_1$, when the effect of $X_2$ to $X_k$ has been removed from $X_1$.

The beta coefficients are the partial regression coefficients obtained when all the variables ($Y, X_1, X_2, \ldots, X_k$) have been standardised to a mean of 0 and a variance of 1 before estimating the regression equation. The relationship of the standardised to the non-standardised coefficients remains the same as before:
The intercept and the partial regression coefficients are estimated by solving a system of simultaneous equations derived by differentiating and equating the partial derivatives to zero. Since these coefficients are automatically estimated by various computer programs, we will not present the details. Yet it is worth noting that the equations cannot be solved if (1) the sample size, \( n \), is smaller than or equal to the number of independent variables, \( k \), or (2) one independent variable is perfectly correlated with another.

Suppose that in explaining the attitude towards the city (as in our former example) we now introduce a second variable, importance attached to the weather. The data for the 12 pre-test participants on attitude towards the city, duration of residence and importance attached to the weather are given in Table 22.1. The results of multiple regression analysis are depicted in Table 22.3. The partial regression coefficient for duration \( (X_1) \) is now 0.4811, different from what it was in the bivariate case. The corresponding beta coefficient is 0.7636.

<table>
<thead>
<tr>
<th>Variable</th>
<th>( b )</th>
<th>( SE_B )</th>
<th>( Beta (\beta) )</th>
<th>( t )</th>
<th>Sig. of ( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance</td>
<td>0.28865</td>
<td>0.08608</td>
<td>0.31382</td>
<td>3.353</td>
<td>0.0085</td>
</tr>
<tr>
<td>Duration</td>
<td>0.48108</td>
<td>0.05895</td>
<td>0.76363</td>
<td>8.160</td>
<td>0.0000</td>
</tr>
<tr>
<td>(Constant)</td>
<td>0.33732</td>
<td>0.56736</td>
<td>0.595</td>
<td>0.595</td>
<td>0.5668</td>
</tr>
</tbody>
</table>

The partial regression coefficient for importance attached to weather \( (X_2) \) is 0.2887, with a beta coefficient of 0.3138. The estimated regression equation is:

\[
(\hat{Y}) = 0.33732 + 0.48108X_1 + 0.28865X_2
\]

or

\[
\text{attitude} = 0.33732 + 0.48108(\text{duration}) + 0.28865(\text{importance})
\]

This equation can be used for a variety of purposes, including predicting attitudes towards the city, given a knowledge of the participants' duration of residence in the city and the importance they attach to weather. Note that duration and importance are significant and useful in the prediction.
Strength of association

The strength of the relationship stipulated by the regression equation can be determined by using appropriate measures of association. The total variation is decomposed, as in the bivariate case:

\[ SS_y = SS_{reg} + SS_{res} \]

where

\[ SS_y = \sum_{i=1}^{n} (Y_i - \bar{Y})^2 \]

\[ SS_{reg} = \sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2 \]

\[ SS_{res} = \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 \]

The strength of association is measured by the square of the multiple correlation coefficient, \( R^2 \), which is also called the coefficient of multiple determination:

\[ R^2 = \frac{SS_{reg}}{SS_y} \]

The multiple correlation coefficient, \( R \), can also be viewed as the simple correlation coefficient, \( r \), between \( Y \) and \( \hat{Y} \). Several points about the characteristics of \( R^2 \) are worth noting. The coefficient of multiple determination, \( R^2 \), cannot be less than the highest bivariate, \( r^2 \), of any individual independent variable with the dependent variable. \( R^2 \) will be larger when the correlations between the independent variables are low. If the independent variables are statistically independent (uncorrelated), then \( R^2 \) will be the sum of bivariate \( r^2 \) of each independent variable with the dependent variable. \( R^2 \) cannot decrease as more independent variables are added to the regression equation. Yet diminishing returns set in, so that after the first few variables, the additional independent variables do not make much of a contribution.\(^{16}\) For this reason, \( R^2 \) is adjusted for the number of independent variables and the sample size by using the following formula:

\[
\text{adjusted } R^2 = R^2 - \frac{k(1-R^2)}{n-k-1}
\]

For the regression results given in Table 22.3, the value of \( R^2 \) is:

\[
R^2 = \frac{114.2643}{114.2643 + 6.6524} = 0.9450
\]

This is higher than the \( r^2 \) value of 0.8762 obtained in the bivariate case. The \( r^2 \) in the bivariate case is the square of the simple (product moment) correlation between attitude towards the city and duration of residence. The \( R^2 \) obtained in multiple regression is also higher than the square of the simple correlation between attitude and importance attached to weather (which can be estimated as 0.5379). The adjusted \( R^2 \) is estimated as:

\[
\text{adjusted } R^2 = 0.9450 - \frac{2(1.0 - 0.9450)}{12 - 2 - 1} = 0.9328
\]

Note that the value of adjusted \( R^2 \) is close to \( R^2 \) and both are higher than \( r^2 \) for the bivariate case. This suggests that the addition of the second independent variable, importance attached to weather, makes a contribution in explaining the variation in attitude towards the city.
Test for significance

Significance testing involves testing the significance of the overall regression equation as well as specific partial regression coefficients. The null hypothesis for the overall test is that the coefficient of multiple determination in the population, $R_{pop}^2$, is zero:

$$H_0: R_{pop}^2 = 0$$

This is equivalent to the following null hypothesis:

$$H_0: \beta_1 = \beta_2 = \beta_3 = \ldots = \beta_k = 0$$

The overall test can be conducted by using an $F$ statistic:

$$F = \frac{SS_{reg}/k}{SS_{reg}/(n-k-1)} = \frac{R^2/k}{(1-R^2)/(n-k-1)}$$

which has an $F$ distribution with $k$ and $(n-k-1)$ df.\(^{17}\) For the multiple regression results given in Table 22.3:

$$F = \frac{114.2642/2}{6.6524/9} = 77.2937$$

which is significant at $\alpha = 0.05$.

If the overall null hypothesis is rejected, one or more population partial regression coefficients have a value different from 0. To determine which specific coefficients (the $\beta_i$s) are non-zero, additional tests are necessary. Testing for the significance of the $\beta_i$s can be done in a manner similar to that in the bivariate case by using $t$ tests. The significance of the partial coefficient for importance attached to weather may be tested by the following equation:

$$t = \frac{b}{SE_b} = \frac{0.2887}{0.08608} = 3.354$$

which has a $t$ distribution with $(n-k-1)$ df. This coefficient is significant at $\alpha = 0.05$. The significance of the coefficient for duration of residence is tested in a similar way and found to be significant. Therefore, both the duration of residence and importance attached to weather are important in explaining attitude towards the city.

Some data analysis programs provide an equivalent $F$ test, often called the partial $F$ test, which involves a decomposition of the total regression sum of squares, $SS_{reg}$, into components related to each independent variable. In the standard approach, this is done by assuming that each independent variable has been added to the regression equation after all the other independent variables have been included. The increment in the explained sum of squares, resulting from the addition of an independent variable, $X_i$, is the component of the variation attributed to that variable and is denoted by $SS_{X_i}$.\(^{18}\) The significance of the partial regression coefficient for this variable, $b_i$, is tested using an incremental $F$ statistic:

$$F = \frac{SS_{X_i}/1}{SS_{res}/(n-k-1)}$$

which has an $F$ distribution with 1 and $(n-k-1)$ df.

Although high $R^2$ and significant partial regression coefficients are comforting, the efficacy of the regression model should be evaluated further by an examination of the residuals.
Examine the residuals

A **residual** is the difference between the observed value of \( Y_i \) and the value predicted by the regression equation \( \hat{Y}_i \). Residuals are used in the calculation of several statistics associated with regression. In addition, scattergrams of the residuals – in which the residuals are plotted against the predicted values, \( \hat{Y}_i \), time, or predictor variables – provide useful insights in examining the appropriateness of the underlying assumptions and regression model fitted.\(^1\)

The assumption of a normally distributed error term can be examined by constructing a histogram of the standardised residuals. A visual check reveals whether the distribution is normal. It is also useful to examine the normal probability plot of standardised residuals compared with the expected standardised residuals from a normal distribution. If the observed residuals are normally distributed, they will fall on a 45° line. Also, look at the table of residual statistics and identify any standardised predicted values or standardised residuals that are more than plus or minus one or two standard deviations. These percentages can be compared with what would be expected under the normal distribution (68% and 95%, respectively). More formal assessment can be made by running the K–S one-sample test.

The assumption of constant variance of the error term can be examined by plotting the residuals against the predicted values of the dependent variable, \( \hat{Y}_i \). If the pattern is not random, the variance of the error term is not constant. Figure 22.7 shows a pattern whose variance is dependent on the \( \hat{Y}_i \) values.

A plot of residuals against time, or the sequence of observations, will throw some light on the assumption that the error terms are uncorrelated. A random pattern should be seen if this assumption is true. A plot like the one in Figure 22.8 indicates a linear relationship between residuals and time. A more formal procedure for examining the correlations between the error terms is the Durbin–Watson test.\(^2\)

Plotting the residuals against the independent variables provides evidence of the appropriateness or inappropriateness of using a linear model. Again, the plot should result in a random pattern. The residuals should fall randomly, with relatively equal distribution dispersion about zero. They should not display any tendency to be either positive or negative.

To examine whether any additional variables should be included in the regression equation, one could run a regression of the residuals on the proposed variables. If any variable explains a significant proportion of the residual variation, it should be considered for inclusion. Inclusion of variables in the regression equation should be strongly guided by the researcher’s theory. Thus, an examination of the residuals provides valuable insights into the appropriateness of the underlying assumptions and the model that is fitted. Figure 22.9 shows a plot that indicates that the underlying assumptions are met and that the linear model is appropriate. If an examination of the residuals indicates that the assumptions underlying linear regression are not met, the researcher can transform the variables in an attempt to satisfy the assumptions. Transformations, such as taking logs, square roots or reciprocals, can stabilise the variance, make the distribution normal or make the relationship linear.
The plots and residual table can be requested when the regression is run, e.g. when using SPSS. It is worth conducting these analyses for multiple regression on the data of Table 22.1. From the histogram, it can be seen that five residuals are positive, whereas seven residuals are negative. By comparing the frequency distribution with the normal distribution that is plotted in the same output, it can be seen that the assumption of normality might not be severe. It is possible to conduct a more formal test for normality if that is warranted. All the standardised residuals are within plus or minus two standard deviations. Furthermore, many of the residuals are relatively small, which means that most of the model predictions are quite good.

The normal probability plot shows that the residuals are quite close to the 45° line shown in the graph. When the plot of the standardised residuals is compared with the standardised predicted values, no systematic pattern can be discerned in the spread of the residuals. Finally, the table of residual statistics indicates that all the standardised predicted values and all the standardised residuals are within plus or minus two standard deviations. Hence, it can be concluded that multiple regression on the data of Table 22.1 does not appear to result in gross violations of the assumptions. This suggests that the relationship we are trying to predict is linear and that the error terms are more or less normally distributed.

As in this example, some independent variables considered in a study often turn out not to be significant. When there are a large number of independent variables and the researcher suspects that not all of them are significant, stepwise regression should be used.

**Stepwise regression**

The purpose of *stepwise regression* is to select, from a large number of predictor variables, a small subset of variables that account for most of the variation in the dependent or criterion variable. In this procedure, the predictor variables enter or are removed from the regression equation one at a time. It is possible to conduct a more formal test for normality if that is warranted. All the standardised residuals are within plus or minus two standard deviations. Furthermore, many of the residuals are relatively small, which means that most of the model predictions are quite good.

The normal probability plot shows that the residuals are quite close to the 45° line shown in the graph. When the plot of the standardised residuals is compared with the standardised predicted values, no systematic pattern can be discerned in the spread of the residuals. Finally, the table of residual statistics indicates that all the standardised predicted values and all the standardised residuals are within plus or minus two standard deviations. Hence, it can be concluded that multiple regression on the data of Table 22.1 does not appear to result in gross violations of the assumptions. This suggests that the relationship we are trying to predict is linear and that the error terms are more or less normally distributed.

As in this example, some independent variables considered in a study often turn out not to be significant. When there are a large number of independent variables and the researcher suspects that not all of them are significant, stepwise regression should be used.
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As in this example, some independent variables considered in a study often turn out not to be significant. When there are a large number of independent variables and the researcher suspects that not all of them are significant, stepwise regression should be used.
A major source of revenue from any professional sports team is through ticket sales, especially sales to season-ticket holders. A study performed a regression analysis to determine what factors caused ticket prices to vary among teams in the same league within a given year. The regression equation was:

\[ LTIX = a_0 + a_1 \text{HWIN} + a_2 \text{INCOME} + a_3 \text{PAY} + a_4 \text{POPL} + a_5 \text{TREND} + a_6 \text{CAP} + a_7 \text{STAD} \]

where
- \( LTIX \) = natural log of average ticket price
- \( TIX \) = average ticket price
- \( HWIN \) = average number of wins by the team in the previous three seasons
- \( \text{INCOME} \) = average income level of city population
- \( \text{PAY} \) = team payroll
- \( \text{POPL} \) = population size of city
- \( \text{TREND} \) = trends in the industry
- \( \text{CAP} \) = attendance as a percentage of capacity
- \( \text{STAD} \) = if the team is playing in a new stadium.

The research gathered data over a period of seven years. The financial data were gathered through team marketing reports and the rest of the data were collected using publicly available sources, such as sports reports. The results of the regression analysis can be seen in the table below. The results suggest that several factors influenced ticket prices, and the largest factor was that the team was playing in a new stadium.

### Regression results

<table>
<thead>
<tr>
<th>Variable</th>
<th>MLB</th>
<th>COEFFICIENT</th>
<th>t statistic</th>
<th>p value</th>
<th>NBA</th>
<th>COEFFICIENT</th>
<th>t statistic</th>
<th>p value</th>
<th>NFL</th>
<th>COEFFICIENT</th>
<th>t statistic</th>
<th>p value</th>
<th>NHL</th>
<th>COEFFICIENT</th>
<th>t statistic</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td></td>
<td>1.521</td>
<td>12.012</td>
<td>0.000</td>
<td>2.965</td>
<td>20.749</td>
<td>0.000</td>
<td>2.886</td>
<td>18.890</td>
<td>0.000</td>
<td>3.172</td>
<td>16.410</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POPL</td>
<td>0.000</td>
<td>5.404</td>
<td>0.000</td>
<td>0.000</td>
<td>5.036</td>
<td>0.000</td>
<td>0.000</td>
<td>2.287</td>
<td>0.023</td>
<td>0.000</td>
<td>2.246</td>
<td>0.026</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCOME</td>
<td>0.000</td>
<td>3.991</td>
<td>0.000</td>
<td>0.000</td>
<td>0.208</td>
<td>0.836</td>
<td>0.000</td>
<td>3.645</td>
<td>0.000</td>
<td>0.000</td>
<td>0.669</td>
<td>0.504</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAD</td>
<td>0.337</td>
<td>5.356</td>
<td>0.000</td>
<td>0.000</td>
<td>0.108</td>
<td>3.180</td>
<td>0.000</td>
<td>0.226</td>
<td>3.357</td>
<td>0.001</td>
<td>0.321</td>
<td>4.087</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HWIN</td>
<td>0.000</td>
<td>0.091</td>
<td>0.927</td>
<td>0.927</td>
<td>0.004</td>
<td>3.459</td>
<td>0.001</td>
<td>0.013</td>
<td>2.190</td>
<td>0.030</td>
<td>0.001</td>
<td>0.369</td>
<td>0.713</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAP</td>
<td>0.006</td>
<td>8.210</td>
<td>0.000</td>
<td>0.000</td>
<td>2.968</td>
<td>0.003</td>
<td>0.002</td>
<td>1.325</td>
<td>0.187</td>
<td>0.005</td>
<td>3.951</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAY</td>
<td>0.004</td>
<td>4.192</td>
<td>0.000</td>
<td>0.008</td>
<td>5.341</td>
<td>0.000</td>
<td>0.001</td>
<td>0.607</td>
<td>0.545</td>
<td>0.002</td>
<td>1.099</td>
<td>0.273</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TREND</td>
<td>0.047</td>
<td>6.803</td>
<td>0.000</td>
<td>0.016</td>
<td>1.616</td>
<td>0.100</td>
<td>0.058</td>
<td>6.735</td>
<td>0.000</td>
<td>0.009</td>
<td>0.718</td>
<td>0.474</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAN (Canada)</td>
<td>0.778</td>
<td>0.488</td>
<td>0.443</td>
<td>0.292</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>98.366</td>
<td>28.227</td>
<td>24.763</td>
<td>9.545</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F statistic</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1 *Forward inclusion.* Initially, there are no predictor variables in the regression equation. Predictor variables are entered one at a time, only if they meet certain criteria specified in terms of $F$ ratio. The order in which the variables are included is based on the contribution to the explained variance.

2 *Backward elimination.* Initially, all the predictor variables are included in the regression equation. Predictors are then removed one at a time, based on the $F$ ratio.

3 *Stepwise solution.* Forward inclusion is combined with the removal of predictors that no longer meet the specified criterion at each step.

Stepwise procedures do not result in regression equations that are optimal, in the sense of producing the largest $R^2$ for a given number of predictors. Because of the correlations between predictors, an important variable may never be included, or less important variables may enter the equation. To identify an optimal regression equation, one would have to compute combinatorial solutions in which all possible combinations are examined. Nevertheless, stepwise regression can be useful when the sample size is large in relation to the number of predictors, as shown in the following example.

### Real research

**Browsers step out**

Many commentators consider store-based retailers to have an advantage over online retailers when it comes to browsing, because store-based retailers are larger in size and product offerings. Online retailing has great attractions to many shoppers but the shopping centre can remain a dominant force, having so many entertainment factors built into the shopping experience. A profile of browsers in regional shopping centres was constructed using three sets of independent variables: demographics, shopping behaviour and psychological and attitudinal variables. The dependent variable consisted of a browsing index. In a stepwise regression including all three sets of variables, demographics were found to be the most powerful predictors of browsing behaviour. The final regression equation, which contained 20 of the possible 36 variables, included all the demographics. The table presents the regression coefficients, standard errors of the coefficients and their significance levels.

In interpreting the coefficients, it should be recalled that the smaller the browsing index (the dependent variable), the greater the tendency to exhibit behaviours associated with browsing. The two predictors with the largest coefficients were gender and employment status. Browsers were more likely to be employed females. They also tended to be somewhat ‘downscale’ compared with other shopping-centre patrons, exhibiting lower levels of education and income, after accounting for the effects of gender and employment status. Although browsers tend to be somewhat younger than non-browsers, they are not necessarily single; those who reported larger family sizes tended to be associated with smaller values of the browsing index.

The ‘downscale’ profile of browsers relative to other patrons indicates that speciality stores in shopping centres should emphasise moderately priced products. This may explain the historically low rate of failure in shopping centres among such stores and the tendency of high-priced speciality shops to be located in only the prestigious shopping centres or ‘upscale’ non-enclosed shopping centres.
Regression of browsing index on descriptive and attitudinal variables by order of entry into stepwise regression

<table>
<thead>
<tr>
<th>Variable description</th>
<th>Coefficient</th>
<th>SE</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (0 = male, 1 = female)</td>
<td>-0.485</td>
<td>0.164</td>
<td>0.001</td>
</tr>
<tr>
<td>Employment status (0 = employed)</td>
<td>0.391</td>
<td>0.182</td>
<td>0.003</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>-0.152</td>
<td>0.128</td>
<td>0.234</td>
</tr>
<tr>
<td>Education</td>
<td>0.079</td>
<td>0.072</td>
<td>0.271</td>
</tr>
<tr>
<td>Brand intention</td>
<td>-0.063</td>
<td>0.028</td>
<td>0.024</td>
</tr>
<tr>
<td>Watch daytime TV? (0 = yes)</td>
<td>0.232</td>
<td>0.144</td>
<td>0.107</td>
</tr>
<tr>
<td>Tension</td>
<td>-0.182</td>
<td>0.069</td>
<td>0.008</td>
</tr>
<tr>
<td>Income</td>
<td>0.089</td>
<td>0.061</td>
<td>0.144</td>
</tr>
<tr>
<td>Frequency of shopping centre visits</td>
<td>-0.130</td>
<td>0.059</td>
<td>0.028</td>
</tr>
<tr>
<td>Fewer friends than most</td>
<td>0.162</td>
<td>0.084</td>
<td>0.054</td>
</tr>
<tr>
<td>Good shopper</td>
<td>-0.122</td>
<td>0.090</td>
<td>0.174</td>
</tr>
<tr>
<td>Others’ opinions important</td>
<td>-0.147</td>
<td>0.065</td>
<td>0.024</td>
</tr>
<tr>
<td>Control over life</td>
<td>-0.069</td>
<td>0.069</td>
<td>0.317</td>
</tr>
<tr>
<td>Family size</td>
<td>-0.086</td>
<td>0.062</td>
<td>0.165</td>
</tr>
<tr>
<td>Enthusiastic person</td>
<td>-0.143</td>
<td>0.099</td>
<td>0.150</td>
</tr>
<tr>
<td>Age</td>
<td>0.036</td>
<td>0.069</td>
<td>0.603</td>
</tr>
<tr>
<td>Number of purchases made</td>
<td>-0.068</td>
<td>0.043</td>
<td>0.150</td>
</tr>
<tr>
<td>Purchases per store</td>
<td>0.209</td>
<td>0.152</td>
<td>0.167</td>
</tr>
<tr>
<td>Shop on tight budget</td>
<td>-0.055</td>
<td>0.067</td>
<td>0.412</td>
</tr>
<tr>
<td>Excellent judge of quality</td>
<td>-0.070</td>
<td>0.089</td>
<td>0.435</td>
</tr>
<tr>
<td>Constant</td>
<td>3.250</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Overall $R^2 = 0.477$

Multicollinearity

Stepwise regression and multiple regression are complicated by the presence of multicollinearity. Virtually all multiple regression analyses done in marketing research involve predictors or independent variables that are related. Multicollinearity, however, arises when intercorrelations among the predictors are very high. Multicollinearity can result in several problems, including the following:

1. The partial regression coefficients may not be estimated precisely. The standard errors are likely to be high.
2. The magnitudes, as well as the signs of the partial regression coefficients, may change from sample to sample.
3. It becomes difficult to assess the relative importance of the independent variables in explaining the variation in the dependent variable.
4. Predictor variables may be incorrectly included or removed in stepwise regression.

What constitutes serious multicollinearity is not always clear, although several rules of thumb and procedures have been suggested in the literature. Procedures of varying complexity have also been suggested to cope with multicollinearity. A simple procedure consists of using only
one of the variables in a highly correlated set of variables. Alternatively, the set of independent variables can be transformed into a new set of predictors that are mutually independent by using techniques such as principal components analysis (see Chapter 24). More specialised techniques, such as ridge regression and latent root regression, can also be used.25

Relative importance of predictors

When multicollinearity is present, special care is required in assessing the relative importance of independent variables. In marketing research, it is valuable to determine the relative importance of the predictors. In other words, how important are the independent variables in accounting for the variation in the criterion or dependent variable?26 Unfortunately, because the predictors are correlated, there is no unambiguous measure of relative importance of the predictors in regression analysis.27 Several approaches, however, are commonly used to assess the relative importance of predictor variables:

1. **Statistical significance.** If the partial regression coefficient of a variable is not significant, as determined by an incremental $F$ test, that variable is judged to be unimportant. An exception to this rule is made if there are strong theoretical reasons for believing that the variable is important.

2. **Square of the simple correlation coefficient.** This measure, $r^2$, represents the proportion of the variation in the dependent variable explained by the independent variable in a bivariate relationship.

3. **Square of the partial correlation coefficient.** This measure, $R^2_{y|x_i|x_j,x_k}$, is the coefficient of determination between the dependent variable and the independent variable, controlling for the effects of the other independent variables.

4. **Square of the part correlation coefficient.** This coefficient represents an increase in $R^2$ when a variable is entered into a regression equation that already contains the other independent variables.

5. **Measures based on standardised coefficients or beta weights.** The most commonly used measures are the absolute values of the beta weights, $|\beta_i|$, or the squared values, $\beta_i^2$. Because they are partial coefficients, beta weights take into account the effect of the other independent variables. These measures become increasingly unreliable as the correlations among the predictor variables increase (multicollinearity increases).

6. **Stepwise regression.** The order in which the predictors enter or are removed from the regression equation is used to infer their relative importance.

Given that the predictors are correlated, at least to some extent, in virtually all regression situations, none of these measures is satisfactory. It is also possible that the different measures may indicate a different order of importance of the predictors.28 Yet if all the measures are examined collectively, useful insights may be obtained into the relative importance of the predictors.

Cross-validation

Before assessing the relative importance of the predictors or drawing any other inferences, it is necessary to cross-validate the regression model. Regression and other multivariate procedures tend to capitalise on chance variations in the data. This could result in a regression model or equation that is unduly sensitive to the specific data used to estimate the model. One approach for evaluating the model for this and other problems associated with regression is cross-validation. **Cross-validation** examines whether the regression model continues
to hold on comparable data not used in the estimation. The typical cross-validation procedure used in marketing research is as follows:

1. The regression model is estimated using the entire data set.
2. The available data are split into two parts, the estimation sample and the validation sample. The estimation sample generally contains 50–90% of the total sample.
3. The regression model is estimated using the data from the estimation sample only. This model is compared with the model estimated on the entire sample to determine the agreement in terms of the signs and magnitudes of the partial regression coefficients.
4. The estimated model is applied to the data in the validation sample to predict the values of the dependent variable, \( \hat{Y}_i \) for the observations in the validation sample.
5. The observed values, \( Y_i \), and the predicted values, \( \hat{Y}_i \), in the validation sample are correlated to determine the simple \( r^2 \). This measure, \( r^2 \), is compared with \( R^2 \) for the total sample and with \( R^2 \) for the estimation sample to assess the degree of shrinkage.

A special form of validation is called double cross-validation. In double cross-validation the sample is split into halves. One half serves as the estimation sample, and the other is used as a validation sample. The roles of the estimation and validation halves are then reversed and the cross-validation process is repeated.

### Regression with dummy variables

Cross-validation is a general procedure that can be applied even in some special applications of regression, such as regression with dummy variables. Nominal or categorical variables may be used as predictors or independent variables by coding them as dummy variables. The concept of dummy variables was introduced in Chapter 21. In that chapter, we explained how a categorical variable with four categories (heavy users, medium users, light users and non-users) can be coded in terms of three dummy variables, \( D_1, D_2 \) and \( D_3 \), as shown.

Suppose that the researcher was interested in running a regression analysis of the effect of attitude towards the brand on product use. The dummy variables, \( D_1, D_2 \) and \( D_3 \), would be used as predictors. Regression with dummy variables would be modelled as follows:

\[
\hat{Y}_i = a + b_1 D_1 + b_2 D_2 + b_3 D_3
\]

<table>
<thead>
<tr>
<th>Product usage category</th>
<th>Original variable code</th>
<th>Dummy variable code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( D_1 )</td>
</tr>
<tr>
<td>Non-users</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Light users</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Medium users</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Heavy users</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

In this case, ‘heavy users’ has been selected as a reference category and has not been directly included in the regression equation. Note that for heavy users, \( D_1, D_2 \) and \( D_3 \) assume a value of 0, and the regression equation becomes:

\[
\hat{Y}_i = a
\]

For non-users, \( D_1 = 1 \) and \( D_2 = D_3 = 0 \), and the regression equation becomes:

\[
\hat{Y}_i = a + b_1
\]
Thus, the coefficient, \( b_1 \), is the difference in predicted \( \hat{Y}_i \) for non-users, as compared with heavy users. The coefficients \( b_2 \) and \( b_3 \) have similar interpretations. Although ‘heavy users’ was selected as a reference category, any of the other three categories could have been selected for this purpose. \(^{20}\)

**Analysis of variance and covariance with regression**

Regression with dummy variables provides a framework for understanding the analysis of variance and covariance. Although multiple regression with dummy variables provides a general procedure for the analysis of variance and covariance, we show only the equivalence of regression with dummy variables to one-way analysis of variance. In regression with dummy variables, the predicted \( \hat{Y} \) for each category is the mean of \( Y \) for each category. To illustrate using the dummy variable coding of product use we just considered, the predicted \( \hat{Y} \) and mean values for each category are as follows:

<table>
<thead>
<tr>
<th>Product usage category</th>
<th>Predicted value</th>
<th>Mean value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-users</td>
<td>( a + b_1 )</td>
<td>( a + b_1 )</td>
</tr>
<tr>
<td>Light users</td>
<td>( a + b_2 )</td>
<td>( a + b_2 )</td>
</tr>
<tr>
<td>Medium users</td>
<td>( a + b_3 )</td>
<td>( a + b_3 )</td>
</tr>
<tr>
<td>Heavy users</td>
<td>( a )</td>
<td>( a )</td>
</tr>
</tbody>
</table>

Given this equivalence, it is easy to see further relationships between dummy variable regression and one-way ANOVA. \(^{30}\)

Thus, we see that regression in which the single independent variable with \( c \) categories has been recoded into \( c - 1 \) dummy variables is equivalent to one-way ANOVA. Using similar correspondences, one can also illustrate how \( n \)-way ANOVA and analysis of covariance can be performed using regression with dummy variables:

<table>
<thead>
<tr>
<th>Dummy variable regression</th>
<th>One-way ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( SS_{\text{res}} = \sum_{i=1}^{n} (Y_i - \hat{Y})^2 )</td>
<td>( SS_{\text{within}} = SS_{\text{error}} )</td>
</tr>
<tr>
<td>( SS_{\text{reg}} = \sum_{i=1}^{n} (\hat{Y}_i - \overline{Y})^2 )</td>
<td>( SS_{\text{between}} = SS_{x} )</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( \eta^2 )</td>
</tr>
<tr>
<td>Overall ( F ) test</td>
<td>( F ) test</td>
</tr>
</tbody>
</table>

Regression analysis in its various forms is a widely used technique, as further illustrated in the following example, which shows how regression can be used in investigating ethics in marketing research.

**Real research**

**Reasons for researchers regressing to unethical behaviour** \(^{31}\)

For reasons of time, convenience and cost, online channels have become the dominant in many areas of marketing research. It has been recognised for some time that the research community needs a coherent ethical code of practice to guide research activities conducted online. Many online researchers are distressed at the manner in which
some researchers abuse the internet as a means of collecting data. In particular, marketing research has been charged with engaging in deception, conflict of interest, violation of anonymity, invasion of privacy, data falsifications, dissemination of faulty research findings and the use of research as a guise to sell merchandise. It has been posited that when a researcher chooses to participate in unethical activities, that decision may be influenced by organisational factors. Therefore, a study using multiple regression analysis was designed to examine organisational factors as determinants of the incidence of unethical research practices. Six organisational variables were used as the independent variables, namely: extent of ethical problems within the organisation; top management actions on ethics; code of ethics; organisational rank; industry category; and organisational role. The participant’s evaluation of the incidence of unethical marketing research practices served as the dependent variable. Regression analysis of the data suggested that four of the six organisational variables influenced the extent of unethical research practice: extent of ethical problems within the organisation; top management actions on ethics; industry category; and organisational role. Thus, to reduce the incidence of unethical research practice, top management should take stern actions, clarify roles and responsibilities for ethical violations and address the extent of general ethical problems within the organisation.

Practise data analysis with SPSS

**SPSS Windows and Mac**

The CORRELATE program computes Pearson product moment correlations with significance levels. Univariate statistics, covariance and cross-product deviations may also be requested. Significance levels are included in this output. To select this procedure, click:

- Analyze>Correlate>Bivariate . . .
- Analyze>Correlate>Partial . . .

Scatterplots can be obtained by clicking:

- Graphs>Scatter> . . . >Simple>Define

The following are the detailed steps for running a correlation between attitude towards the city and duration of residence, given in Table 22.1. A positive correlation is to be expected:

1. Select ANALYZE from the SPSS menu bar.
2. Click CORRELATE and then BIVARIATE.
4. Click PEARSON under CORRELATION COEFFICIENTS.
5. Check ONE_TAUERED under TEST OF SIGNIFICANCE.
6. Check FLAG SIGNIFICANT CORRELATIONS.
7. Click OK.

REGRESSION calculates bivariate and multiple regression equations, associated statistics and plots. It allows easy examination of residuals. To select this procedure, click:

- Analyze>Regression>Linear . . .

The following are the detailed steps for running a bivariate regression, with attitude towards the city as the dependent variable and duration of residence as the independent variable, using the data of Table 22.1:
The product moment correlation coefficient, $r$, measures the linear association between two metric (interval- or ratio-scaled) variables. Its square, $r^2$, measures the proportion of variation in one variable explained by the other. The partial correlation coefficient measures the association between two variables after controlling, or adjusting for, the effects of one or more additional variables. The order of a partial correlation indicates how many variables are being adjusted or controlled. Partial correlations can be very helpful for detecting spurious relationships.

Bivariate regression derives a mathematical equation between a single metric criterion variable and a single metric predictor variable. The equation is derived in the form of a straight line by using the least squares procedure. When the regression is run on standardised data, the intercept assumes a value of 0, and the regression coefficients are called beta weights. The strength of association is measured by the coefficient of determination, $r^2$, which is obtained by computing a ratio of $SS_{reg}$ to $SS_Y$. The standard error of estimate is used to assess the accuracy of prediction and may be interpreted as a kind of average error made in predicting $Y$ from the regression equation.

Multiple regression involves a single dependent variable and two or more independent variables. The partial regression coefficient, $b_1$, represents the expected change in $Y$ when $X_1$ is changed by one unit and $X_2$ to $X_k$ are held constant. The strength of association is measured by the coefficient of multiple determination, $R^2$. The significance of the overall regression equation may be tested by the overall $F$ test. Individual partial regression coefficients may be tested for significance using the incremental $F$ test. Scattergrams of the residuals, in which the residuals are plotted against the predicted values, $\hat{Y}$, time, or predictor variables, are useful for examining the appropriateness of the underlying assumptions and the regression model fitted. It is also useful to examine the histogram of standardised residuals, normal probability plot of standardised residuals and the table of residual statistics.

In stepwise regression, the predictor variables are entered or removed from the regression equation one at a time for the purpose of selecting a smaller subset of predictors that account for most of the variation in the criterion variable. Multicollinearity, or very high intercorrelations among the predictor variables, can result in several problems. Because the predictors are correlated, regression analysis provides no unambiguous
Questions

1. What is the product moment correlation coefficient? Does a product moment correlation of zero between two variables imply that the variables are not related to each other?
2. What are the main uses of regression analysis?
3. What is the least squares procedure?
4. Explain the meaning of standardised regression coefficients.
5. How is the strength of association measured in bivariate regression? In multiple regression?
6. What is meant by prediction accuracy? What is the standard error of the estimate?
7. What is multiple regression? How is it different from bivariate regression?
8. Explain the meaning of a partial regression coefficient. Why is it called that?
9. State the null hypothesis in testing the significance of the overall multiple regression equation. How is this null hypothesis tested?
10. What is gained by an examination of residuals?
11. Explain the stepwise regression approach. What is its purpose?
12. What is multicollinearity? What problems can arise because of multicollinearity?
13. Describe the cross-validation procedure. Describe double cross-validation.
14. What are some of the measures used to assess the relative importance of predictors in multiple regression?
15. Demonstrate the equivalence of regression with dummy variables to one-way ANOVA.

Exercises

1. A supermarket chain wants to determine the effect of promotion on relative competitiveness. Data were obtained from 15 cities on the promotional expenses relative to a major competitor (competitor expenses = 100) and on sales relative to this competitor (competitor sales = 100).

<table>
<thead>
<tr>
<th>City number</th>
<th>Relative promotional expense</th>
<th>Relative sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95</td>
<td>98</td>
</tr>
<tr>
<td>2</td>
<td>92</td>
<td>94</td>
</tr>
<tr>
<td>3</td>
<td>103</td>
<td>110</td>
</tr>
<tr>
<td>4</td>
<td>115</td>
<td>125</td>
</tr>
<tr>
<td>5</td>
<td>77</td>
<td>82</td>
</tr>
</tbody>
</table>
You are assigned the task of telling the manager whether there is any relationship between relative promotional expense and relative sales.

a. Plot the relative sales (Y axis) against the relative promotional expense (X axis), and interpret the diagram.

b. Which measure would you use to determine whether there is a relationship between the two variables? Why?

c. Run a bivariate regression analysis of relative sales on relative promotional expense.

d. Interpret the regression coefficients.

e. Is the regression relationship significant?

f. If the company matched the competitor in terms of promotional expense (if the relative expense was 100), what would the company’s relative sales be?

g. Interpret the resulting \( r^2 \).

To understand the role of quality and price in influencing the patronage of shoe shops, 14 major shoe shops in a large city were rated in terms of preference to shop, quality of shoes sold and price fairness. All the ratings were obtained on an 11-point scale, with higher numbers indicating more positive ratings.

<table>
<thead>
<tr>
<th>Shoe shop number</th>
<th>Preference</th>
<th>Quality</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

a. Run a multiple regression analysis explaining shoe shop preference in terms of shoe quality and price fairness.
b  Interpret the partial regression coefficients.

c  Determine the significance of the overall regression.

d  Determine the significance of the partial regression coefficients.

e  Do you think that multicollinearity is a problem in this case? Why or why not?

3  You come across a magazine article reporting the following relationship between annual expenditure on prepared dinners (PD) and annual income (INC):

\[ PD = 23.4 + 0.003INC \]

The coefficient of the INC variable is reported as significant.

a  Does this relationship seem plausible? Is it possible to have a coefficient that is small in magnitude and yet significant?

b  From the information given, can you tell how good the estimated model is?

c  What are the expected expenditures on prepared dinners of a family earning €30,000?

d  If a family earning €40,000 spent €130 annually on prepared dinners, what is the residual?

e  What is the meaning of the negative residual?

4  In a survey pre-test, data were obtained from 20 participants on preference for boots (V₁) on a seven-point scale (1 = not preferred, 7 = greatly preferred). The participants also provided their evaluations of the boots on comfort (V₂), style (V₃) and durability (V₄), also on seven-point scales (1 = poor, 7 = excellent). The resulting data are given in the following table:

<table>
<thead>
<tr>
<th>Number</th>
<th>V₁</th>
<th>V₂</th>
<th>V₃</th>
<th>V₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

a  Calculate the simple correlations between V₁ and V₄ and interpret the results.
b Run a bivariate regression with preference for boots \((V_1)\) as the dependent variable and evaluation on comfort \((V_2)\) as the independent variable. Interpret the results.

c Run a bivariate regression with preference for boots \((V_1)\) as the dependent variable and evaluation on style \((V_2)\) as the independent variable. Interpret the results.

d Run a bivariate regression with preference for boots \((V_1)\) as the dependent variable and evaluation on durability \((V_3)\) as the independent variable. Interpret the results.

e Run a multiple regression with preference for boots \((V_1)\) as the dependent variable and \(V_2\) to \(V_4\) as the independent variables. Interpret the results. Compare the coefficients for \(V_2\), \(V_3\) and \(V_4\) obtained in the bivariate and the multiple regressions.

5 In a small group, discuss the following issues: ‘Regression is such a basic technique that it should always be used in analysing data’ and ‘What is the relationship between bivariate correlation, bivariate regression, multiple regression and analysis of variance?’

---

**Notes**


5. Although the topic is not discussed here, partial correlations can also be helpful in locating intervening variables and making certain types of causal inferences.


10. Technically, the numerator is \( b - \beta \). Since it has been hypothesised that \( \beta = 0.0 \), however, it can be omitted from the formula.

11. The larger the SEE, the poorer the fit of the regression.


16. Yet another reason for adjusting \( R^2 \) is that, as a result of the optimizing properties of the least squares approach, it is a maximum. Thus, to some extent, \( R^2 \) always overestimates the magnitude of a relationship.

17. If \( R^2_{\text{adj}} \) is zero, then the sample \( R^2 \) reflects only sampling error, and the \( F \) ratio will tend to be equal to unity.

18. Another approach is the hierarchical method, in which the variables are added to the regression equation in an order specified by the researcher.


26. Only relative importance can be determined, since the importance of an independent variable depends upon all the independent variables in the regression model.


28. In the rare situation in which all the predictors are uncorrelated, simple correlations = partial correlations = part correlations = betas. Hence, the squares of these measures will yield the same rank order of the relative importance of the variables.


Discriminant analysis is used to estimate the relationship between a categorical dependent variable and a set of interval-scaled independent variables.
Objectives

After reading this chapter, you should be able to:

1. describe the concept of discriminant analysis, its objectives and its applications in marketing research;
2. outline the procedures for conducting discriminant analysis, including the formulation of the problem, estimation of the discriminant function coefficients, determination of significance, interpretation and validation;
3. discuss multiple discriminant analysis and the distinction between two-group and multiple discriminant analysis;
4. explain stepwise discriminant analysis and describe the Mahalanobis procedure;
5. describe the binary logit model and its advantages over discriminant and regression analysis;
6. understand the use of software to support discriminant and logit analysis.

Overview

This chapter discusses the technique of discriminant analysis. We begin by examining the relationship of this procedure to regression analysis (Chapter 22) and analysis of variance (Chapter 21). We present a model and describe the general procedure for conducting discriminant analysis, with an emphasis on formulation, estimation, determination of significance, interpretation and validation of the results. The procedure is illustrated with an example of two-group discriminant analysis, followed by an example of multiple (three-group) discriminant analysis. The stepwise discriminant analysis procedure is also covered. When the dependent variable is binary, the logit model can also be used instead of two-group discriminant analysis. We explain the logit model and discuss its relative merits versus discriminant and regression analyses. Finally, guidance is provided on the use of software to address the data analysis challenges presented in this chapter. We begin with an example that illustrates an application of multiple discriminant analysis.

Real research

An eye for a bargain

A study of 294 consumers was undertaken to determine the correlates of ‘rebate proneness’: in other words, the characteristics of consumers who respond favourably to direct mail promotions that offer a discount on the normal purchase price. The predictor variables were four factors related to household shopping attitudes and behaviour and selected demographic characteristics (gender, age and income). The dependent variable was the extent to which participants were predisposed to take up the offer of a rebate, of which three levels were identified. Participants who reported no purchases triggered by a rebate during the past 12 months were classified as non-users, those who reported one or two such purchases were light users and those with more than two purchases were frequent users of discounts. Multiple discriminant analysis was used to analyse the data. Two primary findings emerged. First, consumers’ perception of the effort/value relationship was the most effective variable in discriminating among frequent users, light users and non-users of rebate offers. Clearly, ‘rebate-prone’ consumers associate less effort
with fulfilling the requirements of the rebated purchase, and are willing to accept a relatively smaller refund than other customers. Second, consumers who were aware of the regular prices of products, so that they recognise bargains, are more likely than others to respond to rebate offers. These findings were used by Dell (www.dell.com) to offer cash rebates on its notebook computers. The company felt that this would encourage rebate-sensitive customers to choose Dell notebooks.

In this example, significant intergroup differences were found using multiple predictor variables. An examination of differences across groups lies at the heart of the basic concept of discriminant analysis.

### Basic concept of discriminant analysis

**Discriminant analysis** is a technique for analysing data when the criterion or dependent variable is categorical and the predictor or independent variables are interval in nature. For example, the dependent variable may be the choice of the make of a new car (A, B or C) and the independent variables may be ratings of attributes of mobile phones on a seven-point Likert scale. The objectives of discriminant analysis are as follows:

1. Development of **discriminant functions**, or linear combinations of the predictor or independent variables, that best discriminate between the categories of the criterion or dependent variable (groups).
2. Examination of whether significant differences exist among the groups, in terms of the predictor variables.
3. Determination of which predictor variables contribute to most of the intergroup differences.
4. Classification of cases to one of the groups, based on the values of the predictor variables.
5. Evaluation of the accuracy of classification.

Discriminant analysis techniques are described by the number of categories possessed by the criterion variable. When the criterion variable has two categories, the technique is known as **two-group discriminant analysis**. When three or more categories are involved, the technique is referred to as **multiple discriminant analysis**. The main distinction is that in the two-group case it is possible to derive only one discriminant function, but in multiple discriminant analysis more than one function may be computed.

Examples of discriminant analysis abound in marketing research. This technique can be used to answer questions such as:

- In terms of demographic characteristics, how do customers who exhibit loyalty to a particular fashion brand differ from those who do not?
- Do heavy users, medium users and light users of soft drinks differ in terms of their consumption of frozen foods?
- What psychographic characteristics help differentiate between price-sensitive and non-price-sensitive buyers of groceries?
- Do market segments differ in their media consumption habits?
- What are the distinguishing characteristics of consumers who respond to direct mail offers?
Relationship of discriminant and logit analysis to ANOVA and regression

The relationships among discriminant analysis, analysis of variance (ANOVA) and regression analysis are shown in Table 23.1. We explain these relationships with an example in which the researcher is attempting to explain the amount of life insurance purchased in terms of age and income. All three procedures involve a single criterion or dependent variable and multiple predictor or independent variables. The nature of these variables differs, however. In ANOVA and regression analysis, the dependent variable is metric or interval scaled (amount of life insurance purchased in euros), whereas in discriminant analysis, it is categorical (amount of life insurance purchased classified as high, medium or low). The independent variables are categorical in the case of ANOVA (age and income are each classified as high, medium or low) but metric in the case of regression and discriminant analysis (age in years and income in euros, i.e. both measured on a ratio scale).

<table>
<thead>
<tr>
<th>Table 23.1</th>
<th>Similarities and differences among ANOVA, regression and discriminant analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Similarities</strong></td>
<td>ANOVA</td>
</tr>
<tr>
<td>Number of dependent variables</td>
<td>One</td>
</tr>
<tr>
<td>Number of independent variables</td>
<td>Multiple</td>
</tr>
<tr>
<td><strong>Differences</strong></td>
<td>Metric</td>
</tr>
<tr>
<td>Nature of the dependent variable</td>
<td>Categorical</td>
</tr>
<tr>
<td>Nature of the independent variable</td>
<td></td>
</tr>
</tbody>
</table>

Two-group discriminant analysis, in which the dependent variable has only two categories, is closely related to multiple regression analysis. In this case, multiple regression, in which the dependent variable is coded as a 0 or 1 dummy variable, results in partial regression coefficients that are proportional to discriminant function coefficients (see the following section on the discriminant analysis model). The nature of dependent and independent variables in the binary logit model is similar to that in the two-group discriminant analysis.

**Discriminant analysis model**

The **discriminant analysis model** involves linear combinations of the following form:

\[ D = b_0 + b_1 X_1 + b_2 X_2 + b_3 X_3 + \ldots + b_k X_k \]

where  
- \( D \) = discriminant score  
- \( b_s \) = discriminant coefficients or weight  
- \( X_s \) = predictor or independent variable.

The coefficients or weights \((b)\) are estimated so that the groups differ as much as possible on the values of the discriminant function. This occurs when the ratio of between-group sum of squares to within-group sum of squares for the discriminant scores is at a maximum. Any other linear combination of the predictors will result in a smaller ratio.

We give a brief geometrical exposition of two-group discriminant analysis. Suppose we had two groups, G1 and G2, and each member of these groups was measured on two variables
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$X_1$ and $X_2$. A scatter diagram of the two groups is shown in Figure 23.1, where $X_1$ and $X_2$ are the two axes. Members of G1 are denoted by 1 and members of G2 by 2. The resultant ellipses encompass some specified percentage of the points (members), say 93% in each group. A straight line is drawn through the two points where the ellipses intercept and then projected to a new axis, $D$. The overlap between the univariate distributions G1’ and G2’, represented by the shaded area in Figure 23.1, is smaller than would be obtained by any other line drawn through the ellipses representing the scatterplots. Thus the groups differ as much as possible on the $D$ axis. Several statistics are associated with discriminant analysis.

![Figure 23.1](image)

A geometric interpretation of two-group discriminant analysis

Statistics associated with discriminant analysis

The important statistics associated with discriminant analysis include the following:

- **Canonical correlation.** Canonical correlation measures the extent of association between the discriminant scores and the groups. It is a measure of association between the single discriminant function and the set of dummy variables that define the group membership.

- **Centroid.** The centroid is the mean values for the discriminant scores for a particular group. There are as many centroids as there are groups, as there is one for each group. The means for a group on all the functions are the group centroids.

- **Classification matrix.** Sometimes also called the confusion or prediction matrix, the classification matrix contains the number of correctly classified and misclassified cases. The correctly classified cases appear on the diagonal, because the predicted and actual groups are the same. The off-diagonal elements represent cases that have been incorrectly classified. The sum of the diagonal elements divided by the total number of cases represents the hit ratio.

- **Discriminant function coefficients.** The discriminant function coefficients (unstandardised) are the multipliers of variables, when the variables are in the original units of measurement.

- **Discriminant scores.** The unstandardised coefficients are multiplied by the values of the variables. These products are summed and added to the constant term to obtain the discriminant scores.
- **Eigenvalue.** For each discriminant function, the eigenvalue is the ratio of between-group to within-group sums of squares. Large eigenvalues imply superior functions.

- **F values and their significance.** F values are calculated from a one-way ANOVA, with the grouping variable serving as the categorical independent variable. Each predictor, in turn, serves as the metric-dependent variable in the ANOVA.

- **Group means and group standard deviations.** Group means and group standard deviations are computed for each predictor for each group.

- **Pooled within-group correlation matrix.** The pooled within-group correlation matrix is computed by averaging the separate covariance matrices for all the groups.

- **Standardised discriminant function coefficients.** The standardised discriminant function coefficients are the discriminant function coefficients that are used as the multipliers when the variables have been standardised to a mean of 0 and a variance of 1.

- **Structure correlations.** Also referred to as discriminant loadings, the structure correlations represent the simple correlations between the predictors and the discriminant function.

- **Total correlation matrix.** If the cases are treated as if they are from a single sample and the correlations are computed, a total correlation matrix is obtained.

- **Wilks’ λ.** Sometimes also called the U statistic, Wilks’ λ for each predictor is the ratio of the within-group sum of squares to the total sum of squares. Its value varies between 0 and 1. Large values of λ (near 1) indicate that group means do not seem to be different. Small values of λ (near 0) indicate that the group means seem to be different.

The assumptions in discriminant analysis are that each of the groups is a sample from a multivariate normal population and that all the populations have the same covariance matrix. The role of these assumptions and the statistics just described can be better understood by examining the procedure for conducting discriminant analysis.

### Conducting discriminant analysis

The steps involved in conducting discriminant analysis consist of formulation, estimation, determination of significance, interpretation and validation (see Figure 23.2). These steps are discussed and illustrated within the context of two-group discriminant analysis. Discriminant analysis with more than two groups is discussed later in this chapter.

#### Formulate the problem

The first step in discriminant analysis is to formulate the problem by identifying the objectives, the criterion variable and the independent variables. The criterion variable must consist of two or more mutually exclusive and collectively exhaustive categories. When the dependent variable is interval or ratio scaled, it must first be converted into categories. For example, attitude towards the brand, measured on a seven-point scale, could be categorised as unfavourable (1, 2, 3), neutral (4) or favourable (5, 6, 7). Alternatively, one could plot the distribution of the dependent variable and form groups of equal size by determining the appropriate cut-off points for each category. The predictor variables should be selected based on a theoretical model or previous research, or, in the case of exploratory research, the experience of the researcher should guide their selection.

The next step is to divide the sample into two parts. One part of the sample, called the estimation or analysis sample, is used for estimation of the discriminant function. The other part, called the holdout or validation sample, is reserved for validating the discriminant function. When the sample is large enough, it can be split in half. One half serves as the
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Often, the distribution of the number of cases in the analysis and validation samples follows the distribution in the total sample. For instance, if the total sample contained 50% loyal and 50% non-loyal consumers, then the analysis and validation samples would each contain 50% loyal and 50% non-loyal consumers. On the other hand, if the sample contained 25% loyal and 75% non-loyal consumers, the analysis and validation samples would be selected to reflect the same distribution (25% vs. 75%).

Finally, it has been suggested that the validation of the discriminant function should be conducted repeatedly. Each time, the sample should be split into different analysis and validation parts. The discriminant function should be estimated and the validation analysis carried out. Thus, the validation assessment is based on a number of trials. More rigorous methods have also been suggested.4

To better illustrate two-group discriminant analysis, let us look at an example. Suppose we want to determine the salient characteristics of families that have visited a skiing resort during the last two years. Data were obtained from a pre-test sample of 42 households. Of these, 30 households, shown in Table 23.2, were included in the analysis sample and the remaining 12, shown in Table 23.3, were part of the validation sample. The households that visited a resort during the last two years were coded as 1; those that did not, as 2 (VISIT). Both the analysis and validation samples were balanced in terms of VISIT. As can be seen, the analysis sample contains 15 households in each category, whereas the validation sample had 6 in each category. Data were also obtained on annual family income (INCOME), attitude towards travel (TRAVEL, measured on a nine-point scale), importance attached to a family skiing holiday (HOLIDAY, measured on a nine-point scale), household size (HSIZE) and age of the head of the household (AGE).

Estimate the discriminant function coefficients

Once the analysis sample has been identified, as in Table 23.2, we can estimate the discriminant function coefficients. Two broad approaches are available. The direct method involves estimating the discriminant function so that all the predictors are included simultaneously. In this case, each independent variable is included, regardless of its discriminating power. This method is appropriate when, based on previous research or a theoretical model, the researcher
wants the discrimination to be based on all the predictors. An alternative approach is the stepwise method. In stepwise discriminant analysis, the predictor variables are entered sequentially, based on their ability to discriminate among groups. This method, described in more detail later in this chapter, is appropriate when the researcher wants to select a subset of the predictors for inclusion in the discriminant function.

The results of running two-group discriminant analysis on the data of Table 23.2 using a popular statistical analysis package are presented in Table 23.4. Some intuitive feel for the results may be obtained by examining the group means and standard deviations. It appears that the two groups are more widely separated in terms of

### Table 23.2 Information on skiing holiday: analysis sample

<table>
<thead>
<tr>
<th>Number</th>
<th>Resort visit</th>
<th>Annual family income (£000)</th>
<th>Attitude towards travel</th>
<th>Importance attached to family skiing holiday</th>
<th>Household size</th>
<th>Age of head of household</th>
<th>Amount spent on family skiing holiday</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>50.2</td>
<td>5</td>
<td>8</td>
<td>3</td>
<td>43</td>
<td>M (2)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>70.3</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>61</td>
<td>H (3)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>62.9</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>52</td>
<td>H (3)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>48.5</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>36</td>
<td>L (1)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>52.7</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>55</td>
<td>H (3)</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>75.0</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>68</td>
<td>H (3)</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>46.2</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>62</td>
<td>M (2)</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>57.0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>51</td>
<td>M (2)</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>64.1</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>57</td>
<td>H (3)</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>68.1</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>45</td>
<td>H (3)</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>73.4</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>44</td>
<td>H (3)</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>71.9</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>64</td>
<td>H (3)</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>56.2</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>54</td>
<td>M (2)</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>49.3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>56</td>
<td>H (3)</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>62.0</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>58</td>
<td>H (3)</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>32.1</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>58</td>
<td>L (1)</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>36.2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>55</td>
<td>L (1)</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>43.2</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>57</td>
<td>M (2)</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>50.4</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>37</td>
<td>M (2)</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>44.1</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>42</td>
<td>M (2)</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>38.3</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>45</td>
<td>L (1)</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>55.0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>57</td>
<td>M (2)</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>46.1</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>51</td>
<td>L (1)</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>35.0</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>64</td>
<td>L (1)</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>37.3</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>54</td>
<td>L (1)</td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>41.8</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>56</td>
<td>M (2)</td>
</tr>
<tr>
<td>27</td>
<td>2</td>
<td>57.0</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>36</td>
<td>M (2)</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>33.4</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>50</td>
<td>L (1)</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>37.5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>48</td>
<td>L (1)</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>41.3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>42</td>
<td>L (1)</td>
</tr>
</tbody>
</table>
### Table 23.3  
**Information on skiing holiday: validation sample**

<table>
<thead>
<tr>
<th>Number</th>
<th>Resort visit</th>
<th>Annual family income (€000)</th>
<th>Attitude towards travel</th>
<th>Importance attached to family skiing holiday</th>
<th>Household size</th>
<th>Age of head of household</th>
<th>Amount spent on family skiing holiday</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>50.8</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>45</td>
<td>M (2)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>63.6</td>
<td>7</td>
<td>4</td>
<td>7</td>
<td>55</td>
<td>H (3)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>54.0</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>58</td>
<td>M (2)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>45.0</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>60</td>
<td>M (2)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>68.0</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>46</td>
<td>H (3)</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>62.1</td>
<td>5</td>
<td>6</td>
<td>3</td>
<td>56</td>
<td>H (3)</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>35.0</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>54</td>
<td>L (1)</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>49.6</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>39</td>
<td>L (1)</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>39.4</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>44</td>
<td>H (3)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>37.0</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>51</td>
<td>L (1)</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>54.5</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>37</td>
<td>M (2)</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>38.2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>49</td>
<td>L (1)</td>
</tr>
</tbody>
</table>

### Table 23.4  
**Results of two-group discriminant analysis**

**Group means**

<table>
<thead>
<tr>
<th>Visit</th>
<th>INCOME</th>
<th>TRAVEL</th>
<th>HOLIDAY</th>
<th>HSIZE</th>
<th>AGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60.52000</td>
<td>5.40000</td>
<td>5.80000</td>
<td>4.33333</td>
<td>53.73333</td>
</tr>
<tr>
<td>2</td>
<td>41.91333</td>
<td>4.33333</td>
<td>4.06667</td>
<td>2.80000</td>
<td>50.13333</td>
</tr>
<tr>
<td>Total</td>
<td>51.21667</td>
<td>4.86667</td>
<td>4.93333</td>
<td>3.56667</td>
<td>51.93333</td>
</tr>
</tbody>
</table>

**Group standard deviations**

<table>
<thead>
<tr>
<th></th>
<th>INCOME</th>
<th>TRAVEL</th>
<th>HOLIDAY</th>
<th>HSIZE</th>
<th>AGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.83065</td>
<td>1.91982</td>
<td>1.82052</td>
<td>1.23443</td>
<td>8.77062</td>
</tr>
<tr>
<td>2</td>
<td>7.55115</td>
<td>1.95180</td>
<td>2.05171</td>
<td>0.94112</td>
<td>8.27101</td>
</tr>
<tr>
<td>Total</td>
<td>12.79523</td>
<td>1.97804</td>
<td>2.09981</td>
<td>1.33089</td>
<td>8.57395</td>
</tr>
</tbody>
</table>

**Pooled within-groups correlation matrix**

<table>
<thead>
<tr>
<th></th>
<th>INCOME</th>
<th>TRAVEL</th>
<th>HOLIDAY</th>
<th>HSIZE</th>
<th>AGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCOME</td>
<td>1.00000</td>
<td>0.19745</td>
<td>0.09148</td>
<td>0.08887</td>
<td>-0.01431</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>0.19745</td>
<td>1.00000</td>
<td>0.08434</td>
<td>0.07046</td>
<td>-0.19709</td>
</tr>
<tr>
<td>HOLIDAY</td>
<td>0.09148</td>
<td>0.08434</td>
<td>1.00000</td>
<td>0.04301</td>
<td>-0.01681</td>
</tr>
<tr>
<td>HSIZE</td>
<td>0.08887</td>
<td>0.07046</td>
<td>0.04301</td>
<td>1.00000</td>
<td>-0.01742</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.01431</td>
<td>-0.19709</td>
<td>-0.01681</td>
<td>-0.01742</td>
<td>1.00000</td>
</tr>
</tbody>
</table>
Table 23.4  
Continued

Wilks’ λ (U statistic) and univariate F ratio with 1 and 28 degrees of freedom

<table>
<thead>
<tr>
<th>Variable</th>
<th>Wilks’ λ</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCOME</td>
<td>0.45310</td>
<td>33.800</td>
<td>0.0000</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>0.92479</td>
<td>2.277</td>
<td>0.1425</td>
</tr>
<tr>
<td>HOLIDAY</td>
<td>0.82377</td>
<td>5.990</td>
<td>0.0209</td>
</tr>
<tr>
<td>HSIZE</td>
<td>0.65672</td>
<td>14.640</td>
<td>0.0007</td>
</tr>
<tr>
<td>AGE</td>
<td>0.95441</td>
<td>1.338</td>
<td>0.2572</td>
</tr>
</tbody>
</table>

Canonical discriminant functions

<table>
<thead>
<tr>
<th>Function</th>
<th>Eigenvalue</th>
<th>Per cent of variance</th>
<th>Cumulative percentage</th>
<th>Canonical correlation</th>
<th>After function</th>
<th>Wilks’ λ</th>
<th>Chi-square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>1.7862</td>
<td>100.00</td>
<td>100.00</td>
<td>0.8007</td>
<td>0</td>
<td>0.3589</td>
<td>26.13</td>
<td>5</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

*Marks the one canonical discriminant function remaining in the analysis.

Standard canonical discriminant function coefficients

| Func 1  | INCOME | 0.74301 |
|         | TRAVEL | 0.09611 |
|         | HOLIDAY| 0.23329 |
|         | HSIZE  | 0.46911 |
|         | AGE    | 0.20922 |

Structure matrix: pooled within-groups correlations between discriminating variables and canonical discriminant functions (variables ordered by size of correlation within function)

| Func 1  | INCOME | 0.82202 |
|         | HSIZE  | 0.54096 |
|         | HOLIDAY| 0.34607 |
|         | TRAVEL | 0.21337 |
|         | AGE    | 0.16354 |

Unstandardised canonical discriminant function coefficients

| Func 1  | INCOME | 0.8476710E-01 |
|         | TRAVEL | 0.4964455E-01 |
|         | HOLIDAY| 0.1202813    |
|         | HSIZE  | 0.4273893    |
|         | AGE    | 0.2454380E-01 |
|         | (Constant) | −7.975476 |
Chapter 23 Discriminant and logit analysis

Income than other variables, and there appears to be more of a separation on the importance attached to the family skiing holiday than on attitude towards travel. The difference between the two groups on age of the head of the household is small, and the standard deviation of this variable is large.

The pooled within-groups correlation matrix indicates low correlations between the predictors. Multicollinearity is unlikely to be a problem. The significance of the univariate $F$ ratios indicates that, when the predictors are considered individually, only income, importance of holiday and household size significantly differentiate between those who visited a resort and those who did not.

### Table 23.4

<table>
<thead>
<tr>
<th>Canonical discriminant functions evaluated at group means (group centroids)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predicted group membership</strong></td>
</tr>
<tr>
<td><strong>Visit</strong></td>
</tr>
<tr>
<td>Original Count</td>
</tr>
<tr>
<td>%</td>
</tr>
<tr>
<td>Cross-validated Count</td>
</tr>
<tr>
<td>%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification results for cases not selected for use in analysis (holdout sample)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Actual group</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Group</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Group</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Percentage of grouped cases correctly classified: 83.33%

---

*a* Cross-validation is done only for those cases in the analysis. In cross-validation, each case is classified by the functions derived from all cases other than that case.

*b* 90.0% of original grouped cases correctly classified.

*c* 80.0% of cross-validated grouped cases correctly classified.
Because there are two groups, only one discriminant function is estimated. The eigenvalue associated with this function is 1.7862, and it accounts for 100% of the explained variance. The canonical correlation associated with this function is 0.8007. The square of this correlation, \((0.8007)^2 = 0.64\), indicates that 64% of the variance in the dependent variable (VISIT) is explained or accounted for by this model. The next step is determination of significance.

**Determine the significance of the discriminant function**

It would not be meaningful to interpret the analysis if the discriminant functions estimated were not statistically significant. The null hypothesis that, in the population, the means of all discriminant functions in all groups are equal can be statistically tested. In SPSS, this test is based on Wilks’ \(\lambda\). If several functions are tested simultaneously (as in the case of multiple discriminant analysis), the Wilks’ \(\lambda\) statistic is the product of the univariate \(\lambda\) for each function. The significance level is estimated based on a chi-square transformation of the statistic. In testing for significance in the holiday resort example (see Table 23.4), it may be noted that the Wilks’ \(\lambda\) associated with the function is 0.3589, which transforms to a chi-square of 26.13 with 5 degrees of freedom. This is significant beyond the 0.05 level. If the null hypothesis is rejected, indicating significant discrimination, one can proceed to interpret the results.5

**Interpret the results**

The interpretation of the discriminant weights, or coefficients, is similar to that in multiple regression analysis. The value of the coefficient for a particular predictor depends on the other predictors included in the discriminant function. The signs of the coefficients are arbitrary, but they indicate which variable values result in large and small function values and associate them with particular groups.

Given the multicollinearity in the predictor variables, there is no unambiguous measure of the relative importance of the predictors in discriminating between the groups.6 With this caveat in mind, we can obtain some idea of the relative importance of the variables by examining the absolute magnitude of the standardised discriminant function coefficients. Generally, predictors with relatively large standardised coefficients contribute more to the discriminating power of the function, as compared with predictors with smaller coefficients, and are therefore more important.

Some idea of the relative importance of the predictors can also be obtained by examining the structure correlations, also called *canonical loadings* or *discriminant loadings*. These simple correlations between each predictor and the discriminant function represent the variance that the predictor shares with the function. Like the standardised coefficients, these correlations must also be interpreted with caution.

An examination of the standardised discriminant function coefficients for the holiday resort example is instructive. Given the low intercorrelations between the predictors, one might cautiously use the magnitudes of the standardised coefficients to suggest that income is the most important predictor in discriminating between the groups, followed by household size and importance attached to the family skiing holiday. The same observation is obtained from examination of the structure correlations. These simple correlations between the predictors and the discriminant function are listed in order of magnitude.

The unstandardised discriminant function coefficients are also given. These can be applied to the raw values of the variables in the holdout set for classification purposes. The group centroids, giving the value of the discriminant function evaluated at the group means, are also shown. Group 1, those who have visited a resort, has a positive value, whereas group 2 has an equal negative value. The signs of the coefficients associated with all the predictors are positive, which suggests that higher family income, household size, importance attached
to family skiing holiday, attitude towards travel and age are more likely to result in the family visiting the resort. It would be reasonable to develop a profile of the two groups in terms of the three predictors that seem to be the most important: income, household size and importance of holiday. The values of these three variables for the two groups are given at the beginning of Table 23.4.

The determination of relative importance of the predictors is further illustrated by the following example.

**Real research**

**Satisfied salespeople stay**

A survey asked business people about the climate of hiring and maintaining employees in harsh economic conditions. It was reported that 85% of participants were concerned about recruiting employees and 81% said they were concerned about retaining employees. When the economy is down, turnover is rapid. Generally speaking, if an organisation wants to retain its employees, it must learn why people leave their jobs and why others stay and are satisfied with their jobs. Discriminant analysis was used to determine what factors explained the differences between salespeople who left a large computer manufacturing company and those who stayed. The independent variables were company rating, job security, seven job satisfaction dimensions, four role-conflict dimensions, four role-ambiguity dimensions and nine measures of sales performance. The dependent variable was the dichotomy between those who stayed and those who left. The canonical correlation, an index of discrimination ($R = 0.4572$), was significant ($\lambda = 0.7909$, $F_{26,173} = 1.7588$, $p = 0.0180$). This result indicated that the variables discriminated between those who left and those who stayed.

**Discriminant analysis results**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients</th>
<th>Standardised coefficients</th>
<th>Structure correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Work*</td>
<td>0.0903</td>
<td>0.3910</td>
<td>0.5446</td>
</tr>
<tr>
<td>2 Promotion*</td>
<td>0.0288</td>
<td>0.1515</td>
<td>0.5044</td>
</tr>
<tr>
<td>3 Job security</td>
<td>0.1567</td>
<td>0.1384</td>
<td>0.4958</td>
</tr>
<tr>
<td>4 Customer relations*</td>
<td>0.0086</td>
<td>0.1751</td>
<td>0.4906</td>
</tr>
<tr>
<td>5 Company rating</td>
<td>0.4059</td>
<td>0.3240</td>
<td>0.4824</td>
</tr>
<tr>
<td>6 Working with others*</td>
<td>0.0018</td>
<td>0.0365</td>
<td>0.4651</td>
</tr>
<tr>
<td>7 Overall performance*</td>
<td>-0.0148</td>
<td>-0.3252</td>
<td>0.4518</td>
</tr>
<tr>
<td>8 Time-territory management*</td>
<td>0.0126</td>
<td>0.2899</td>
<td>0.4496</td>
</tr>
<tr>
<td>9 Sales produced*</td>
<td>0.0059</td>
<td>0.1404</td>
<td>0.4484</td>
</tr>
<tr>
<td>10 Presentation skill*</td>
<td>0.0118</td>
<td>0.2526</td>
<td>0.4387</td>
</tr>
<tr>
<td>11 Technical information*</td>
<td>0.0003</td>
<td>0.0065</td>
<td>0.4173</td>
</tr>
<tr>
<td>12 Pay benefits*</td>
<td>0.0600</td>
<td>0.1843</td>
<td>0.3788</td>
</tr>
<tr>
<td>13 Quota achieved*</td>
<td>0.0035</td>
<td>0.2915</td>
<td>0.3780</td>
</tr>
<tr>
<td>14 Management*</td>
<td>0.0014</td>
<td>0.0138</td>
<td>0.3571</td>
</tr>
</tbody>
</table>
In this example, promotion was identified as the second-most important variable based on the canonical loadings. However, it is not the second-most important variable based on the absolute magnitude of the standardised discriminant function coefficients. This anomaly results from multicollinearity.

Another aid to interpreting discriminant analysis results is to develop a characteristic profile for each group by describing each group in terms of the group means for the predictor variables. If the important predictors have been identified, then a comparison of the group means on these variables can assist in understanding the intergroup differences. Before any findings can be interpreted with confidence, however, it is necessary to validate the results.

**Assess the validity of discriminant analysis**

Many programs, such as SPSS, offer a leave-one-out cross-validation option. In this option, the discriminant model is re-estimated as many times as there are participants in the sample. Each re-estimated model leaves out one participant and the model is used to predict for that participant. When a large holdout sample is not possible, this gives a sense of the robustness of the estimate using each participant, in turn, as a holdout.

As explained earlier, the data should be randomly divided into two subsamples: analysis and validation. The analysis sample is used for estimating the discriminant function; the validation sample is used for developing the classification matrix. The discriminant weights, estimated by using the analysis sample, are multiplied by the values of the predictor variables in the holdout sample to generate discriminant scores for the cases in the holdout sample.
The cases are then assigned to groups based on their discriminant scores and an appropriate decision rule. For example, in two-group discriminant analysis, a case will be assigned to the group whose centroid is the closest. The hit ratio, or the percentage of cases correctly classified, can then be determined by summing the diagonal elements and dividing by the total number of cases.8

It is helpful to compare the percentage of cases correctly classified by discriminant analysis with the percentage that would be obtained by chance. When the groups are equal in size, the percentage of chance classification is one divided by the number of groups. How much improvement should be expected over chance? No general guidelines are available, although some authors have suggested that classification accuracy achieved by discriminant analysis should be at least 25% greater than that obtained by chance.9

Most discriminant analysis programs also estimate a classification matrix based on the analysis sample. Because they capitalise on chance variation in the data, such results are invariably better than the classification obtained on the holdout sample.

Table 23.4, for the holiday resort example, also shows the classification results based on the analysis sample. The hit ratio, or the percentage of cases correctly classified, is \((12 + 15)/30 = 0.90\), or 90%. One might suspect that this hit ratio is artificially inflated, as the data used for estimation were also used for validation. Leave-one-out cross-validation correctly classifies only \((11 + 13)/30 = 0.80\), or 80% of the cases. Conducting classification analysis on an independent holdout set of data results in the classification matrix with a slightly lower hit ratio of \((4 + 6)/12 = 0.833\), or 83.3% (see Table 23.4). Given two groups of equal size, by chance one would expect a hit ratio of \(1/2 = 0.50\), or 50%. Hence, the improvement over chance is more than 25%, and the validity of the discriminant analysis is judged as satisfactory.

Another application of two-group discriminant analysis is provided by the following example.

---

**Real research**  
**Home bodies and couch potatoes**10

Two-group discriminant analysis was used to assess the strength of each of five dimensions used in classifying individuals as TV users or non-users. The discriminant analysis procedure was appropriate for this use because of the nature of the predefined categorical groups (users and non-users) and the interval scales used to generate individual factor scores.

Two equal groups of 185 elderly consumers, users and non-users (total \(n = 370\)), were created. The discriminant equation for the analysis was estimated by using a subsample of 142 participants from the sample of 370. Of the remaining participants, 198 were used as a validation subsample in a cross-validation of the equation. Thirty participants were excluded from the analysis because of missing discriminant values.

The canonical correlation for the discriminant function was 0.4291, significant at the \(p < 0.0001\) level. The eigenvalue was 0.2257. The table below summarises the standardised canonical discriminant coefficients. A substantial portion of the variance is explained by the discriminant function. In addition, as the table shows, the home-orientation dimension made a fairly strong contribution to classifying individuals as users or non-users of TV. Morale, security and health and respect also contributed significantly. The social factor appeared to make little contribution.

The cross-validation procedure using the discriminant function from the analysis sample gave support to the contention that the dimensions aided researchers in discriminating between users and non-users of TV. As the table shows, the discriminant function was successful in classifying 75.76% of the cases. This suggests that consideration of the identified dimensions will help marketers understand elderly consumers.
The extension from two-group discriminant analysis to multiple discriminant analysis involves similar steps and is illustrated with an application.

### Conducting multiple discriminant analysis

#### Formulate the problem

The data presented in Tables 23.2 and 23.3 can also be used to illustrate three-group discriminant analysis. In the last column of these tables, the households are classified into three categories, based on the amount spent on their family skiing holiday (high, medium or low). Ten households fall in each category. The question of interest is whether the households that spend high, medium or low amounts on their holidays (AMOUNT) can be differentiated in terms of annual family income (INCOME), attitude towards travel (TRAVEL), importance attached to family skiing holiday (HOLIDAY), household size (HSIZE) and age of the head of household (AGE).
Estimate the discriminant function coefficients

Table 23.5 presents the results of estimating three-group discriminant analysis. An examination of group means indicates that income appears to separate the groups more widely than any other variable. There is some separation on travel and holiday. Groups 1 and 2 are very close in terms of household size and age. Age has a large standard deviation relative to the separation between the groups. The pooled within-groups correlation matrix indicates some correlation of holiday and household size with income. Age has some negative correlation with travel. Yet these correlations are on the lower side, indicating that, although multicollinearity may be of some concern, it is not likely to be a serious problem. The significance attached to the univariate $F$ ratios indicates that, when the predictors are considered individually, only income and travel are significant in differentiating between the two groups.

In multiple discriminant analysis, if there are $G$ groups, $G - 1$ discriminant functions can be estimated if the number of predictors is larger than this quantity. In general, with $G$ groups and $k$ predictors, it is possible to estimate up to the smaller of $G - 1$, or $k$, discriminant functions. The first function has the highest ratio of between-groups to within-groups sum of squares. The second function, uncorrelated with the first, has the second highest ratio, and so on. Not all the functions may be statistically significant, however.

Because there are three groups, a maximum of two functions can be extracted. The eigenvalue associated with the first function is 3.8190, and this function accounts for 93.93% of variance in the data. The eigenvalue is large, so the first function is likely to be superior. The second function has a small eigenvalue of 0.2469 and accounts for only 6.07% of the variance.

<table>
<thead>
<tr>
<th>Group means</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Amount</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong></td>
</tr>
<tr>
<td><strong>2</strong></td>
</tr>
<tr>
<td><strong>3</strong></td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pooled within-groups correlation matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INCOME</strong></td>
</tr>
<tr>
<td><strong>TRAVEL</strong></td>
</tr>
<tr>
<td><strong>HOLIDAY</strong></td>
</tr>
<tr>
<td><strong>HSIZE</strong></td>
</tr>
<tr>
<td><strong>AGE</strong></td>
</tr>
</tbody>
</table>
Table 23.5

Continued

Wilks’ $\lambda$ (U statistic) and univariate $F$ ratio with 2 and 27 degrees of freedom

<table>
<thead>
<tr>
<th>Variable</th>
<th>Wilks’ $\lambda$</th>
<th>$F$</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCOME</td>
<td>0.26215</td>
<td>38.000</td>
<td>0.0000</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>0.78790</td>
<td>3.634</td>
<td>0.0400</td>
</tr>
<tr>
<td>HOLIDAY</td>
<td>0.88060</td>
<td>1.830</td>
<td>0.1797</td>
</tr>
<tr>
<td>HSIZE</td>
<td>0.87411</td>
<td>1.944</td>
<td>0.1626</td>
</tr>
<tr>
<td>AGE</td>
<td>0.88214</td>
<td>1.804</td>
<td>0.1840</td>
</tr>
</tbody>
</table>

Canonical discriminant functions

<table>
<thead>
<tr>
<th>Function</th>
<th>Eigenvalue</th>
<th>Variance</th>
<th>Cumulative percentage</th>
<th>Canonical correlation</th>
<th>After function</th>
<th>Wilks’ $\lambda$</th>
<th>Chi-square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1664</td>
<td>44.831</td>
<td>44.831</td>
<td>0.8902</td>
<td>1</td>
<td>0.8020</td>
<td>5.517</td>
<td>4</td>
<td>0.24</td>
</tr>
<tr>
<td>1*</td>
<td>3.8190</td>
<td>93.93</td>
<td>93.93</td>
<td>1.0000</td>
<td>1</td>
<td>0.8020</td>
<td>5.517</td>
<td>4</td>
<td>0.24</td>
</tr>
<tr>
<td>2*</td>
<td>0.2469</td>
<td>6.07</td>
<td>100.00</td>
<td>0.4450</td>
<td>0</td>
<td>0.1664</td>
<td>44.831</td>
<td>10</td>
<td>0.00</td>
</tr>
</tbody>
</table>

* Marks the two canonical discriminant functions remaining in the analysis.

Standardised canonical discriminant function coefficients

<table>
<thead>
<tr>
<th>Func 1</th>
<th>Func 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCOME</td>
<td>1.04740</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>0.33991</td>
</tr>
<tr>
<td>HOLIDAY</td>
<td>-0.14198</td>
</tr>
<tr>
<td>HSIZE</td>
<td>-0.16317</td>
</tr>
<tr>
<td>AGE</td>
<td>0.49474</td>
</tr>
</tbody>
</table>

Structure matrix: pooled within-groups correlations between discriminating variables and canonical discriminant functions (variables ordered by size of correlation within function)

<table>
<thead>
<tr>
<th>Func 1</th>
<th>Func 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCOME</td>
<td>0.85556*</td>
</tr>
<tr>
<td>HSIZE</td>
<td>0.19319*</td>
</tr>
<tr>
<td>HOLIDAY</td>
<td>0.21935</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>0.14899</td>
</tr>
<tr>
<td>AGE</td>
<td>0.16576</td>
</tr>
</tbody>
</table>

Unstandardised canonical discriminant function coefficients

<table>
<thead>
<tr>
<th>Func 1</th>
<th>Func 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCOME</td>
<td>0.1542658</td>
</tr>
<tr>
<td>TRAVEL</td>
<td>0.1867977</td>
</tr>
<tr>
<td>HOLIDAY</td>
<td>-0.6952264E-01</td>
</tr>
<tr>
<td>HSIZE</td>
<td>-0.1265334</td>
</tr>
<tr>
<td>AGE</td>
<td>0.5928055E-01</td>
</tr>
<tr>
<td>(Constant)</td>
<td>-11.09442</td>
</tr>
</tbody>
</table>
### Table 23.5
Continued

**Canonical discriminant functions evaluated at group means (group centroids)**

<table>
<thead>
<tr>
<th>Group</th>
<th>Func 1</th>
<th>Func 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.04100</td>
<td>0.41847</td>
</tr>
<tr>
<td>2</td>
<td>-0.40479</td>
<td>-0.65867</td>
</tr>
<tr>
<td>3</td>
<td>2.44578</td>
<td>0.24020</td>
</tr>
</tbody>
</table>

**Classification results**

<table>
<thead>
<tr>
<th>Predicted group membership</th>
<th>Amount</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Count</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>9</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>%</td>
<td>1</td>
<td>90.0</td>
<td>10.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>10.0</td>
<td>90.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.0</td>
<td>20.0</td>
<td>80.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Cross-validated Count</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>%</td>
<td>1</td>
<td>70.0</td>
<td>30.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>40.0</td>
<td>50.0</td>
<td>10.0</td>
<td>100.0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.0</td>
<td>20.0</td>
<td>80.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*a* Cross-validation is done only for those cases in the analysis. In cross-validation, each case is classified by the functions derived from all cases other than that case.

*b* 86.7% of original grouped cases correctly classified.

*c* 66.7% of cross-validated grouped cases correctly classified.

**Classification results for cases not selected for use in analysis**

<table>
<thead>
<tr>
<th>Predicted group membership</th>
<th>Actual group</th>
<th>No. of cases</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group</td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Percentage of grouped cases correctly classified: 75.00%
Determine the significance of the discriminant function

To test the null hypothesis of equal group centroids, both the functions must be considered simultaneously. It is possible to test the means of the functions successively by first testing all means simultaneously. Then one function is excluded at a time, and the means of the remaining functions are tested at each step. In Table 23.5, the 0 below the ‘After function’ heading indicates that no functions have been removed. The value of Wilks’ $\lambda$ is 0.1644. This transforms to a chi-square of 44.831, with 10 degrees of freedom, which is significant beyond the 0.05 level. Thus, the two functions together significantly discriminate among the three groups. When the first function is removed, however, the Wilks’ $\lambda$ associated with the second function is 0.8020, which is not significant at the 0.05 level. Therefore, the second function does not contribute significantly to group differences.

Interpret the results

The interpretation of the results is aided by an examination of the standardised discriminant function coefficients, the structure correlations and certain plots. The standardised coefficients indicate a large coefficient for income on function 1, whereas function 2 has relatively larger coefficients for travel, holiday and age. A similar conclusion is reached by an examination of the structure matrix (see Table 23.5). To help interpret the functions, variables with large coefficients for a particular function are grouped together. These groupings are shown with asterisks. Thus income and household size have asterisks for function 1 because these variables have coefficients that are larger for function 1 than for function 2. These variables...
are associated primarily with function 1. On the other hand, travel, holiday and age are predominantly associated with function 2, as indicated by the asterisks.

Figure 23.3 is a scattergram plot of all the groups on function 1 and function 2. It can be seen that group 3 has the highest value on function 1, and group 1 the lowest. Because function 1 is primarily associated with income and household size, one would expect the three groups to be ordered on these two variables. Those with higher incomes and higher household size are likely to spend large amounts of money on holidays. Conversely, those with low incomes and smaller household size are likely to spend small amounts on holidays. This interpretation is further strengthened by an examination of group means on income and household size.

Figure 23.3 further indicates that function 2 tends to separate group 1 (highest value) and group 2 (lowest value). This function is primarily associated with travel, holiday and age. Given the positive correlations of these variables with function 2 in the structure matrix, we expect to find group 1 to be higher than group 2 in terms of travel, holiday and age. This is indeed true for travel and holiday, as indicated by the group means of these variables. If families in group 1 have more favourable attitudes towards travel and attach more importance to a family skiing holiday than group 2, why do they spend less? Perhaps they would like to spend more on holidays but cannot afford it because they have low incomes.

A similar interpretation is obtained by examining a territorial map, as shown in Figure 23.4. In a territorial map, each group centroid is indicated by an asterisk. The group boundaries are shown by numbers corresponding to the groups. Thus, group 1 centroid is bounded by 1s, group 2 centroid by 2s and group 3 centroid by 3s.
Assess the validity of discriminant analysis

The classification results based on the analysis sample indicate that \( \frac{9 + 9 + 8}{30} = 86.67\% \) of the cases are correctly classified. Leave-one-out cross-validation correctly classifies only \( \frac{7 + 5 + 8}{30} = 0.667 \) or \( 66.7\% \) of the cases. When the classification analysis is conducted on the independent holdout sample of Table 23.3, a hit ratio of \( \frac{3 + 3 + 3}{12} = 75\% \) is obtained. Given three groups of equal size, by chance alone one would expect a hit ratio of \( \frac{1}{3} = 0.333 \) or 33.3\%. The improvement over chance is more than 25\%, indicating at least satisfactory validity.

Further illustration of multiple group discriminant analysis is provided by the following example.

Real research

The home is where the patient’s heart is\(^{12} \)

In the majority of developed nations, the largest sector in the economy is the health care industry. It is expected that spending on health care services will continue to grow faster than national economies. Contributing to this growth are demographic forces, with shrinking birth rates, ageing populations, longer life expectancies and with rapidly growing numbers of elderly patients seeking health support of some kind. Consumers were surveyed to determine their attitudes towards four systems of health care delivery (home health care, hospitals, nursing homes and outpatient clinics) along 10 attributes. A total of 102 responses were obtained, and the results were analysed using multiple discriminant analysis (Table 1 below). Three discriminant functions were identified. Chi-square tests performed on the results indicated that all three discriminant functions were significant at the 0.01 level. The first function accounted for 63\% of the total discriminative power, and the remaining two functions contributed 29.4\% and 7.6\%, respectively.

Table 1 gives the standardised discriminant function coefficients of the 10 variables in the discriminant equations. Coefficients ranged in value from -1 to +1. In determining the ability of each attribute to classify the delivery system, absolute values were used. In the first discriminant function, the two variables with the largest coefficients were comfort (0.53) and privacy (0.40). Because both related to personal attention and care, the first dimension was labelled ‘personalised care’. In the second function, the two variables with the largest coefficients were quality of medical care (0.67) and likelihood of faster recovery (0.32). Hence, this dimension was labelled ‘quality of medical care’. In the third discriminant function, the most significant attributes were sanitation (–0.70) and expense (0.52). Because these two attributes represent value and price, the third discriminant function was labelled ‘value’.

The four group centroids are shown in Table 2. This table shows that home health care was evaluated most favourably along the dimension of personalised care, and hospitals were evaluated least favourably. Along the dimension of quality of medical care, there was a substantial separation between nursing homes and the other three systems. Also, home health care received higher evaluations on the quality of medical care than did outpatient clinics. Outpatient clinics, on the other hand, were judged to offer the best value.
Classification analysis of the 102 responses, reported in Table 3, showed correct classifications ranging from 86% for hospitals to 68% for outpatient clinics. The misclassifications for hospitals were 6% each to nursing homes and outpatient clinics and 2% to home health care. Nursing homes showed misclassifications of 9% to hospitals, 10% to outpatient clinics and 3% to home health care. For outpatient clinics, 9% misclassifications were made to hospitals, 13% to nursing homes and 10% to home health care. For home health care, the misclassifications were 5% to hospitals, 4% to nursing homes and 13% to outpatient clinics. The results demonstrated that the discriminant functions were fairly accurate in predicting group membership.

Table 1  Standardised discriminant function coefficients

<table>
<thead>
<tr>
<th>Variable system</th>
<th>Discriminant function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Safe</td>
<td>-0.20</td>
</tr>
<tr>
<td>Convenient</td>
<td>0.08</td>
</tr>
<tr>
<td>Chance of medical complications(^a)</td>
<td>-0.27</td>
</tr>
<tr>
<td>Expensive(^a)</td>
<td>0.30</td>
</tr>
<tr>
<td>Comfortable</td>
<td>0.53</td>
</tr>
<tr>
<td>Sanitary</td>
<td>-0.27</td>
</tr>
<tr>
<td>Best medical care</td>
<td>-0.25</td>
</tr>
<tr>
<td>Privacy</td>
<td>0.40</td>
</tr>
<tr>
<td>Faster recovery</td>
<td>0.30</td>
</tr>
<tr>
<td>Staffed with best medical personnel</td>
<td>-0.17</td>
</tr>
<tr>
<td>Percentage of variance explained</td>
<td>63.0</td>
</tr>
<tr>
<td>Chi-square</td>
<td>663.3(^b)</td>
</tr>
</tbody>
</table>

\(^a\)These two items were worded negatively on the questionnaire. They were reverse coded for purposes of data analysis.

\(^b\)\(p < 0.01\).

Table 2  Centroids of health care systems in discriminant space

<table>
<thead>
<tr>
<th>System</th>
<th>Discriminant function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Hospital</td>
<td>-1.66</td>
</tr>
<tr>
<td>Nursing home</td>
<td>-0.60</td>
</tr>
<tr>
<td>Outpatient clinic</td>
<td>0.54</td>
</tr>
<tr>
<td>Home health care</td>
<td>1.77</td>
</tr>
</tbody>
</table>

Table 3  Classification table

<table>
<thead>
<tr>
<th>System</th>
<th>Classification (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hospital</td>
</tr>
<tr>
<td>Hospital</td>
<td>86</td>
</tr>
<tr>
<td>Nursing home</td>
<td>9</td>
</tr>
<tr>
<td>Outpatient clinic</td>
<td>9</td>
</tr>
<tr>
<td>Home health care</td>
<td>5</td>
</tr>
</tbody>
</table>
Stepwise discriminant analysis

Stepwise discriminant analysis is analogous to stepwise multiple regression (see Chapter 22) in that the predictors are entered sequentially based on their ability to discriminate between the groups. An $F$ ratio is calculated for each predictor by conducting a univariate ANOVA in which the groups are treated as the categorical variable and the predictor as the criterion variable. The predictor with the highest $F$ ratio is the first to be selected for inclusion in the discriminant function, if it meets certain significance and tolerance criteria. A second predictor is added based on the highest adjusted or partial $F$ ratio, taking into account the predictor already selected.

Each predictor selected is tested for retention based on its association with other predictors selected. The process of selection and retention is continued until all predictors meeting the significance criteria for inclusion and retention have been entered in the discriminant function. Several statistics are computed at each stage. In addition, at the conclusion, a summary of the predictors entered or removed is provided. The standard output associated with the direct method is also available from the stepwise procedure.

The selection of the stepwise procedure is based on the optimising criterion adopted. The Mahalanobis procedure is based on maximising a generalised measure of the distance between the two closest groups. This procedure allows researchers to make maximum use of the available information.13

The Mahalanobis method was used to conduct a two-group stepwise discriminant analysis on the data pertaining to the visit variable in Tables 23.2 and 23.3. The first predictor variable to be selected was income, followed by household size and then holiday. The order in which the variables were selected also indicates their importance in discriminating between the groups. This was further corroborated by an examination of the standardised discriminant function coefficients and the structure correlation coefficients. Note that the findings of the stepwise analysis agree with the conclusions reported earlier by the direct method.

The logit model

When the dependent variable is binary and there are several independent variables that are metric, in addition to two-group discriminant analysis one can also use ordinary least squares (OLS) regression, and the logit and the probit models for estimation. The data preparation for running OLS regression and the logit and probit models is similar in that the dependent variable is coded as 0 or 1. OLS regression was discussed in Chapter 22. The probit model is less commonly used and will not be discussed, but here we give an explanation of the binary logit model.

Conducting binary logit analysis

The steps involved in conducting binary logit analysis are given in Figure 23.5.14

Formulate the problem

As discussed earlier under the basic concept of discriminant analysis, there are several instances in marketing where we want to explain a binary dependent variable in terms of metric independent variables. (Note that logit analysis can also handle categorical independent variables when these are recoded using dummy variables, as discussed in Chapters 19 and 22.) Discriminant analysis deals with the issue of which group an observation is likely to belong to. On the other hand, the binary logit model commonly deals with the issue of how
likely an observation is to belong to each group. Thus, the logit model falls somewhere between regression and discriminant analysis in application. We can estimate the probability of a binary event taking place using the binary logit model, also called *logistic regression*. Consider an event that has two outcomes: success and failure. The probability of success may be modelled using the logit model as:

\[
\log_e \left( \frac{p}{1-p} \right) = a_0 + a_1 X_1 + a_2 X_2 + \ldots + a_k X_k
\]

or

\[
\log_e \left( \frac{p}{1-p} \right) = \sum_{i=0}^{k} a_i X_i
\]

or

\[
p = \frac{\exp \left( \sum_{i=0}^{k} a_i X_i \right)}{1 + \exp \left( \sum_{i=0}^{k} a_i X_i \right)}
\]

where

- \( p \) = probability of success
- \( X_i \) = independent variable
- \( a_i \) = parameter to be estimated.

It can be seen from the third equation that although \( X_i \) may vary from \(-\infty\) to \(+\infty\), \( p \) is constrained to lie between 0 and 1. When \( X_i \) approaches \(-\infty\), \( p \) approaches 0, and when \( X_i \) approaches \(+\infty\), \( p \) approaches 1. This is desirable because \( p \) is a probability and must lie between 0 and 1. On the other hand, when OLS regression is used the estimation model is:

\[
p = \sum_{i=0}^{n} a_i X_i
\]

Thus, when OLS regression is used, \( p \) is not constrained to lie between 0 and 1; it is possible to obtain estimated values of \( p \) that are less than 0 or greater than 1. These values are, of course, conceptually and intuitively unappealing. We demonstrate this phenomenon in our illustrative application. As in the case of discriminant analysis, the researcher should specify the objectives and clearly identify the binary criterion variables and the independent variables.
that will be considered in the analysis. Moreover, the sample may have to be divided into analysis and validation subsamples.

**Estimating the binary logit model**

As discussed in Chapter 22, the linear regression model is fit by the OLS procedure. In OLS regression, the parameters are estimated so as to minimise the sum of squared errors of prediction. The error terms in regression can take on any values and are assumed to follow a normal distribution when conducting statistical tests. In contrast, in the binary logit model, each error can assume only two values. If \( Y = 0 \), the error is \( p \), and if \( Y = 1 \), the error is \( 1-p \). Therefore, we would like to estimate the parameters in such a way that the estimated values of \( p \) would be close to 0 when \( Y = 0 \) and close to 1 when \( Y = 1 \). The procedure that is used to achieve this and estimate the parameters of the binary logit model is called the *maximum likelihood method*. This method is so called because it estimates the parameters so as to maximise the likelihood, or probability, of observing the actual data.

**Model fit**

In multiple regression the model fit is measured by the square of the multiple correlation coefficient, \( R^2 \), which is also called the *coefficient of multiple determination* (see Chapter 22). In logistic regression (binary logit), commonly used measures of model fit are based on the likelihood function and are the Cox and Snell \( R^2 \) square and Nagelkerke \( R^2 \) square. Both these measures are similar to \( R^2 \) in multiple regression. The Cox and Snell \( R^2 \) square is constrained in such a way that it cannot equal 1.0, even if the model perfectly fits the data. This limitation is overcome by the Nagelkerke \( R^2 \) square.

As discussed earlier in the chapter, in discriminant analysis the model fit is assessed by determining the proportion of correct prediction. A similar procedure can also be used for the binary logit model. If the estimated probability is greater than 0.5, then the predicted value of \( Y \) is set to 1. On the other hand, if the estimated probability is less than 0.5, then the predicted value of \( Y \) is set to 0. The predicted values of \( Y \) can then be compared with the corresponding actual values to determine the percentage of correct predictions.

**Significance testing**

The testing of individual estimated parameters or coefficients for significance is similar to that in multiple regression. In this case, the significance of the estimated coefficients is based on Wald’s statistic. This statistic is a test of significance of the logistic regression coefficient based on the asymptotic normality property of maximum likelihood estimates, and is estimated as:

\[
Wald = \left( \frac{a_i}{SE_{ai}} \right)^2
\]

where \( a_i \) = logistical coefficient for that predictor variable

\( SE_{ai} \) = standard error of the logistical coefficient.

The Wald statistic is chi-square distributed with 1 degree of freedom if the variable is metric, and the number of categories minus 1 if the variable is non-metric.

The associated significance has the usual interpretation. For practical purposes, the significance of the null hypothesis is that \( a_i \) can also be tested using a \( t \) test where the degrees of freedom equal the number of observations minus the number of estimated parameters. The ratio of the coefficient to its standard error is compared with the critical \( t \) value. For a large number of observations, the \( z \) test can be used.

**Interpretation of the coefficients and validation**

The interpretation of the coefficients or estimated parameters is similar to that in multiple regression, taking into account, of course, that the nature of the dependent variable is different. In logistic regression, the log odds, that is \( \log_e(p/(1-p)) \), is a linear function of the estimated parameters. Thus, if \( X_i \) is increased by one unit, the log odds will increase by \( a_i \).
units, when the effect of other independent variables is held constant. Thus \( a_i \) is the size of the increase in the log odds of the dependent variable event when the corresponding independent variable \( X_i \) is increased by one unit and the effect of the other independent variables is held constant. The sign of \( a_i \) will determine whether the probability increases (if the sign is positive) or decreases (if the sign is negative). The validation process is very similar to that discussed for discriminant analysis. The analysis sample is used for estimating the model coefficients; the validation sample is used for developing the classification matrix. As before, the hit ratio is the percentage of cases correctly classified.

**An illustrative application of logistic regression**

We illustrate the logit model by analysing the data of Table 23.6. This table gives the data for 30 participants, 15 of whom are brand loyal (indicated by 1) and 15 of whom are not (indicated by 0). We also measure attitude towards the brand (Brand), attitude towards the product category (Product) and attitude towards shopping (Shopping), all on a 1 (unfavourable) to 7 (favourable) scale. The objective is to estimate the probability of a consumer being brand loyal as a function of attitude towards the brand, the product category and shopping.

<table>
<thead>
<tr>
<th>No.</th>
<th>Loyalty</th>
<th>Brand</th>
<th>Product</th>
<th>Shopping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>26</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>29</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>
First we run an OLS regression on the data of Table 23.6 to illustrate the limitations of this procedure for analysing binary data. The estimated equation is given by:

\[
p = -0.684 + 0.183(\text{Brand}) + 0.020(\text{Product}) + 0.074(\text{Shopping})
\]

where

\[
p = \text{probability of a consumer being brand loyal.}
\]

Only the constant term and ‘Brand’ are significant at the 0.05 level. It can be seen from the estimated regression equation that the estimated values of \(p\) are negative for the low values of the independent variables (e.g. when Brand = 1, Product = 1 and Shopping = 1, and for many other values of Brand = 1, 2 or 3). Likewise, the estimated values of \(p\) are greater than 1 for high values of the independent variables (e.g. when Brand = 7, Product = 7 and Shopping = 7). This is intuitively and conceptually unappealing because \(p\) is a probability and must lie between 0 and 1.

This limitation of OLS regression is overcome by logistic regression. The output for logistic regression when analysing the data for Table 23.6 is shown in Table 23.7. The Cox and Snell \(R^2\) and Nagelkerke \(R^2\) square measures indicate a reasonable fit of the model to the data. This is further verified by the classification table that reveals that 24 of the 30 cases, i.e. 80%, are correctly classified. The significance of the estimated coefficients is based on Wald’s statistic. We note that only attitude towards the brand is significant in explaining brand loyalty. Unlike discriminant analysis, logistic regression results in standard

<table>
<thead>
<tr>
<th>Dependent variable encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original value</td>
</tr>
<tr>
<td>Not loyal</td>
</tr>
<tr>
<td>Loyal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

\(^{a}\) Estimation terminated at iteration number 6 because parameter estimates changed by less than 0.001.

<table>
<thead>
<tr>
<th>Classification table(^{a})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loyalty to the brand</strong></td>
</tr>
<tr>
<td>Step 1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Overall percentage</td>
</tr>
</tbody>
</table>

\(^{a}\) The cut value is 0.500.
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Table 23.7

Variables in the equation

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>SE</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1a</td>
<td>Brand</td>
<td>1.274</td>
<td>0.479</td>
<td>7.075</td>
<td>1</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>Product</td>
<td>0.186</td>
<td>0.322</td>
<td>0.335</td>
<td>1</td>
<td>0.563</td>
</tr>
<tr>
<td></td>
<td>Shopping</td>
<td>0.590</td>
<td>0.491</td>
<td>1.442</td>
<td>1</td>
<td>0.230</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>−8.642</td>
<td>3.346</td>
<td>6.672</td>
<td>1</td>
<td>0.010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Brand</th>
<th>Product</th>
<th>Shopping</th>
<th>Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>1.274</td>
<td>0.186</td>
<td>0.590</td>
<td>−8.642</td>
</tr>
<tr>
<td>SE</td>
<td>0.479</td>
<td>0.322</td>
<td>0.491</td>
<td>3.346</td>
</tr>
<tr>
<td>Wald</td>
<td>7.075</td>
<td>0.335</td>
<td>1.442</td>
<td>6.672</td>
</tr>
<tr>
<td>df</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sig.</td>
<td>0.008</td>
<td>0.563</td>
<td>0.230</td>
<td>0.010</td>
</tr>
<tr>
<td>Exp(B)</td>
<td>3.575</td>
<td>1.205</td>
<td>1.804</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Step 1a Variable(s) entered on step 1: Brand, Product, Shopping.

error estimates for the estimated coefficients, and hence their significance can be assessed. The positive sign for the coefficient indicates that positive attitude towards the brand results in higher loyalty towards the brand. Attitude towards the product category and attitude towards shopping do not influence brand loyalty. Thus, a manager seeking to increase brand loyalty should focus on fostering a more positive attitude towards the brand and not worry about attitude towards the product category or attitude towards shopping. The logit model can also be used when the dependent variable has more than two categories. In this case, the model is termed the **multinomial logit**.15

Discriminant analysis in its various forms is a widely used technique as further illustrated in the following two examples. The first example illustrates an application in the context of international marketing research. The second example shows how discriminant analysis can be used in investigating ethical behaviour.

Real research

Satisfactory results of satisfaction programmes16

In their marketing strategies, computer companies are emphasising the quality of their customer service programmes rather than focusing upon technical features and capabilities. Hewlett-Packard learned this lesson in Europe. Research conducted across Europe revealed that there was a difference in emphasis on service requirements across age segments. Focus groups revealed that customers above 40 years of age had a hard time with the technical aspects of the computer and greatly required the customer service programmes. On the other hand, younger customers appreciated the technical aspects of the product that added to their satisfaction. To uncover the factors leading to differences in the two segments, further research in the form of a large single cross-sectional survey was undertaken. A two-group discriminant analysis was conducted with satisfied and dissatisfied customers as the two groups, with several independent variables such as technical information, ease of operation and variety and scope of customer service programmes. Results confirmed the fact that the variety and scope of customer satisfaction programmes was indeed a strong differentiating factor. This was a crucial finding because Hewlett-Packard could better handle dissatisfied customers by focusing more on customer services than on technical details. Consequently, Hewlett-Packard successfully started three programmes on customer satisfaction: customer feedback, customer satisfaction surveys and total quality control. This effort resulted in increased customer satisfaction.
Discriminant analysis discriminates ethical and unethical behaviour\(^{17}\)

In order to identify the important variables that predict ethical and unethical behaviour, discriminant analysis was used. Prior research suggested that the variables that affect ethical decisions were attitudes, leadership, the presence or absence of ethical codes of conduct and the organisation’s size. To determine which of these variables were the best predictors of ethical behaviour, 149 firms were surveyed and asked to indicate how their firm operated in 18 different ethical situations. Of these 18 situations, 9 related to marketing activities. These activities included using misleading sales presentations, accepting gifts for preferential treatment and pricing below out-of-pocket expenses. Based on these nine issues, the participating firms were classified into two groups: ‘never practice’ and ‘practice’. An examination of the variables that influenced classification via two-group discriminant analysis indicated that attitudes and a company’s size were the best predictors of ethical behaviour. Evidently, smaller firms tended to demonstrate more ethical behaviour on marketing issues.

Practise data analysis with SPSS

**SPSS Windows and Mac**

The DISCRIMINANT program performs both two-group and multiple discriminant analysis. To select this procedure, click:

Analyze>Classify>Discriminant …

The following are the detailed steps for running a two-group discriminant analysis with Resort Visit (visit) as the dependent variable and annual family income (income), attitude towards travel (attitude), importance attached to family vacation (vacation), household size (hsize), and age of the household (age) as the independent variables, using the data in Table 23.2:

1. Select ANALYZE from the SPSS menu bar.
2. Click CLASSIFY and then DISCRIMINANT.
3. Move ‘visit’ into the GROUPING VARIABLE box.
4. Click DEFINE RANGE. Enter 1 for MINIMUM and 2 for MAXIMUM. Click CONTINUE.
5. Move ‘income,’ ‘travel,’ ‘vacation,’ ‘hsize’ and ‘age’ into the INDEPENDENTS box.
6. Select ENTER INDEPENDENTS TOGETHER (default option).
7. Click on STATISTICS. In the pop-up window, in the DESCRIPTIVES box check MEANS and UNIVARIATE ANOVAS. In the MATRICES box check WITHIN-GROUP CORRELATIONS. Click CONTINUE.
8. Click CLASSIFY … In the pop-up window in the PRIOR PROBABILITIES box check ALL GROUPS EQUAL (default). In the DISPLAY box check SUMMARY TABLE and LEAVE-ONE-OUT CLASSIFICATION. In the USE COVARIANCE MATRIX box check WITHIN-GROUPS. Click CONTINUE.
9. Click OK.
The steps for running three-group discriminant analysis are similar. Select the appropriate dependent and independent variables. In step 4, click DEFINE RANGE. Enter 1 for MINIMUM and 3 for MAXIMUM. Click CONTINUE. For running stepwise discriminant analysis, in step 6 select USE STEPWISE METHOD.

To run logit analysis or logistic regression, click: Analyze>Regression>Binary Logistic …

The following are the detailed steps for running logit analysis with brand loyalty as the dependent variable and attitude towards the brand (brand), attitude towards the product category (product) and attitude towards shopping (shopping) as the independent variables, using the data of Table 23.6:

1 Select ANALYZE from the SPSS menu bar.
2 Click REGRESSION and then BINARY LOGISTIC.
3 Move ‘Loyalty to the Brand [Loyalty]’ into the DEPENDENT VARIABLE box.
4 Move ‘Attitude towards the Brand [Brand]’, ‘Attitude towards the Product category [Product]’ and ‘Attitude towards Shopping [Shopping]’ into the COVARIATES (S box).
5 Select ENTER for METHOD (default option).
6 Click OK.

**Summary**

Discriminant analysis is useful for analysing data when the criterion or dependent variable is categorical and the predictor or independent variables are interval scaled. When the criterion variable has two categories, the technique is known as two-group discriminant analysis. Multiple discriminant analysis refers to the cases where three or more categories are involved.

Conducting discriminant analysis is a five-step procedure. First, formulating the discriminant problem requires identification of the objectives and the criterion and predictor variables. The sample is divided into two parts. One part, the analysis sample, is used to estimate the discriminant function. The other part, the holdout sample, is reserved for validation. Estimation, the second step, involves developing a linear combination of the predictors, called discriminant functions, so that the groups differ as much as possible on the predictor values.

Determination of statistical significance is the third step. It involves testing the null hypothesis that, in the population, the means of all discriminant functions in all groups are equal. If the null hypothesis is rejected, it is meaningful to interpret the results.

The fourth step, the interpretation of discriminant weights or coefficients, is similar to that in multiple regression analysis. Given the multicollinearity in the predictor variables, there is no unambiguous measure of the relative importance of the predictors in discriminating between the groups. Some idea of the relative importance of the variables, however, may be obtained by examining the absolute magnitude of the standardised discriminant function coefficients and by examining the structure correlations or discriminant loadings. These simple correlations between each predictor and the discriminant function represent the variance that the predictor shares with the function. Another aid to interpreting discriminant analysis results is to develop a characteristic profile for each group, based on the group means for the predictor variables.
Validation, the fifth step, involves developing the classification matrix. The discriminant weights estimated by using the analysis sample are multiplied by the values of the predictor variables in the holdout sample to generate discriminant scores for the cases in the holdout sample. The cases are then assigned to groups based on their discriminant scores and an appropriate decision rule. The percentage of cases correctly classified is determined and compared with the rate that would be expected by chance classification. Two broad approaches are available for estimating the coefficients. The direct method involves estimating the discriminant function so that all the predictors are included simultaneously. An alternative is the stepwise method in which the predictor variables are entered sequentially, based on their ability to discriminate among groups.

In multiple discriminant analysis, if there are $G$ groups and $k$ predictors, it is possible to estimate up to the smaller of $G - 1$, or $k$, discriminant functions. The first function has the highest ratio of between-group to within-group sums of squares; the second function, uncorrelated with the first, has the second highest ratio, and so on.

Logit analysis, also called logistic regression, is an alternative to two-group discriminant analysis when the dependent variable is binary. The logit model estimates the probability of a binary event. Unlike OLS regression, the logit model constrains the probability to lie between 0 and 1. Unlike discriminant analysis, logistic regression results in standard error estimates for the estimated coefficients and hence their significance can be assessed.

Questions

1. What are the objectives of discriminant analysis?
2. Describe four examples of the application of discriminant analysis.
3. What is the main distinction between two-group and multiple discriminant analysis?
4. Describe the relationship of discriminant analysis to regression and ANOVA.
5. What are the steps involved in conducting discriminant analysis?
6. How should the total sample be split for estimation and validation purposes?
7. What is Wilks’ $\lambda$? For what purpose is it used?
8. Define discriminant scores.
9. Explain what is meant by an eigenvalue.
10. What is a classification matrix?
11. Explain the concept of structure correlations.
12. How is the statistical significance of discriminant analysis determined?
13. Describe a common procedure for determining the validity of discriminant analysis.
14. When the groups are of equal size, how is the accuracy of chance classification determined?
15. How does the stepwise discriminant procedure differ from the direct method?
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Exercises

1. In investigating the differences between heavy, light or non-users of frozen foods, it was found that the two largest standardised discriminant function coefficients were 0.97 for convenience orientation and 0.61 for income. Is it correct to conclude that convenience orientation is more important than income when each variable is considered by itself?

2. Given the following information, calculate the discriminant score for each participant. The value of the constant is 2.04.

![Unstandardised discriminant function coefficients](image)

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Age</th>
<th>Income</th>
<th>Risk taking</th>
<th>Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0246</td>
<td>36</td>
<td>43.7</td>
<td>21</td>
<td>65</td>
</tr>
<tr>
<td>1337</td>
<td>44</td>
<td>62.5</td>
<td>28</td>
<td>56</td>
</tr>
<tr>
<td>2375</td>
<td>57</td>
<td>33.5</td>
<td>25</td>
<td>40</td>
</tr>
<tr>
<td>2454</td>
<td>63</td>
<td>38.7</td>
<td>16</td>
<td>36</td>
</tr>
</tbody>
</table>

3. Analyse the Benetton data (taken from Exercise 4, Chapter 20). Do the three usage groups differ in terms of awareness, attitude, preference, intention and loyalty towards Benetton when these variables are considered simultaneously?

4. In a small group, discuss the following issue: ‘Is it meaningful to determine the relative importance of predictors in discriminating between the groups? Why or why not?’

Notes


5. Strictly speaking, before testing for the equality of group means, the equality of group covariance matrices should be tested. Box’s M test can be used for this purpose. If the equality of group covariance means is rejected, the results of discriminant analysis should be interpreted with caution. In this case, the power of the test for the equality of group means decreases.


Factor analysis allows an examination of the potential interrelationships among a number of variables and the evaluation of the underlying reasons for these relationships.
Objectives

After reading this chapter, you should be able to:

1. describe the concept of factor analysis and explain how it is different from analysis of variance, multiple regression and discriminant analysis;
2. discuss the procedure for conducting factor analysis, including problem formulation, construction of the correlation matrix, selection of an appropriate method, determination of the number of factors, rotation and interpretation of factors;
3. understand the distinction between principal component factor analysis and common factor analysis methods;
4. explain the selection of surrogate variables and their application, with emphasis on their use in subsequent analysis;
5. describe the procedure for determining the fit of a factor analysis model using the observed and the reproduced correlations;
6. appreciate how software is used in factor analysis.

Overview

In analysis of variance (Chapter 21), regression (Chapter 22) and discriminant analysis (Chapter 23), one of the variables is clearly identified as the dependent variable. We now turn to a procedure, factor analysis, in which variables are not classified as independent or dependent. Instead, the whole set of interdependent relationships among variables is examined. This chapter discusses the basic concept of factor analysis and gives an exposition of the factor model. We describe the steps in factor analysis and illustrate them in the context of principal components analysis. Next, we present an application of common factor analysis. Finally, guidance is provided on the use of software to address the data analysis challenges presented in this chapter. We begin with an example that illustrates an application of factor analysis.

Real research | Personal alarms

In a study of personal alarms, women were asked to rate eight personal alarms using the following 15 statements:

1. Feels comfortable in the hand.
2. Could be easily kept in the pocket.
3. Would fit easily into a handbag.
4. Could be easily worn on the person.
5. Could be carried to be very handy when needed.
6. Could be set off almost as a reflex action.
7. Would be difficult for an attacker to take it off me.
8. Could keep a very firm grip on it if attacked.
9. An attacker might be frightened that I might attack him with it.
Factor analysis is a general name denoting a class of procedures primarily used for data reduction and summarisation. In marketing research, there may be a large number of variables, most of which are correlated and which must be reduced to a manageable level. Relationships among sets of many interrelated variables are examined and represented in terms of a few underlying factors. For example, the image of a fashion brand may be measured by asking participants to evaluate competing fashion brands on a series of items on a semantic differential scale or a Likert scale. These item evaluations may then be analysed to determine the factors underlying the image of a fashion brand.

In analysis of variance, multiple regression and discriminant analysis, one variable is considered the dependent or criterion variable and the others are considered independent or predictor variables. But no such distinction is made in factor analysis. Rather, factor analysis is an interdependence technique in that an entire set of interdependent relationships is examined.²

Factor analysis is used in the following circumstances:

1. To identify underlying dimensions, or factors, that explain the correlations among a set of variables. For example, a set of lifestyle statements may be used to measure the psychographic profiles of consumers. These statements may then be factor analysed to identify the underlying psychographic factors, as illustrated in the opening example. This is also illustrated in Figure 24.1, based upon empirical analysis, where seven psychographic variables can be represented by two factors. In this figure, factor 1 can be interpreted as homebody vs. socialite, and factor 2 can be interpreted as sports vs. cinema/theatre.

2. To identify a new, smaller set of uncorrelated variables to replace the original set of correlated variables in subsequent multivariate analysis (regression or discriminant analysis). For example, the psychographic factors identified may be used as independent variables in explaining the differences between loyal and non-loyal consumers. Thus, instead of the seven correlated psychographic variables of Figure 24.1, we can use the two uncorrelated factors, i.e. homebody versus socialite, and sports versus cinema/theatre, in subsequent analysis.
3 To identify a smaller set of salient variables from a larger set for use in subsequent multivariate analysis. For example, a few of the original lifestyle statements that correlate highly with the identified factors may be used as independent variables to explain the differences between the loyal and non-loyal users. Specifically, based upon theory and empirical results (Figure 24.1), we can select ‘Home is the best place’ and ‘Football’ as independent variables, and drop the other five variables to avoid problems due to multicollinearity (see Chapter 22).

All these uses are exploratory in nature and therefore factor analysis is also called exploratory factor analysis (EFA). Factor analysis has numerous applications in marketing research. For example:

- It can be used in market segmentation for identifying the underlying variables on which to group the customers. New car buyers might be grouped based on the relative emphasis they place on economy, convenience, performance, comfort and luxury. This might result in five segments: economy seekers, convenience seekers, performance seekers, comfort seekers and luxury seekers.

- In product research, factor analysis can be employed to determine the brand attributes that influence consumer choice. Toothpaste brands might be evaluated in terms of protection against cavities, whiteness of teeth, taste, fresh breath and price.

- In advertising studies, factor analysis can be used to understand the media consumption habits of the target market. The users of frozen foods may be heavy viewers of horror films, play a lot of electronic games and listen to rock music.

- In pricing studies, factor analysis can be used to identify the characteristics of price-sensitive consumers. For example, these consumers might be methodical, economy minded and home centred.

**Factor analysis model**

Mathematically, factor analysis is somewhat similar to multiple regression analysis in that each variable is expressed as a linear combination of underlying factors. The amount of variance a variable shares with all other variables included in the analysis is referred to as communality. The covariation among the variables is described in terms of a small number of
common factors plus a unique factor for each variable. These factors are not overtly observed. If the variables are standardised, the factor model may be represented as:

\[ X_i = A_{1i}F_1 + A_{2i}F_2 + A_{3i}F_3 + \ldots + A_{mi}F_m + V_i U_i \]

where 
- \( X_i \) = \( i \)th standardised variable
- \( A_{ji} \) = standardised multiple regression coefficient of variable \( i \) on common factor \( j \)
- \( F_j \) = common factor
- \( V_i \) = standardised regression coefficient of variable \( i \) on unique factor \( i \)
- \( U_i \) = the unique factor for variable \( i \)
- \( m \) = number of common factors.

The unique factors are correlated with each other and with the common factors. The common factors themselves can be expressed as linear combinations of the observed variables:

\[ F_i = W_{i1}X_1 + W_{i2}X_2 + W_{i3}X_3 + \ldots + W_{ik}X_k \]

where 
- \( F_i \) = estimate of \( i \)th factor
- \( W_i \) = weight or factor score coefficient
- \( k \) = number of variables.

It is possible to select weights or factor score coefficients so that the first factor explains the largest portion of the total variance. Then a second set of weights can be selected so that the second factor accounts for most of the residual variance, subject to being uncorrelated with the first factor. This same principle could be applied to selecting additional weights for the additional factors. Thus, the factors can be estimated so that their factor scores, unlike the values of the original variables, are not correlated. Furthermore, the first factor accounts for the highest variance in the data, the second factor for the second highest and so on. A simplified graphical illustration of factor analysis in the case of two variables is presented in Figure 24.2. Several statistics are associated with factor analysis.

**Figure 24.2**

Graphical illustration of factor analysis

\[ F_i = W_{i1}X_1 + W_{i2}X_2 \]

**Statistics associated with factor analysis**

The key statistics associated with factor analysis are as follows:

- **Bartlett’s test of sphericity.** This is a test statistic used to examine the hypothesis that the variables are uncorrelated in the population. In other words, the population correlation matrix is an identity matrix; each variable correlates perfectly with itself \((r = 1)\) but has no correlation with the other variables \((r = 0)\).

- **Communality.** This is the amount of variance a variable shares with all the other variables being considered. It is also the proportion of variance explained by the common factors.
Correlation matrix. A correlation matrix is a lower triangular matrix showing the simple correlations, \( r \), between all possible pairs of variables included in the analysis. The diagonal elements, which are all one, are usually omitted.

Eigenvalue. The eigenvalue represents the total variance explained by each factor.

Factor loadings. These are simple correlations between the variables and the factors.

Factor loading plot. A factor loading plot is a plot of the original variables using the factor loadings as coordinates.

Factor matrix. A factor matrix contains the factor loadings of all the variables on all the factors extracted.

Factor scores. These are composite scores estimated for each participant on the derived factors.

Factor scores coefficient matrix. This matrix contains the weights, or factor score coefficients, used to combine the standardised variables to obtain factor scores.

Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy. The KMO measure of sampling adequacy is an index used to examine the appropriateness of factor analysis. High values (between 0.5 and 1.0) indicate that factor analysis is appropriate. Values below 0.5 imply that factor analysis may not be appropriate.

Percentage of variance. This is the percentage of the total variance attributed to each factor.

Residuals. These are the differences between the observed correlations, as given in the input correlation matrix, and the reproduced correlations, as estimated from the factor matrix.

Scree plot. A scree plot is a plot of the eigenvalues against the number of factors in order of extraction.

We describe the uses of these statistics in the next section, in the context of the procedure for conducting factor analysis.

Conducting factor analysis

The steps involved in conducting factor analysis are illustrated in Figure 24.3. The first step is to define the factor analysis problem and identify the variables to be factor analysed. Then a correlation matrix of these variables is constructed and a method of factor analysis is selected. The researcher decides on the number of factors to be extracted and the method of rotation. Next, the rotated factors should be interpreted. Depending on the objectives, the factor scores may be calculated, or surrogate variables selected, to represent the factors in subsequent multivariate analysis. Finally, the fit of the factor analysis model is determined. We discuss these steps in more detail in the following subsections.

Formulate the problem

Formulating the problem includes several tasks. First, the objectives of factor analysis should be identified. The variables to be included in the factor analysis should be specified based on past research (quantitative or qualitative), theory and judgement of the researcher. It is important that the variables be appropriately measured on an interval or ratio scale. An appropriate sample size should be used. As a rough guide, there should be at least four or five times as many observations (sample size) as there are variables. In many marketing research situations the sample size is small, and this ratio is considerably lower. In these cases, the results should be interpreted cautiously.

To illustrate factor analysis, suppose that the researcher wanted to determine the underlying benefits that consumers seek from the purchase of a toothpaste. A sample of 30 participants...
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was interviewed using street interviewing. The participants were asked to indicate their degree of agreement with the following statements using a seven-point scale (1 = strongly disagree, 7 = strongly agree):

\[ V_1 \] It is important to buy a toothpaste that prevents cavities.
\[ V_2 \] I like a toothpaste that gives shiny teeth.
\[ V_3 \] A toothpaste should strengthen your gums.
\[ V_4 \] I prefer a toothpaste that freshens breath.
\[ V_5 \] Prevention of tooth decay should be an important benefit offered by a toothpaste.
\[ V_6 \] The most important consideration in buying a toothpaste is attractive teeth.

The data obtained are given in Table 24.1. For illustrative purposes, we consider only a small number of observations. In practice, factor analysis is performed on much larger samples. A correlation matrix was constructed based on these ratings data.

**Construct the correlation matrix**

The analytical process is based on a matrix of correlations between the variables. Valuable insights can be gained from an examination of this matrix. For factor analysis to be meaningful, the variables should be correlated. In practice, this is usually the case. If the correlations between all the variables are small, factor analysis may not be appropriate. We would also expect that variables that are highly correlated with each other would also highly correlate with the same factor, or factors.

Formal statistics are available for testing the appropriateness of the factor model. Bartlett’s test of sphericity can be used to test the null hypothesis that the variables are uncorrelated in the
Table 24.1  Toothpaste attribute ratings

<table>
<thead>
<tr>
<th>Participant number</th>
<th>V₁</th>
<th>V₂</th>
<th>V₃</th>
<th>V₄</th>
<th>V₅</th>
<th>V₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>25</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>27</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>28</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>29</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

population; in other words, the population correlation matrix is an identity matrix. In an identity matrix, all the diagonal terms are 1 and all off-diagonal terms are 0. The test statistic for sphericity is based on a chi-square transformation of the determinant of the correlation matrix. A large value of the test statistic will favour the rejection of the null hypothesis. If this hypothesis cannot be rejected, then the appropriateness of factor analysis should be questioned. Another useful statistic is the Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy. This index compares the magnitudes of the observed correlation coefficients with the magnitudes of the partial correlation coefficients. Small values of the KMO statistic indicate that the correlations between pairs of variables cannot be explained by other variables and that factor analysis may not be appropriate. Generally, a value greater than 0.5 is desirable.

The correlation matrix, constructed from the data obtained to understand toothpaste benefits, is
shown in Table 24.2. There are relatively high correlations among $V_1$ (prevention of cavities), $V_3$ (strong gums) and $V_5$ (prevention of tooth decay). We would expect these variables to correlate with the same set of factors. Likewise, there are relatively high correlations among $V_2$ (shiny teeth), $V_4$ (fresh breath) and $V_6$ (attractive teeth). These variables may also be expected to correlate with the same factors.  

The results of factor analysis are given in Table 24.3. The null hypothesis, that the population correlation matrix is an identity matrix, is rejected by Bartlett’s test of sphericity. The approximate chi-square statistic is 111.314 with 15 degrees of freedom, which is significant at the 0.05 level. The value of the KMO statistic (0.660) is also large (>0.5). Thus, factor analysis may be considered an appropriate technique for analysing the correlation matrix of Table 24.2.

### Table 24.2  Correlation matrix

<table>
<thead>
<tr>
<th>Participant</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_5$</th>
<th>$V_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.053</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.873</td>
<td>-0.155</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.086</td>
<td>0.572</td>
<td>-0.248</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.858</td>
<td>0.020</td>
<td>-0.778</td>
<td>-0.007</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.004</td>
<td>0.640</td>
<td>-0.018</td>
<td>0.640</td>
<td>-0.136</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### Table 24.3  Results of principal components analysis

**Bartlett test of sphericity**

Approximate chi-square = 111.314, df = 15, significance = 0.00000

**Kaiser–Meyer–Olkin measure of sampling adequacy = 0.660**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Initial</th>
<th>Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>1.00</td>
<td>0.926</td>
</tr>
<tr>
<td>$V_2$</td>
<td>1.00</td>
<td>0.723</td>
</tr>
<tr>
<td>$V_3$</td>
<td>1.00</td>
<td>0.894</td>
</tr>
<tr>
<td>$V_4$</td>
<td>1.00</td>
<td>0.739</td>
</tr>
<tr>
<td>$V_5$</td>
<td>1.00</td>
<td>0.878</td>
</tr>
<tr>
<td>$V_6$</td>
<td>1.00</td>
<td>0.790</td>
</tr>
</tbody>
</table>

**Initial eigenvalues**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Eigenvalue</th>
<th>Percentage of variance</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.731</td>
<td>45.520</td>
<td>45.520</td>
</tr>
<tr>
<td>2</td>
<td>2.218</td>
<td>36.969</td>
<td>82.488</td>
</tr>
<tr>
<td>3</td>
<td>0.442</td>
<td>7.360</td>
<td>89.848</td>
</tr>
<tr>
<td>4</td>
<td>0.341</td>
<td>5.688</td>
<td>95.536</td>
</tr>
<tr>
<td>5</td>
<td>0.183</td>
<td>3.044</td>
<td>98.580</td>
</tr>
<tr>
<td>6</td>
<td>0.085</td>
<td>1.420</td>
<td>100.000</td>
</tr>
</tbody>
</table>
### Table 24.3

#### Extraction sums of squared loadings

<table>
<thead>
<tr>
<th>Factor</th>
<th>Eigenvalue</th>
<th>Percentage of variance</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.731</td>
<td>45.520</td>
<td>45.520</td>
</tr>
<tr>
<td>2</td>
<td>2.218</td>
<td>36.969</td>
<td>82.488</td>
</tr>
</tbody>
</table>

#### Factor matrix

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.928</td>
<td>0.253</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.301</td>
<td>0.795</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.936</td>
<td>0.131</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.342</td>
<td>0.789</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.869</td>
<td>-0.351</td>
</tr>
<tr>
<td>$V_6$</td>
<td>-0.177</td>
<td>0.871</td>
</tr>
</tbody>
</table>

#### Rotation sums of squared loadings

<table>
<thead>
<tr>
<th>Factor</th>
<th>Eigenvalue</th>
<th>Percentage of variance</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.688</td>
<td>44.802</td>
<td>44.802</td>
</tr>
<tr>
<td>2</td>
<td>2.261</td>
<td>37.687</td>
<td>82.488</td>
</tr>
</tbody>
</table>

#### Rotated factor matrix

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.962</td>
<td>-0.027</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.057</td>
<td>0.848</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.934</td>
<td>-0.146</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.098</td>
<td>0.854</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.933</td>
<td>-0.084</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.083</td>
<td>0.885</td>
</tr>
</tbody>
</table>

#### Factor score coefficient matrix

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.358</td>
<td>0.011</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.001</td>
<td>0.375</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.345</td>
<td>-0.043</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.017</td>
<td>0.377</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.350</td>
<td>-0.059</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.052</td>
<td>0.395</td>
</tr>
</tbody>
</table>

#### Reproduced correlation matrix

<table>
<thead>
<tr>
<th>Variables</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_5$</th>
<th>$V_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.926*</td>
<td>0.024</td>
<td>-0.029</td>
<td>0.031</td>
<td>0.038</td>
<td>-0.053</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.078</td>
<td>0.723*</td>
<td>0.022</td>
<td>-0.158</td>
<td>0.038</td>
<td>-0.105</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.902</td>
<td>-0.177</td>
<td>0.894*</td>
<td>-0.031</td>
<td>0.081</td>
<td>0.033</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.117</td>
<td>0.730</td>
<td>-0.217</td>
<td>0.739*</td>
<td>-0.027</td>
<td>-0.107</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.895</td>
<td>-0.018</td>
<td>0.859</td>
<td>0.020</td>
<td>0.878*</td>
<td>0.016</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.057</td>
<td>-0.746</td>
<td>-0.051</td>
<td>0.748</td>
<td>-0.152</td>
<td>0.790</td>
</tr>
</tbody>
</table>

*The lower-left triangle contains the reproduced correlation matrix; the diagonal, the communalities; and the upper-right triangle, the residuals between the observed correlations and the reproduced correlations.
Determine the method of factor analysis

Once it has been determined that factor analysis is an appropriate technique for analysing the data, an appropriate method must be selected. The approach used to derive the weights or factor score coefficients differentiates the various methods of factor analysis. The two basic approaches are principal components analysis and common factor analysis. In principal components analysis, the total variance in the data is considered. The diagonal of the correlation matrix consists of unities, and full variance is brought into the factor matrix. Principal components analysis is recommended when the primary concern is to determine the minimum number of factors that will account for maximum variance in the data for use in subsequent multivariate analysis. The factors are called principal components.

In common factor analysis, the factors are estimated based only on the common variance. Communalities are inserted in the diagonal of the correlation matrix. This method is appropriate when the primary concern is to identify the underlying dimensions and the common variance is of interest. This method is also known as principal axis factoring.

Other approaches for estimating the common factors are also available. These include unweighted least squares, generalised least squares, maximum likelihood, alpha method and image factoring. These methods are complex and are not recommended for inexperienced users.

Table 24.3 shows the application of principal components analysis to the toothpaste example.

Under ‘Communalities’, in the ‘Initial’ column, it can be seen that the communality for each variable, \( V_1 \) to \( V_6 \), is 1.0 as unities were inserted in the diagonal of the correlation matrix. The section labelled ‘Initial eigenvalues’ gives the eigenvalues. The eigenvalues for the factors are, as expected, in decreasing order of magnitude as we go from factor 1 to factor 6. The eigenvalue for a factor indicates the total variance attributed to that factor. The total variance accounted for by all the six factors is 6.00, which is equal to the number of variables. Factor 1 accounts for a variance of 2.731, which is \((2.731/6)\) or 45.52% of the total variance. Likewise, the second factor accounts for \((2.218/6)\) or 36.97% of the total variance, and the first two factors combined account for 82.49% of the total variance. Several considerations are involved in determining the number of factors that should be used in the analysis.

Determine the number of factors

It is possible to compute as many principal components as there are variables, but in doing so no parsimony is gained, i.e. we would not have summarised the information nor revealed any underlying structure. To summarise the information contained in the original variables, a smaller number of factors should be extracted. The question is: how many? Several procedures have been suggested for determining the number of factors. These include a priori determination and approaches based on eigenvalues, scree plot, percentage of variance accounted for, split-half reliability and significance tests:

- **A priori determination.** Sometimes, because of prior knowledge, the researcher knows how many factors to expect and thus can specify the number of factors to be extracted beforehand. The extraction of factors ceases when the desired number of factors has been extracted. Most computer programs allow the user to specify the number of factors, allowing for an easy implementation of this approach.

- **Determination based on eigenvalues.** In this approach, only factors with eigenvalues greater than 1.0 are retained; the other factors are not included in the model. An eigenvalue represents the amount of variance associated with the factor. Hence, only factors with a variance greater than 1.0 are included. Factors with a variance less than 1.0 are no better than a single variable because, due to standardisation, each variable has a variance of 1.0. If the number of variables is less than 20, this approach will result in a conservative number of factors.
• Determination based on scree plot. A scree plot is a plot of the eigenvalues against the number of factors in order of extraction. The shape of the plot is used to determine the number of factors. Typically, the plot has a distinct break between the steep slope of factors, with large eigenvalues and a gradual trailing off associated with the rest of the factors. This gradual trailing off is referred to as the scree. Experimental evidence indicates that the point at which the scree begins denotes the true number of factors. Generally, the number of factors determined by a scree plot will be one or a few more than that determined by the eigenvalue criterion.

• Determination based on percentage of variance. In this approach, the number of factors extracted is determined so that the cumulative percentage of variance extracted by the factors reaches a satisfactory level. What level of variance is satisfactory depends upon the problem. It is recommended that the factors extracted should account for at least 60% of the variance.

• Determination based on split-half reliability. The sample is split in half, and factor analysis is performed on each half. Only factors with high correspondence of factor loadings across the two subsamples are retained.

• Determination based on significance tests. It is possible to determine the statistical significance of the separate eigenvalues and retain only those factors that are statistically significant. A drawback is that with large samples (size greater than 200), many factors are likely to be statistically significant – although from a practical viewpoint many of these account for only a small proportion of the total variance.

In Table 24.3, we see that the eigenvalue greater than 1.0 (default option) results in two factors being extracted. Our a priori knowledge tells us that toothpaste is bought for two major reasons. The scree plot associated with this analysis is given in Figure 24.4. From the scree plot, a distinct break occurs at three factors. Finally, from the cumulative percentage of variance accounted for, we see that the first two factors account for 82.49% of the variance and that the gain achieved in going to three factors is marginal. Furthermore, split-half reliability also indicates that two factors are appropriate. Thus, two factors appear to be reasonable in this situation.

The ‘extraction’ column under the ‘Communalities’ heading in Table 24.3 gives relevant information after the desired number of factors has been extracted. The communalities for the variances under ‘Extraction’ are different from those under ‘Initial’ because all of the variances associated with the variables are not explained unless all the factors are retained. The ‘Extraction sums of squared loadings’ section gives the variances associated with the factors that are retained.
Note that these are the same as those under ‘Initial eigenvalues’. This is always the case in principal components analysis. The percentage variance accounted for by a factor is determined by dividing the associated eigenvalue by the total number of factors (or variables) and multiplying by 100. Thus, the first factor accounts for \((2.731/6) \times 100\), or 45.52% of the variance of the six variables. Likewise, the second factor accounts for \((2.218/6) \times 100\), or 36.967% of the variance. Interpretation of the solution is often enhanced by a rotation of the factors.

**Rotate factors**

An important output from factor analysis is the factor matrix, also called the *factor pattern matrix*. The factor matrix contains the coefficients used to express the standardised variables in terms of the factors. These coefficients, the factor loadings, represent the correlations between the factors and the variables. A coefficient with a large absolute value indicates that the factor and the variable are closely related. The coefficients of the factor matrix can be used to interpret the factors.

Although the initial or unrotated factor matrix indicates the relationship between the factors and individual variables, it seldom results in factors that can be interpreted, because the factors are correlated with many variables. For example, in Table 24.3, factor 1 is at least somewhat correlated with five of the six variables (absolute value of factor loading greater than 0.3). Likewise, factor 2 is at least somewhat correlated with four of the six variables. Moreover, variables 2 and 5 load at least somewhat on both the factors. This is illustrated in Figure 24.5(a). How should this factor be interpreted? In such a complex matrix, it is difficult to interpret the factors. Therefore, through rotation, the factor matrix is transformed into a simpler one that is easier to interpret.

In rotating the factors, we would like each factor to have non-zero, or significant, loadings or coefficients for only some of the variables. Likewise, we would like each variable to have non-zero or significant loadings with only a few factors, and if possible with only one. If several factors have high loadings with the same variable, it is difficult to interpret them. Rotation does not affect the communalities and the percentage of total variance explained. The percentage of variance accounted for by each factor does change, however. This is seen in Table 24.3 by comparing ‘Extraction sums of squared loadings’ with ‘Rotation sums of squared loadings’. The variance explained by the individual factors is redistributed by rotation. Hence, different methods of rotation may result in the identification of different factors.

The rotation is called *orthogonal rotation* if the axes are maintained at right angles. The most commonly used method for rotation is the *varimax procedure*. This is an orthogonal method of rotation that minimises the number of variables with high loadings on a factor,

---

### Figure 24.5

**Factor matrix before and after rotation**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>X</td>
</tr>
<tr>
<td>5</td>
<td>X</td>
</tr>
<tr>
<td>6</td>
<td>X</td>
</tr>
</tbody>
</table>

(a) High loadings before rotation

<table>
<thead>
<tr>
<th>Variables</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>X</td>
</tr>
<tr>
<td>5</td>
<td>X</td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

(b) High loadings after rotation

---

**Orthogonal rotation**

Rotation of factors in which the axes are maintained at right angles.

**Varimax procedure**

An orthogonal method of factor rotation that minimises the number of variables with high loadings on a factor, thereby enhancing the interpretability of the factors.
thereby enhancing the interpretability of the factors. Orthogonal rotation results in factors that are uncorrelated. The rotation is called **oblique rotation** when the axes are not maintained at right angles, and the factors are correlated. Sometimes, allowing for correlations among factors can simplify the factor pattern matrix. Oblique rotation should be used when factors in the population are likely to be strongly correlated.

In Table 24.3, by comparing the varimax rotated factor matrix with the unrotated matrix (entitled simply ‘Factor matrix’), we can see how rotation achieves simplicity and enhances interpretability. Whereas five variables correlated with factor 1 in the unrotated matrix, only variables $V_1$, $V_3$ and $V_5$ correlate highly with factor 1 after rotation. The remaining variables, $V_2$, $V_4$ and $V_6$, correlate highly with factor 2. Furthermore, no variable correlates highly with both the factors. The rotated factor matrix forms the basis for interpretation of the factors.

**Interpret factors**

Interpretation is facilitated by identifying the variables that have large loadings on the same factor. That factor can then be interpreted in terms of the variables that load high on it. Another useful aid in interpretation is to plot the variables, using the factor loadings as coordinates. Variables at the end of an axis are those that have high loadings on only that factor and hence describe the factor. Variables near the origin have small loadings on both the factors. Variables that are not near any of the axes are related to both the factors. If a factor cannot be clearly defined in terms of the original variables, it should be labelled as an undefined or a general factor.

In the rotated factor matrix of Table 24.3, factor 1 has high coefficients for variables $V_1$ (prevention of cavities) and $V_3$ (strong gums), and a negative coefficient for $V_5$ (prevention of tooth decay is not important). Therefore, this factor may be labelled a health benefit factor. Note that a negative coefficient for a negative variable ($V_5$) leads to a positive interpretation that prevention of tooth decay is important. Factor 2 is highly related with variables $V_2$ (shiny teeth), $V_4$ (fresh breath) and $V_6$ (attractive teeth). Thus factor 2 may be labelled a social benefit factor. A plot of the factor loadings, given in Figure 24.6, confirms this interpretation. Variables $V_1$, $V_3$ and $V_5$ (denoted 1, 3 and 5, respectively) are at the end of the horizontal axis (factor 1), with $V_5$ at the end opposite to $V_1$ and $V_3$, whereas variables $V_2$, $V_4$ and $V_6$ (denoted 2, 4 and 6) are at the end of the vertical axis (factor 2). One could summarise the data by stating that consumers appear to seek two major kinds of benefits from toothpaste: health benefits and social benefits.
Calculate factor scores

Following interpretation, factor scores can be calculated, if necessary. Factor analysis has its own stand-alone value. If the goal of factor analysis is to reduce the original set of variables to a smaller set of composite variables (factors) for use in subsequent multivariate analysis, however, it is useful to compute factor scores for each participant. A factor is simply a linear combination of the original variables. The factor scores for the ith factor may be estimated as follows:

\[ F_i = W_{i1}X_1 + W_{i2}X_2 + W_{i3}X_3 + \ldots + W_{ik}X_k \]

These symbols were defined earlier in the chapter.

The weights or factor score coefficients used to combine the standardised variables are obtained from the factor score coefficient matrix. Most computer programs allow you to request factor scores. Only in the case of principal components analysis is it possible to compute exact factor scores. Moreover, in principal components analysis, the scores are uncorrelated. In common factor analysis, estimates of these scores are obtained and there is no guarantee that the factors will be uncorrelated with each other. Factor scores can be used instead of the original variables in subsequent multivariate analysis. For example, using the ‘Factor score coefficient matrix’ in Table 24.3, one could compute two factor scores for each participant. The standardised variable values would be multiplied by the corresponding factor score coefficients to obtain the factor scores.

Select surrogate variables

Sometimes, instead of computing factor scores, the researcher wishes to select surrogate variables. Selection of substitute or surrogate variables involves singling out some of the original variables for use in subsequent analysis. This allows the researcher to conduct subsequent analysis and to interpret the results in terms of original variables rather than factor scores. By examining the factor matrix, one could select for each factor the variable with the highest loading on that factor. That variable could then be used as a surrogate variable for the associated factor. This process works well if one factor loading for a variable is clearly higher than all other factor loadings. The choice is not as easy, however, if two or more variables have similarly high loadings. In such a case, the choice between these variables should be based on theoretical and measurement considerations. For example, theory may suggest that a variable with a slightly lower loading is more important than one with a slightly higher loading. Likewise, if a variable has a slightly lower loading but has been measured more precisely, it should be selected as the surrogate variable. In Table 24.3, the variables \( V_1 \), \( V_3 \) and \( V_5 \) all have high loadings on factor 1, and all are fairly close in magnitude, although \( V_1 \) has relatively the highest loading and would therefore be a likely candidate. However, if prior knowledge suggests that prevention of tooth decay is a very important benefit, \( V_5 \) would be selected as the surrogate for factor 1. Also, the choice of a surrogate for factor 2 is not straightforward. Variables \( V_2 \), \( V_4 \) and \( V_6 \) all have comparable high loadings on this factor. If prior knowledge suggests that attractive teeth are the most important social benefit sought from a toothpaste, the researcher would select \( V_6 \).

Determine the model fit

The final step in factor analysis involves the determination of model fit. A basic assumption underlying factor analysis is that the observed correlation between variables can be attributed to common factors. Hence, the correlations between the variables can be deduced or reproduced from the estimated correlations between the variables and the factors. The differences between the observed correlations (as given in the input correlation matrix) and the reproduced correlations (as estimated from the factor matrix) can be examined to determine model fit. These differences are called residuals. If there are many large residuals, the factor model does not provide a good fit to the data and the model should be reconsidered. In the upper-right triangle of the ‘Reproduced correlation matrix’ of Table 24.3, we see that only five residuals are larger than 0.05, indicating an acceptable model fit.
The following example further illustrates principal components factoring in the context of trade promotion.

**Manufacturing promotion components**

The objective of this study was to develop a comprehensive inventory of manufacturer-controlled trade promotion variables and to demonstrate that an association exists between these variables and the retailers’ promotion support decision. Retailer support was defined operationally as the trade buyers’ attitude towards the promotion.

Factor analysis was performed on the explanatory variables with the primary goal of data reduction. The principal components method, using varimax rotation, reduced the 30 explanatory variables to eight factors having eigenvalues greater than 1.0. For the purpose of interpretation, each factor was composed of variables that loaded 0.40 or higher on that factor. In two instances, where variables loaded 0.40 or above on two factors, each variable was assigned to the factor where it had the highest loading. Only one variable, ‘ease of handling/stocking at retail’, did not load at least 0.40 on any factor. In all, the eight factors explained 62% of the total variance. Interpretation of the factor loading matrix was straightforward. Table 1 lists the factors in the order in which they were extracted.

Stepwise discriminant analysis was conducted to determine which, if any, of the eight factors predicted trade support to a statistically significant degree. The factor scores for the eight factors were the explanatory variables. The dependent variable consisted of the retail buyer’s overall rating of the deal (rating), which was collapsed into a three-group (low, medium and high) measure of trade support. The results of the discriminant analyses are shown in Table 2. All eight entered the discriminant functions. Goodness-of-fit measures indicated that, as a group, the eight factors discriminated between high, medium and low levels of trade support. Multivariate $F$ ratios, indicating the degree of discrimination between each pair of groups, were significant at $p < 0.001$. Correct classification into high, medium and low categories was achieved for 65% of the cases. The order of entry into discriminant analysis was used to determine the relative importance of factors as trade support influencers, as shown in Table 3.

**Table 1 Factors influencing trade promotional support**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Factor interpretation (%) variance explained</th>
<th>Loading</th>
<th>Variables included in the factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Item importance (16.3%)</td>
<td>0.77</td>
<td>Item is significant enough to warrant promotion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.75</td>
<td>Category responds well to promotion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.66</td>
<td>Closest trade competitor is likely to promote item</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.64</td>
<td>Importance of promoted product category</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.59</td>
<td>Item regular (non-deal) sales volume</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.57</td>
<td>Deal meshes with trade promotional requirements Buyer’s estimate of sales increase on the basis of:</td>
</tr>
<tr>
<td>F2</td>
<td>Promotion elasticity (9.3%)</td>
<td>0.86</td>
<td>Price reduction and display</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.82</td>
<td>Display only</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.80</td>
<td>Price reduction only</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.70</td>
<td>Price reduction, display and advertising</td>
</tr>
</tbody>
</table>
### Table 2  Discriminant analysis results: analysis of rating (n = 564)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Factor interpretation (%) variance explained</th>
<th>Loading</th>
<th>Variables included in the factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3  Manufacturer brand support (8.2%)</td>
<td>0.85</td>
<td>Manufacturer's brand support in the form of:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Coupons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.81</td>
<td>Radio and television advertising</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.80</td>
<td>Newspaper advertising</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.75</td>
<td>Point of purchase promotion (e.g. display)</td>
</tr>
<tr>
<td><strong>F4</strong> Manufacturer reputation (7.3%)</td>
<td>0.72</td>
<td>Manufacturer's overall reputation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.72</td>
<td>Manufacturer's cooperation in meeting trade's promotional needs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.64</td>
<td>Manufacturer's cooperation on emergency orders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.55</td>
<td>Quality of sales presentation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.51</td>
<td>Manufacturer's overall product quality</td>
</tr>
<tr>
<td><strong>F5</strong> Promotion wearout (6.4%)</td>
<td>0.93</td>
<td>Product category is overpromoted</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.93</td>
<td>Item is overpromoted</td>
</tr>
<tr>
<td><strong>F6</strong> Sales velocity (5.4%)</td>
<td>−0.81</td>
<td>Brand market share rank*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.69</td>
<td>Item regular sales volume*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.46</td>
<td>Item regular sales volume</td>
</tr>
<tr>
<td><strong>F7</strong> Item profitability (4.5%)</td>
<td>0.79</td>
<td>Item regular gross margin</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.72</td>
<td>Item regular gross margin*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.49</td>
<td>Reasonableness of deal performance requirements</td>
</tr>
<tr>
<td><strong>F8</strong> Incentive amount (4.2%)</td>
<td>0.83</td>
<td>Absolute amount of deal allowances</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.81</td>
<td>Deal allowances as per cent of regular trade cost*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.49</td>
<td>Absolute amount of deal allowances*</td>
</tr>
</tbody>
</table>

*Denotes objectives (archival) measure.

Table 2 Discriminant analysis results: analysis of rating (n = 564)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Standardised discrimination coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analysis of rating</td>
</tr>
<tr>
<td><strong>F1</strong> Item importance</td>
<td>0.861</td>
</tr>
<tr>
<td><strong>F2</strong> Promotion elasticity</td>
<td>0.081</td>
</tr>
<tr>
<td><strong>F3</strong> Manufacturer brand support</td>
<td>0.127</td>
</tr>
<tr>
<td><strong>F4</strong> Manufacturer reputation</td>
<td>0.394</td>
</tr>
<tr>
<td><strong>F5</strong> Promotion wearout</td>
<td>−0.207</td>
</tr>
<tr>
<td><strong>F6</strong> Sales velocity</td>
<td>0.033</td>
</tr>
<tr>
<td><strong>F7</strong> Item profitability</td>
<td>0.614</td>
</tr>
<tr>
<td><strong>F8</strong> Incentive amount</td>
<td>0.461</td>
</tr>
</tbody>
</table>

Wilks’ λ (for each factor) All significant at p < 0.001
Multivariate F ratios All significant at p < 0.001
Percentage of cases correctly classified 65% correct
Table 3: Relative importance of trade support influencers (as indicated by order of entry into the discriminant analysis)

<table>
<thead>
<tr>
<th>Order of entry</th>
<th>Factor name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Item importance</td>
</tr>
<tr>
<td>2</td>
<td>Item profitability</td>
</tr>
<tr>
<td>3</td>
<td>Incentive amount</td>
</tr>
<tr>
<td>4</td>
<td>Manufacturer reputation</td>
</tr>
<tr>
<td>5</td>
<td>Promotion wearout</td>
</tr>
<tr>
<td>6</td>
<td>Sales velocity</td>
</tr>
<tr>
<td>7</td>
<td>Promotion elasticity</td>
</tr>
<tr>
<td>8</td>
<td>Manufacturer brand support</td>
</tr>
</tbody>
</table>

Table 24.4: Results of common factor analysis

Bartlett test of sphericity
Approximate chi-square = 111.314, df = 15, significance = 0.00000
Kaiser–Meyer–Olkin measure of sampling adequacy = 0.660

<table>
<thead>
<tr>
<th>Variable</th>
<th>Initial</th>
<th>Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>V₁</td>
<td>0.859</td>
<td>0.928</td>
</tr>
<tr>
<td>V₂</td>
<td>0.480</td>
<td>0.562</td>
</tr>
<tr>
<td>V₃</td>
<td>0.814</td>
<td>0.836</td>
</tr>
<tr>
<td>V₄</td>
<td>0.543</td>
<td>0.600</td>
</tr>
<tr>
<td>V₅</td>
<td>0.763</td>
<td>0.789</td>
</tr>
<tr>
<td>V₆</td>
<td>0.587</td>
<td>0.723</td>
</tr>
</tbody>
</table>

Applications of common factor analysis

The data of Table 24.1 were analysed using the common factor analysis model. Instead of using unities in the diagonal, the communalities were inserted. The output, shown in Table 24.4, is similar to the output from principal components analysis presented in Table 24.3. Beneath the ‘Communalities’ heading, below the ‘Initial’ column, the communalities for the variables are no longer 1.0. Based on the eigenvalue criterion, again two factors are extracted. The variances, after extracting the factors, are different from the initial eigenvalues. The first factor accounts for 42.84% of the variance, whereas the second accounts for 31.13%, in each case a little less than what was observed in principal components analysis.

The values in the unrotated factor pattern matrix of Table 24.4 are a little different from those in Table 24.3, although the pattern of the coefficients is similar. Sometimes, however, the pattern of loadings for common factor analysis is different from that for principal components analysis, with some variables loading on different factors. The rotated factor matrix has the same pattern as that in Table 24.3, leading to a similar interpretation of the factors. We end with another application of common factor analysis, in the context of consumer perception of rebates.
### Initial eigenvalues

<table>
<thead>
<tr>
<th>Factor</th>
<th>Eigenvalue</th>
<th>Percentage of variance</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.731</td>
<td>45.520</td>
<td>45.520</td>
</tr>
<tr>
<td>2</td>
<td>2.218</td>
<td>36.969</td>
<td>82.488</td>
</tr>
<tr>
<td>3</td>
<td>0.442</td>
<td>7.360</td>
<td>89.848</td>
</tr>
<tr>
<td>4</td>
<td>0.341</td>
<td>5.688</td>
<td>95.536</td>
</tr>
<tr>
<td>5</td>
<td>0.183</td>
<td>3.044</td>
<td>98.580</td>
</tr>
<tr>
<td>6</td>
<td>0.085</td>
<td>1.420</td>
<td>100.000</td>
</tr>
</tbody>
</table>

### Extraction sums of squared loadings

<table>
<thead>
<tr>
<th>Factor</th>
<th>Eigenvalue</th>
<th>Percentage of variance</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.570</td>
<td>42.837</td>
<td>42.837</td>
</tr>
<tr>
<td>2</td>
<td>1.868</td>
<td>31.126</td>
<td>73.964</td>
</tr>
</tbody>
</table>

### Factor matrix

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.949</td>
<td>0.168</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.206</td>
<td>0.720</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.914</td>
<td>0.038</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.246</td>
<td>0.734</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.850</td>
<td>-0.259</td>
</tr>
<tr>
<td>$V_6$</td>
<td>-0.101</td>
<td>0.844</td>
</tr>
</tbody>
</table>

### Rotation sums of squared loadings

<table>
<thead>
<tr>
<th>Factor</th>
<th>Eigenvalue</th>
<th>Percentage of variance</th>
<th>Cumulative percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.541</td>
<td>42.343</td>
<td>42.343</td>
</tr>
<tr>
<td>2</td>
<td>1.897</td>
<td>31.621</td>
<td>73.964</td>
</tr>
</tbody>
</table>

### Rotated factor matrix

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.963</td>
<td>-0.030</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.054</td>
<td>0.747</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.902</td>
<td>-0.150</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.090</td>
<td>0.769</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.885</td>
<td>-0.079</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.075</td>
<td>0.847</td>
</tr>
</tbody>
</table>
Table 24.4 Continued

Factor score coefficient matrix

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.628</td>
<td>0.101</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.024</td>
<td>0.253</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.217</td>
<td>-0.169</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.023</td>
<td>0.271</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.166</td>
<td>-0.059</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.083</td>
<td>0.500</td>
</tr>
</tbody>
</table>

Reproduced correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_5$</th>
<th>$V_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0.928*</td>
<td>0.022</td>
<td>-0.000</td>
<td>0.024</td>
<td>-0.008</td>
<td>-0.042</td>
</tr>
<tr>
<td>$V_2$</td>
<td>-0.075</td>
<td>0.562*</td>
<td>0.006</td>
<td>-0.008</td>
<td>0.031</td>
<td>0.012</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.873</td>
<td>-0.161</td>
<td>0.836*</td>
<td>-0.051</td>
<td>0.008</td>
<td>0.042</td>
</tr>
<tr>
<td>$V_4$</td>
<td>-0.110</td>
<td>0.580</td>
<td>-0.197</td>
<td>0.600*</td>
<td>-0.025</td>
<td>-0.004</td>
</tr>
<tr>
<td>$V_5$</td>
<td>-0.850</td>
<td>-0.012</td>
<td>0.786</td>
<td>0.019</td>
<td>0.789*</td>
<td>-0.003</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0.046</td>
<td>0.629</td>
<td>-0.060</td>
<td>0.645</td>
<td>-0.133</td>
<td>0.723*</td>
</tr>
</tbody>
</table>

*The lower-left triangle contains the reproduced correlation matrix; the diagonal, the communalities; and the upper-right triangle, the residuals between the observed correlations and the reproduced correlations.

Real research

‘Common’ rebate perceptions

Rebates are effective in obtaining new users, brand switching and repeat purchases among current users. AT&T deployed a rebate programme as a means to draw new users to its internet services. AT&T’s intent behind this rebate plan was to acquire new users from rivals such as Verizon. The question faced by decision makers at AT&T was: ‘What makes rebates effective?’.

A study was undertaken to determine the factors underlying consumer perception of rebates. A set of 24 items measuring consumer perceptions of rebates was constructed. Participants were asked to express their degree of agreement with these items on five-point Likert scales. The data were collected by telephone survey, with a total of 303 usable questionnaires.

The 24 items measuring perceptions of rebates were analysed using common factor analysis. The initial factor solution did not reveal a simple structure of underlying rebate perceptions. Therefore, items that had low loadings were deleted from the scale and the factor analysis was performed on the remaining items. This second solution yielded
three interpretable factors. The factor loadings are presented in the accompanying table, where large loadings have been underscored. The three factors contained four, four and three items, respectively. Factor 1 was defined as a representation of consumers’ faith in the rebate system (Faith). Factor 2 seemed to capture the consumers’ perceptions of the efforts and difficulties associated with rebate redemption (Efforts). Factor 3 represented consumers’ perceptions of the manufacturers’ motives for offering rebates (Motives). The loadings of items on their respective factors ranged from 0.527 to 0.744. Significant loadings are underscored.

Therefore, companies such as AT&T that employ rebates should ensure that the effort and difficulties of consumers in taking advantage of the rebates are minimised. Companies should also try to build consumers’ faith in the rebate system and portray honest motives for offering rebates.

### Factor analysis of perceptions of rebates

<table>
<thead>
<tr>
<th>Scale itemsa</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor 1</td>
</tr>
<tr>
<td>Manufacturers make the rebate process too complicated</td>
<td>0.194</td>
</tr>
<tr>
<td>Postal rebates are not worth the trouble involved</td>
<td>−0.031</td>
</tr>
<tr>
<td>It takes too long to receive the rebate from the manufacturer</td>
<td>0.013</td>
</tr>
<tr>
<td>Manufacturers could do more to make rebates easier to use</td>
<td>0.205</td>
</tr>
<tr>
<td>Manufacturers offer rebates because consumers want them</td>
<td>0.660</td>
</tr>
<tr>
<td>Today’s manufacturers take real interest in consumer welfare(^b)</td>
<td>0.569</td>
</tr>
<tr>
<td>Consumer benefit is usually the primary consideration in rebate offers(^b)</td>
<td>0.660</td>
</tr>
<tr>
<td>In general, manufacturers are sincere in their rebate offers to consumers(^b)</td>
<td>0.716</td>
</tr>
<tr>
<td>Manufacturers offer rebates to get consumers to buy something they do not really need</td>
<td>0.099</td>
</tr>
<tr>
<td>Manufacturers use rebate offers to induce consumers to buy slow-moving items</td>
<td>0.090</td>
</tr>
<tr>
<td>Rebate offers require you to buy more of a product than you need</td>
<td>0.230</td>
</tr>
<tr>
<td>Eigenvalues</td>
<td>2.030</td>
</tr>
<tr>
<td>Percentage of explained variance</td>
<td>27.500</td>
</tr>
</tbody>
</table>

\(^a\) The response categories for all items were strongly agree (1), agree (2), neither agree nor disagree (3), disagree (4), strongly disagree (5) and don’t know (6). ‘Don’t know’ responses were excluded from data analysis.

\(^b\) The scores of these items were reversed.

In this example, when the initial factor solution was not interpretable, items that had low loadings were deleted and the factor analysis was performed on the remaining items. If the number of variables is large (greater than 15), principal components analysis and common factor analysis result in similar solutions. Principal components analysis is less prone to misinterpretation, however, and is recommended for the non-expert user. Factor analysis in its various forms is a widely used technique, as further illustrated in the following two examples. The first example illustrates an application in the context of international marketing research. The second example shows how factor analysis can be used in investigating ethical behaviour.
Driving nuts for Beetles

Consumer preferences for cars need to be continually tracked to identify changing demands and specifications. However, there is one car that is quite an exception – the Volkswagen Beetle. More than 22 million of the original model were built between 1938 and 2003. Surveys have been conducted in different countries to determine the reasons why people purchased Beetles. Principal components analysis of the variables measuring the reasons for owning Beetles have consistently revealed one factor – fanatical loyalty. The company had long wished for the car’s natural death, but without any effect. The noisy and cramped ‘bug’ inspired devotion in drivers across the generations. Now old bugs are being sought across the globe. VW reintroduced the brand in 1998 as the ‘New Beetle’, which has won several distinguished automotive awards.

Factors predicting unethical marketing research practices

Unethical employee behaviour was identified as a root cause for the global banking and financial mess of 2008–9. If companies want ethical employees, then they themselves must conform to high ethical standards. This also applies to the marketing research industry. In order to identify organisational variables that are determinants of the incidence of unethical marketing research practices, a sample of 420 marketing professionals was surveyed. These marketing professionals were asked to provide responses on several scales, and to provide evaluations of incidence of 15 research practices that have been found to pose research ethics problems. One of these scales included 11 items pertaining to the extent that ethical problems plagued the organisation, and what top management’s actions were towards ethical situations. A principal components analysis with varimax rotation indicated that the data could be represented by two factors. These two factors were then used in a multiple regression, along with four other predictor variables. They were found to be the two best predictors of unethical marketing research practices.

<table>
<thead>
<tr>
<th>Extent of ethical problems within the organisation (Factor 1)</th>
<th>Top management actions on ethics (Factor 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Successful executives in my company make rivals look bad in the eyes of important people in my company</td>
<td>0.66</td>
</tr>
<tr>
<td>2 Peer executives in my company often engage in behaviours that I consider to be unethical</td>
<td>0.68</td>
</tr>
<tr>
<td>3 There are many opportunities for peer executives in my company to engage in unethical behaviours</td>
<td>0.43</td>
</tr>
<tr>
<td>4 Successful executives in my company take credit for the ideas and accomplishment of others</td>
<td>0.81</td>
</tr>
</tbody>
</table>
Factor analysis of ethical problems and top management action scales

<table>
<thead>
<tr>
<th></th>
<th>Extent of ethical problems within the organisation (Factor 1)</th>
<th>Top management actions on ethics (Factor 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 In order to succeed in my company, it is often necessary to compromise one’s ethics</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>6 Successful executives in my company are generally more unethical than unsuccessful executives</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>7 Successful executives in my company look for a ‘scapegoat’ when they feel they may be associated with failure</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>8 Successful executives in my company withhold information that is detrimental to their self-interest</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>9 Top management in my company have let it be known in no uncertain terms that unethical behaviours will not be tolerated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 If an executive in my company is discovered to have engaged in unethical behaviour that results primarily in personal gain (rather than corporate gain), he or she will be promptly reprimanded</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>11 If an executive in my company is discovered to have engaged in unethical behaviour that results primarily in corporate gain (rather than personal gain), he or she will be promptly reprimanded</td>
<td>0.80</td>
<td></td>
</tr>
</tbody>
</table>

Eigenvalues
- 5.06
- 1.17

Percentage of explained variance
- 46%
- 11%

Coefficient alpha
- 0.87
- 0.75

To simplify the table, only varimax rotated loadings of 0.40 or greater are reported. Each was rated on a five-point scale, with 1 = ‘strongly agree’ and 5 = ‘strongly disagree’.

Practise data analysis with SPSS

SPSS Windows and Mac

To select this procedure, click:

- Analyze>Dimension Reduction>Factor . . .

(N.B. in older versions of SPSS the ‘Dimension Reduction’ menu item is labelled ‘Data Reduction’.)

The following are the detailed steps for running principal components analysis on the toothpaste attribute ratings (V1 to V6) using the data of Table 24.1:

1 Select ANALYZE from the SPSS menu bar.
2 Click DIMENSION REDUCTION and then FACTOR.
4 Click DESCRIPTIVES. In the pop-up window, in the STATISTICS box check INITIAL SOLUTION. In the CORRELATION MATRIX box check KMO AND
Factor analysis, also called exploratory factor analysis (EFA), is a class of procedures used for reducing and summarising data. Each variable is expressed as a linear combination of the underlying factors. Likewise, the factors themselves can be expressed as linear combinations of the observed variables. The factors are extracted in such a way that the first factor accounts for the highest variance in the data, the second for the next highest and so on. Additionally, it is possible to extract the factors so that the factors are uncorrelated, as in principal components analysis.

In formulating the factor analysis problem, the variables to be included in the analysis should be specified based on past research, theory and the judgement of the researcher. These variables should be measured on an interval or ratio scale. Factor analysis is based on a matrix of correlation between the variables. The appropriateness of the correlation matrix for factor analysis can be statistically tested.

The two basic approaches to factor analysis are principal components analysis and common factor analysis. In principal components analysis, the total variance in the data is considered. Principal components analysis is recommended when the researcher’s primary concern is to determine the minimum number of factors that will account for maximum variance in the data for use in subsequent multivariate analysis. In common factor analysis, the factors are estimated based only on the common variance. This method is appropriate when the primary concern is to identify the underlying dimensions and when the common variance is of interest. This method is also known as principal axis factoring.

The number of factors that should be extracted can be determined a priori or based on eigenvalues, scree plots, percentage of variance, split-half reliability or significance tests. Although the initial or unrotated factor matrix indicates the relationships between the factors and individual variables, it seldom results in factors that can be interpreted, because the factors are correlated with many variables. Therefore, rotation is used to transform the factor matrix into a simpler one that is easier to interpret. The most commonly used method of rotation is the varimax procedure, which results in orthogonal factors. If the factors are highly correlated in the population, oblique rotation can be used. The rotated factor matrix forms the basis for interpreting the factors.
Factor scores can be computed for each participant. Alternatively, surrogate variables may be selected by examining the factor matrix and selecting for each factor a variable with the highest or near-highest loading. The differences between the observed correlations and the reproduced correlations, as estimated from the factor matrix, can be examined to determine model fit.

Questions

1. How is factor analysis different from multiple regression and discriminant analysis?
2. What are the major uses of factor analysis?
3. Describe the factor analysis model.
4. What hypothesis is examined by Bartlett’s test of sphericity? For what purpose is this test used?
5. What is meant by the term ‘communality of a variable’?
6. Briefly define the following: eigenvalue, factor loadings, factor matrix and factor scores.
7. For what purpose is the Kaiser–Meyer–Olkin measure of sampling adequacy used?
8. What is the major difference between principal components analysis and common factor analysis?
9. Explain how eigenvalues are used to determine the number of factors.
10. What is a scree plot? For what purpose is it used?
11. Why is it useful to rotate the factors? Which is the most common method of rotation?
12. What guidelines are available for interpreting the factors?
13. When is it useful to calculate factor scores?
14. What are surrogate variables? How are they determined?
15. How is the fit of the factor analysis model examined?

Exercises

1. Complete the following portion of an output from principal components analysis:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Communality</th>
<th>Factor</th>
<th>Eigenvalue</th>
<th>% of variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>V₁</td>
<td>1.0</td>
<td>1</td>
<td>3.25</td>
<td></td>
</tr>
<tr>
<td>V₂</td>
<td>1.0</td>
<td>2</td>
<td>1.78</td>
<td></td>
</tr>
<tr>
<td>V₃</td>
<td>1.0</td>
<td>3</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td>V₄</td>
<td>1.0</td>
<td>4</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>V₅</td>
<td>1.0</td>
<td>5</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>V₆</td>
<td>1.0</td>
<td>6</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>V₇</td>
<td>1.0</td>
<td>7</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>V₈</td>
<td>1.0</td>
<td>8</td>
<td>0.12</td>
<td></td>
</tr>
</tbody>
</table>

a. Draw a scree plot based on these data.

b. How many factors should be extracted? Explain your reasoning.
In a study of the relationship between household behaviour and shopping behaviour, data on the following lifestyle statements were obtained on a seven-point scale (1 = disagree, 7 = agree):

- \( V_1 \) I would rather spend a quiet evening at home than go out to a party.
- \( V_2 \) I always check prices, even on small items.
- \( V_3 \) Magazines are more interesting than movies.
- \( V_4 \) I would not buy products advertised on billboards.
- \( V_5 \) I am a homebody.
- \( V_6 \) I save and cash coupons.
- \( V_7 \) Companies waste a lot of money advertising.

The data obtained from a pre-test sample of 25 participants are given below:

<table>
<thead>
<tr>
<th>No.</th>
<th>( V_1 )</th>
<th>( V_2 )</th>
<th>( V_3 )</th>
<th>( V_4 )</th>
<th>( V_5 )</th>
<th>( V_6 )</th>
<th>( V_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

a  Analyse these data using principal components analysis, using the varimax rotation procedure.

b  Interpret the factors extracted.

c  Calculate factor scores for each participant.

d  If surrogate variables were to be selected, which ones would you select?

e  Examine the model fit.

f  Analyse the data using common factor analysis, and answer parts b to e.
3 Analyse the Benetton data (taken from Exercise 4, Chapter 20). Consider only the following variables: awareness, attitude, preference, intention and loyalty towards Benetton.
   a Analyse these data using principal components analysis, using the varimax rotation procedure.
   b Interpret the factors extracted.
   c Calculate factor scores for each participant.
   d If surrogate variables were to be selected, which ones would you select?
   e Examine the model fit.
   f Analyse the data using common factor analysis, and answer parts b to e.

4 You are a marketing research analyst for a manufacturer of fashion clothing targeted at teenage boys. You have been asked to develop a set of 10 statements for measuring psychographic characteristics and lifestyles that you feel would relate to their fashion personas. The participants would be asked to indicate their degree of agreement with the statements using a seven-point scale (1 = completely disagree, 7 = completely agree). Question 40 students on campus using these scale items. Factor analyse the data to identify the underlying psychographic factors.

5 In a small group, identify the uses of factor analysis in each of the following major decision areas in marketing:
   a Market segmentation
   b Product decisions
   c Promotions decisions
   d Pricing decisions
   e Distribution decisions
   f Service delivery decisions.

Notes


6. Factor analysis is influenced by the relative size of the correlations rather than the absolute size.


8. Other methods of orthogonal rotation are also available. The quartimax method minimises the number of factors needed to explain a variable. The equimax method is a combination of varimax and quartimax.


Cluster analysis aims to identify and classify similar entities, based upon the characteristics they possess. It helps the researcher to understand patterns of similarity and difference that reveal naturally occurring groups.
Objectives

After reading this chapter, you should be able to:

1. describe the basic concept and scope of cluster analysis and its importance in marketing research;
2. discuss the statistics associated with cluster analysis;
3. explain the procedure for conducting cluster analysis, including formulating the problem, selecting a distance measure, selecting a clustering procedure, deciding on the number of clusters, interpreting clusters and profiling clusters;
4. describe the purpose and methods for evaluating the quality of clustering results and assessing reliability and validity;
5. discuss the applications of non-hierarchical clustering and clustering of variables;
6. appreciate how software is used to carry out factor analysis.

Overview

As with factor analysis (Chapter 24), cluster analysis examines an entire set of interdependent relationships. Cluster analysis makes no distinction between dependent and independent variables. Rather, interdependent relationships between the whole set of variables are examined. The primary objective of cluster analysis is to classify objects into relatively homogeneous groups based on the set of variables considered. Objects in a group are relatively similar in terms of these variables and different from objects in other groups. When used in this manner, cluster analysis is the obverse of factor analysis in that it reduces the number of objects, not the number of variables, by grouping them into a much smaller number of clusters.

This chapter describes the basic concept of cluster analysis. The steps involved in conducting cluster analysis are discussed and illustrated in the context of hierarchical clustering. Then an application of non-hierarchical clustering is presented, followed by a discussion of clustering of variables. Finally, guidance is provided on the use of software to address the data analysis challenges presented in this chapter. We begin with an example that illustrates the use of clustering to aid the process of defining target markets.

Real research

Ice cream ‘hot spots’

Häagen-Dazs Shoppe Co. (www.haagen-dazs.com), with more than 850 retail ice cream shops in over 50 countries, was interested in expanding its customer base. The objective was to identify potential consumer segments that could generate additional sales. It used geodemographic techniques (as discussed in Chapter 5), which are based upon clustering consumers using geographic, demographic and lifestyle data. Additional primary data were collected to develop an understanding of the demographic, lifestyle and behavioural characteristics of Häagen-Dazs Shoppe users, which included frequency of purchase, time of day to visit café, day of the week and a range of other product variables. The postcodes or zip codes of participants were also obtained. The
Participants were then assigned to 40 geodemographic clusters based upon a clustering procedure developed by Nielsen Claritas (www.nielsen.com). Häagen-Dazs compared its profile of customers with the profile of geodemographic classifications to develop a clearer picture of the types of consumer it was attracting. From this it decided which profiles of consumer or target markets it believed to hold the most potential for additional sales. New products were developed and advertising was established and profiled to target specific consumer types.

**Basic concept**

Cluster analysis is a class of techniques used to classify objects, or cases, into relatively homogeneous groups called *clusters*. Objects in each cluster tend to be similar to each other and dissimilar to objects in the other clusters. Cluster analysis is also called *classification analysis* or numerical taxonomy. We are concerned with clustering procedures that assign each object to one, and only one cluster. Figure 25.1 shows an ideal clustering situation in which the clusters are distinctly separated on two variables: quality consciousness (variable 1) and price sensitivity (variable 2). Note that each consumer falls into one cluster and there are no overlapping areas. Figure 25.2, on the other hand, presents a clustering situation more likely to be encountered in practice. In Figure 25.2, the boundaries for some of the clusters are not clear cut, and the classification of some consumers is not obvious because many of them could be grouped into one cluster or another.

Both cluster analysis and discriminant analysis are concerned with classification. Discriminant analysis, however, requires prior knowledge of the cluster or group membership for each object or case included, to develop the classification rule. In contrast, in cluster analysis there is no a priori information about the group or cluster membership for any of the objects. Groups or clusters are suggested by the data, not defined a priori. Cluster analysis has been used in marketing for a variety of purposes, including the following:

1. **An ideal clustering solution**

   ![Figure 25.1](image-url)
In a study examining decision-making patterns among international tourists, 260 participants provided information on six psychographic orientations: psychological, educational, social, relaxational, physiological and aesthetic. Cluster analysis was used to group participants into psychographic segments. The results suggested that there were three meaningful segments based upon their lifestyles. The first segment (53%) consisted of individuals who were high on nearly all lifestyle scales. This group was called the ‘demanders’. The second group (20%) was high on the educational scale and was named the ‘educationalists’. The last group (26%) was high on relaxation and low on social scales and was named the ‘escapists’. Specific marketing strategies were formulated to attract tourists in each segment. In order to recover from the aftermath of the economic downturn in 2008–2009, Thailand made a special effort to reach the ‘escapists’, as the country, with its many relaxation opportunities and natural beauty, would appeal the most to these tourists.
Before discussing the statistics associated with cluster analysis, it should be mentioned that most clustering methods are relatively simple procedures that are not supported by an extensive body of statistical reasoning. Rather, most clustering methods are heuristics, which are based on algorithms. Thus, cluster analysis contrasts sharply with analysis of variance, regression, discriminant analysis and factor analysis, which are based upon an extensive body of statistical reasoning. Although many clustering methods have important statistical properties, the fundamental simplicity of these methods needs to be recognised. The following statistics and concepts are associated with cluster analysis:

- **Agglomeration schedule.** An agglomeration schedule gives information on the objects or cases being combined at each stage of a hierarchical clustering process.
- **Cluster centroid.** The cluster centroid is the mean values of the variables for all the cases or objects in a particular cluster.
- **Cluster centres.** The cluster centres are the initial starting points in non-hierarchical clustering. Clusters are built around these centres or seeds.
- **Cluster membership.** This indicates the cluster to which each object or case belongs.
- **Dendrogram.** A dendrogram, or tree graph, is a graphical device for displaying clustering results. Vertical lines represent clusters that are joined together. The position of the line on the scale indicates the distances at which clusters were joined. The dendrogram is read from left to right. Figure 25.8, later in this chapter, is a dendrogram.
- **Distances between cluster centres.** These distances indicate how separated the individual pairs of clusters are. Clusters that are widely separated are distinct and therefore desirable.
- **Icicle diagram.** An icicle diagram is a graphical display of clustering results, so called because it resembles a row of icicles hanging from the eaves of a house. The columns correspond to the objects being clustered, and the rows correspond to the number of clusters. An icicle diagram is read from bottom to top. Figure 25.7, later in this chapter, is an icicle diagram.
- **Similarity/distance coefficient matrix.** A similarity/distance coefficient matrix is a lower triangular matrix containing pairwise distances between objects or cases.

### Conducting cluster analysis

The steps involved in conducting cluster analysis are listed in Figure 25.3. The first step is to formulate the clustering problem by defining the variables on which the clustering will be based. Then, an appropriate distance measure must be selected. The distance measure determines how similar or dissimilar the objects being clustered are. Several clustering procedures...

- **Reducing data.** Cluster analysis can be used as a general data reduction tool to develop clusters or subgroups of data that are more manageable than individual observations. Subsequent multivariate analysis is conducted on the clusters rather than on the individual observations. For example, to describe differences in consumers’ product usage behaviour, the consumers may first be clustered into groups. The differences among the groups may then be examined using multiple discriminant analysis.
have been developed, and the researcher should select one that is appropriate for the problem at hand. Deciding on the number of clusters requires judgement on the part of the researcher. The derived clusters should be interpreted in terms of the variables used to cluster them and profiled in terms of additional salient variables. Finally, the researcher must assess the validity of the clustering process.

**Formulate the problem**

Perhaps the most important part of formulating the clustering problem is selecting the variables on which the clustering is based. Inclusion of even one or two irrelevant variables may distort an otherwise useful clustering solution. Basically, the set of variables selected should describe the similarity between objects in terms that are relevant to the marketing research problem. The variables should be selected based on past research, theory or a consideration of the hypotheses being developed or tested. If cluster analysis is used as an exploratory approach, the researcher naturally exercises their judgement and intuition.

To illustrate, we consider a clustering of consumers based on attitudes towards shopping. Based on past research, six attitudinal variables were identified as being the most relevant to the marketing research problem. Consumers were asked to express their degree of agreement with the following statements on a seven-point scale (1 = disagree, 7 = agree):

\[
\begin{align*}
V_1 & \quad \text{Shopping is fun.} \\
V_2 & \quad \text{Shopping is bad for your budget.} \\
V_3 & \quad \text{I combine shopping with eating out.} \\
V_4 & \quad \text{I try to get the best buys while shopping.} \\
V_5 & \quad \text{I don’t care about shopping.} \\
V_6 & \quad \text{You can save a lot of money by comparing prices.}
\end{align*}
\]

Data obtained from a pre-test sample of 20 participants are shown in Table 25.1. Note that, in practice, clustering is done on much larger samples of 100 or more, but here a small sample size has been used to illustrate the clustering process.
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Select a distance measure

Because the objective of clustering is to group similar objects together, some measure is needed to assess how similar or different the objects are. The most common approach is to measure similarity in terms of distance between pairs of objects. Objects with smaller distances between them are more similar to each other than are those at larger distances. There are several ways to compute the distance between two objects.9

The most commonly used measure of similarity is the Euclidean distance or its square. The Euclidean distance is the square root of the sum of the squared differences in values for each variable. Other distance measures are also available. The city-block or Manhattan distance between two objects is the sum of the absolute differences in values for each variable. The Chebychev distance between two objects is the maximum absolute difference in values for any variable. For our example, we use the squared Euclidean distance.

If the variables are measured in vastly different units, the clustering solution will be influenced by the units of measurement. In a supermarket shopping study, attitudinal variables may be measured on a nine-point Likert-type scale; patronage, in terms of frequency of visits per month and the amount spent; and brand loyalty, in terms of percentage of grocery shopping expenditure allocated to the favourite supermarket. In these cases, before clustering participants, we must standardise the data by rescaling each variable to have a mean of 0 and a standard deviation of 1. Although standardisation can remove the influence of the unit of measurement, it can also reduce the differences between groups on variables that may best discriminate groups or clusters. It is also desirable to eliminate outliers (cases with atypical values).10

Use of different distance measures may lead to different clustering results. Hence, it is advisable to use different measures and to compare the results. Having selected a distance or similarity measure, we can next select a clustering procedure.

<table>
<thead>
<tr>
<th>Case number</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>
Select a clustering procedure

Figure 25.4 is a classification of clustering procedures. Clustering procedures can be hierarchical or non-hierarchical, or other procedures. **Hierarchical clustering** is characterised by the development of a hierarchy or treelike structure. Hierarchical methods can be agglomerative or divisive. **Agglomerative clustering** starts with each object in a separate cluster. Clusters are formed by grouping objects into bigger and bigger clusters. This process is continued until all objects are members of a single cluster. **Divisive clustering** starts with all the objects grouped in a single cluster. Clusters are divided or split until each object is in a separate cluster.

Agglomerative methods are commonly used in marketing research. They consist of linkage methods, error sums of squares or variance methods, and centroid methods. **Linkage methods** include single linkage, complete linkage and average linkage. The **single linkage** method is based on minimum distance, or the nearest neighbour rule. The first two objects clustered are those that have the smallest distance between them. The next shortest distance is identified, and either the third object is clustered with the first two or a new two-object cluster is formed. At every stage, the distance between two clusters is the distance between their two closest points (see Figure 25.5). Two clusters are merged at any stage by the single shortest link between them. This process is continued until all objects are in one cluster. The single linkage method does not work well when the clusters are poorly defined. The **complete linkage** method is similar to single linkage, except that it is based on the maximum distance, or the farthest neighbour approach. In complete linkage, the distance between two clusters is calculated as the distance between their two farthest points (see Figure 25.5). The **average linkage** method works similarly. In this method, however, the distance between two clusters is defined as the average of the distances between all pairs of objects, where one member of the pair is from each of the clusters (Figure 25.5). As can be seen, the average linkage method uses information on all pairs of distances, not merely the minimum or maximum distances. For this reason, it is usually preferred to the single and complete linkage methods.
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The variance methods attempt to generate clusters to minimise the within-cluster variance. A commonly used variance method is Ward’s procedure. For each cluster, the means for all the variables are computed. Then, for each object, the squared Euclidean distance to the cluster means is calculated (Figure 25.6), and these distances are summed for all the objects. At each stage, the two clusters with the smallest increase in the overall sum of squares within cluster distances are combined. In the centroid method, the distance between two clusters is the distance between their centroids (means for all the variables), as shown in Figure 25.6. Every time objects are grouped, a new centroid is computed. Of the hierarchical methods, the average linkage method and Ward’s procedure have been shown to perform better than the other procedures.11

The second type of clustering procedures, the non-hierarchical clustering methods, are frequently referred to as k-means clustering. These methods include sequential threshold, parallel threshold and optimising partitioning. In the sequential threshold method, a cluster centre is selected and all objects within a pre-specified threshold value from the centre are grouped together. A new cluster centre or seed is then selected, and the process is repeated for the unclustered points. Once an object is clustered with a seed, it is no longer considered for clustering with subsequent seeds. The parallel threshold method operates similarly, except that several cluster centres are selected simultaneously and objects within the threshold level are grouped with the nearest centre. The optimising partitioning method differs from the two threshold procedures in that objects can later be reassigned to clusters to optimise an overall criterion, such as average within-cluster distance for a given number of clusters.

Two major disadvantages of the non-hierarchical procedures are that the number of clusters must be pre-specified and that the selection of cluster centres is arbitrary. Furthermore, the clustering results may depend on how the centres are selected. Many non-hierarchical programs select the first $k$ cases ($k =$ number of clusters) without missing values as initial cluster centres. Thus, the clustering results may depend on the order of observations in the
data. Yet non-hierarchical clustering is faster than hierarchical methods and has merit when the number of objects or observations is large. It has been suggested that the hierarchical and non-hierarchical methods be used in tandem. First, an initial clustering solution is obtained using a hierarchical procedure, such as average linkage or Ward’s. The number of clusters and cluster centroids so obtained are used as inputs to the optimising partitioning method.\footnote[12]{The hierarchical and non-hierarchical methods be used in tandem.}

Other clustering procedures are also available; one of particular interest is TwoStep cluster analysis. This procedure can automatically determine the optimal number of clusters by comparing the values of model-choice criteria across different clustering solutions. It also has the ability to create cluster models based on categorical and continuous variables. In addition to Euclidean distance, the TwoStep procedure also uses the log-likelihood measure. The log-likelihood measure places a probability distribution on the variables. It also accommodates two clustering criteria: Schwarz’s Bayesian Information Criterion (BIC) or the Akaike Information Criterion (AIC).\footnote[13]{The log-likelihood measure places a probability distribution on the variables.}

The choice of a clustering method and the choice of a distance measure are interrelated. For example, squared Euclidean distances should be used with Ward’s and the centroid methods. Several non-hierarchical procedures also use squared Euclidean distances. In the TwoStep procedure, the Euclidean measure can be used only when all of the variables are continuous.

We will use Ward’s procedure to illustrate hierarchical clustering. The output obtained by clustering the data of Table 25.1 is given in Table 25.2. Useful information is contained in the agglomeration schedule, which shows the number of cases or clusters being combined at each stage. The first line represents stage 1, with 19 clusters. Participants 14 and 16 are combined at this stage, as shown in the columns labelled ‘Clusters combined’. The squared Euclidean distance between these two participants is given under the column labelled ‘Coefficients’. The columns entitled ‘Stage cluster first appears’ indicate the stage at which a cluster is first formed. To illustrate, an entry of 1 at stage 6 indicates that participant 14 was first grouped at stage 1. The last column, ‘Next stage’, indicates the stage at which another case (participant) or cluster is combined with this one. Because the number in the first line of the last column is 6, we see that, at stage 6, participant 10 is combined with 14 and 16 to form a single cluster. Similarly, the second line represents stage 2 with 18 clusters. In stage 2, participants 6 and 7 are grouped together.

Another important part of the output is contained in the icicle plot, given in Figure 25.7. The columns correspond to the objects being clustered; in this case, they are the participants labelled 1 to 20. The rows correspond to the number of clusters. This figure is read from bottom to top.
### Table 25.2: Results of hierarchical clustering

<table>
<thead>
<tr>
<th>Case processing summary&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Valid</strong></td>
<td><strong>Missing</strong></td>
<td><strong>Total</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
<td>N</td>
</tr>
<tr>
<td>20</td>
<td>100.0</td>
<td>0</td>
<td>0.0</td>
<td>20</td>
</tr>
</tbody>
</table>

<sup>a</sup> Squared Euclidean distance used.

<sup>b</sup> Ward linkage.

### Ward linkage: agglomeration schedule

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Coefficients</th>
<th>Stage cluster first appears</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>16</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>7</td>
<td>2.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>13</td>
<td>3.500</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>11</td>
<td>5.000</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>8</td>
<td>6.500</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>14</td>
<td>8.167</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>12</td>
<td>10.500</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>20</td>
<td>13.000</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>10</td>
<td>15.583</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>6</td>
<td>18.500</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>9</td>
<td>23.000</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>19</td>
<td>27.500</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>17</td>
<td>33.100</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>15</td>
<td>41.333</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>5</td>
<td>51.833</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>3</td>
<td>64.500</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>18</td>
<td>79.667</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>4</td>
<td>172.667</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>2</td>
<td>328.600</td>
<td></td>
</tr>
</tbody>
</table>

### Cluster membership

<table>
<thead>
<tr>
<th>Number of clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
</tbody>
</table>
At first, all cases are considered as individual clusters. Since there are 20 participants, there are 20 initial clusters. At the first step, the two closest objects are combined, resulting in 19 clusters. The last line of Figure 25.7 shows these 19 clusters. The two cases, participants 14 and 16, that have been combined at this stage have no blank space separating them. Row number 18 corresponds to the next stage, with 18 clusters. At this stage, participants 6 and 7 are grouped together. Thus, at this stage there are 18 clusters; 16 of them consist of individual participants, and 2 contain two participants each. Each subsequent step leads to the formation of a new cluster in one of three ways: (1) two individual cases are grouped together; (2) a case is joined to an already existing cluster; or (3) two clusters are grouped together.

Another graphic device that is useful in displaying clustering results is the dendrogram (see Figure 25.8). The dendrogram is read from left to right. Vertical lines represent clusters that are joined together. The position of the line on the scale indicates the distances at which clusters were joined. Because many distances in the early stages are of similar magnitude, it is difficult to tell the sequence in which some of the early clusters are formed. It is clear, however, that in the last two stages the distances at which the clusters are being combined are large. This information is useful in deciding on the number of clusters.

It is also possible to obtain information on cluster membership of cases if the number of clusters is specified. Although this information can be discerned from the icicle plot, a tabular display is helpful. Table 25.2 contains the cluster membership for the cases, depending on whether the final solution contains two, three or four clusters. Information of this type can be obtained for any number of clusters and is useful for deciding on the number of clusters.

### Decide on the number of clusters

A major issue in cluster analysis is deciding on the number of clusters. Although there are no hard and fast rules, some guidelines are available:

<table>
<thead>
<tr>
<th>Case</th>
<th>Number of clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>19</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>16</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>14</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>13</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>12</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>11</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>10</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>9</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>8</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>7</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>6</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>5</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>4</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>3</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>2</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
<tr>
<td>1</td>
<td>X X X X X X X X X X X X X X X X X X X X X X X</td>
</tr>
</tbody>
</table>
Theoretical, conceptual or practical considerations may suggest a certain number of clusters. For example, if the purpose of clustering is to identify market segments, management may want a particular number of clusters.

In hierarchical clustering, the distances at which clusters are combined can be used as criteria. This information can be obtained from the agglomeration schedule or from the dendrogram. In our case, we see from the agglomeration schedule in Table 25.2 that the value in the ‘Coefficients’ column suddenly more than doubles between stages 17 (three clusters) and 18 (two clusters). Likewise, at the last two stages of the dendrogram in Figure 25.8, the clusters are being combined at large distances. Therefore, it appears that a three-cluster solution is appropriate.

In non-hierarchical clustering, the ratio of total within-group variance to between-group variance can be plotted against the number of clusters. The point at which an elbow or a sharp bend occurs indicates an appropriate number of clusters. Increasing the number of clusters beyond this point is usually not worthwhile.

The relative sizes of the clusters should be meaningful. In Table 25.2, by making a simple frequency count of cluster membership, we see that a three-cluster solution results in clusters with eight, six and six elements. If we go to a four-cluster solution, however, the sizes of the clusters are eight, six, five and one. It is not meaningful to have a cluster with only one case, so a three-cluster solution is preferable in this situation.

**Interpret and profile clusters**

Interpreting and profiling clusters involves examining the cluster centroids. The centroids represent the mean values of the objects contained in the cluster on each of the variables. The centroids enable us to describe each cluster by assigning it a name or label. If the clustering program does not print this information, it may be obtained through discriminant analysis. Table 25.3 gives the centroids or mean values for each cluster in our example. Cluster 1 has relatively high values on variables $V_1$ (Shopping is fun) and $V_3$ (I combine shopping with
eating out). It also has a low value on \( V_5 \) (I don’t care about shopping). Hence cluster 1 could be labelled ‘fun-loving and concerned shoppers’. This cluster consists of cases 1, 3, 6, 7, 8, 12, 15 and 17. Cluster 2 is just the opposite, with low values on \( V_1 \) and \( V_3 \) and a high value on \( V_5 \); this cluster could be labelled ‘apathetic shoppers’. Members of cluster 2 are cases 2, 5, 9, 11, 13 and 20. Cluster 3 has high values on \( V_2 \) (Shopping is bad for your budget), \( V_4 \) (I try to get the best buys while shopping) and \( V_6 \) (You can save a lot of money by comparing prices). Thus, this cluster could be labelled ‘economical shoppers’. Cluster 3 is composed of cases 4, 10, 14, 16, 18 and 19.

<table>
<thead>
<tr>
<th>Table 25.3</th>
<th>Cluster centroids</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Means of variables</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Cluster number</strong></td>
<td>( V_1 )</td>
</tr>
<tr>
<td>1</td>
<td>5.750</td>
</tr>
<tr>
<td>2</td>
<td>1.667</td>
</tr>
<tr>
<td>3</td>
<td>3.500</td>
</tr>
</tbody>
</table>

It is often helpful to profile the clusters in terms of variables that were not used for clustering, such as demographic, psychographic, product usage, media usage or other variables. For example, the clusters may have been derived based on benefits sought. Further profiling may be done in terms of demographic and psychographic variables to target marketing efforts for each cluster. The variables that significantly differentiate between clusters can be identified via discriminant analysis and one-way analysis of variance.

**Assess the reliability and validity**

Given the several judgements entailed in cluster analysis, no clustering solution should be accepted without some assessment of its reliability and validity. Formal procedures for assessing the reliability and validity of clustering solutions are complex and not fully defensible.\(^{14}\) Hence, we omit them here. The following procedures, however, provide adequate checks on the quality of clustering results. These are vital if managers are to appreciate what constitutes robust clustering solutions.\(^ {15}\)

1. Perform cluster analysis on the same data using different distance measures. Compare the results across measures to determine the stability of the solutions.
2. Use different methods of clustering and compare the results.
3. Split the data randomly into halves. Perform clustering separately on each half. Compare cluster centroids across the two subsamples.
4. Delete variables randomly. Perform clustering based on the reduced set of variables. Compare the results with those obtained by clustering based on the entire set of variables.
5. In non-hierarchical clustering, the solution may depend on the order of cases in the data set. Make multiple runs using different orders of cases until the solution stabilises.

We further illustrate hierarchical clustering with a study of differences in marketing strategy among British, Japanese and American companies.
Data for a study of British, Japanese and American competitors were obtained from detailed face-to-face interviews with chief executives and top marketing decision makers for defined product groups in 90 companies. To control for market differences, the methodology was based upon matching 30 British companies with their major Japanese and American competitors in the British market. The study involved 30 triads of companies, each composed of a British, Japanese and American business that competed directly with one another. Most of the data on the characteristics of the companies’ performance, strategy and organisation were collected on five-point semantic differential scales. The first stage of the analysis involved factor analysis of variables describing the firms’ strategies and marketing activities. The factor scores were used to identify groups of similar companies using Ward’s hierarchical clustering routine. A six-cluster solution was developed.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Innovators</td>
<td>Quality marketers</td>
<td>Price promoters</td>
<td>Product marketers</td>
<td>Mature marketers</td>
<td>Aggressive pushers</td>
</tr>
<tr>
<td>Size</td>
<td>22</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>Successful (%)</td>
<td>55</td>
<td>100</td>
<td>36</td>
<td>38</td>
<td>77</td>
<td>41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nationality (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>British</td>
</tr>
<tr>
<td>Japanese</td>
</tr>
<tr>
<td>American</td>
</tr>
</tbody>
</table>

Membership in the six clusters was then interpreted against the original performance, strategy and organisational variables. All the clusters contained some successful companies, although some contained significantly more than others. The clusters lent support to the hypothesis that successful companies were similar irrespective of nationality, since British, Japanese and American companies were found in all the clusters. There was, however, a preponderance of Japanese companies in the more successful clusters and a predominance of British companies in the two least successful clusters. Apparently, Japanese companies did not deploy strategies that were unique to them; rather, more of them pursued strategies that worked effectively in the British market. The findings indicated that there were generic strategies that described successful companies, irrespective of their industry. Three successful strategies could be identified. The first was the quality marketing strategy. These companies had strengths in marketing and research and development. They concentrated their technical developments on achieving high quality rather than pure innovation. These companies were characterised by entrepreneurial organisations, long-range planning and a well-communicated sense of mission. The second generic strategy was that of the innovators, who were weaker on advanced research and development but were entrepreneurial and driven by a quest for innovation. The last successful group were the mature marketers, who were highly profit oriented and had in-depth marketing skills. All three appeared to consist of highly marketing-oriented businesses.
Applications of non-hierarchical clustering

We illustrate the non-hierarchical procedure using the data in Table 25.1 and an optimising partitioning method. Based on the results of hierarchical clustering, a three-cluster solution was pre-specified. The results are presented in Table 25.4.

<table>
<thead>
<tr>
<th>Initial cluster centres</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster centres</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Cluster</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>V₁</td>
</tr>
<tr>
<td>V₂</td>
</tr>
<tr>
<td>V₃</td>
</tr>
<tr>
<td>V₄</td>
</tr>
<tr>
<td>V₅</td>
</tr>
<tr>
<td>V₆</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Iteration history*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in cluster centres</td>
</tr>
<tr>
<td><strong>Iteration</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

*Convergence achieved due to no or small distance change. The maximum distance by which any centre has changed is 0.000. The current iteration is 2. The minimum distance between initial centres is 7.746.

<table>
<thead>
<tr>
<th>Cluster membership</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case number</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
</tbody>
</table>
Table 25.4 Continued

### Final cluster centres

<table>
<thead>
<tr>
<th>Cluster</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>V₁</td>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>V₂</td>
<td>6</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>V₃</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>V₄</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>V₅</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>V₆</td>
<td>6</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

### Distances between final cluster centres

<table>
<thead>
<tr>
<th>Cluster</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5.568</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5.698</td>
<td>6.928</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Analysis of variance

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cluster mean square</th>
<th>df</th>
<th>Error mean square</th>
<th>df</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>V₁</td>
<td>29.108</td>
<td>2</td>
<td>0.608</td>
<td>17</td>
<td>47.888</td>
<td>0</td>
</tr>
<tr>
<td>V₂</td>
<td>13.546</td>
<td>2</td>
<td>0.63</td>
<td>17</td>
<td>21.505</td>
<td>0</td>
</tr>
<tr>
<td>V₃</td>
<td>31.392</td>
<td>2</td>
<td>0.833</td>
<td>17</td>
<td>37.67</td>
<td>0</td>
</tr>
<tr>
<td>V₄</td>
<td>15.713</td>
<td>2</td>
<td>0.728</td>
<td>17</td>
<td>21.585</td>
<td>0</td>
</tr>
<tr>
<td>V₅</td>
<td>22.537</td>
<td>2</td>
<td>0.816</td>
<td>17</td>
<td>27.614</td>
<td>0</td>
</tr>
<tr>
<td>V₆</td>
<td>12.171</td>
<td>2</td>
<td>1.071</td>
<td>17</td>
<td>11.363</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The F tests should be used only for descriptive purposes because the clusters have been chosen to maximise the differences among cases in different clusters. The observed significance levels are not corrected for this and thus cannot be interpreted as tests of the hypothesis that the cluster means are equal.

### Number of cases in each cluster

<table>
<thead>
<tr>
<th>Cluster</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
</tr>
</tbody>
</table>

The ‘Initial cluster centres’ are the values of three randomly selected cases. In some programs, the first three cases are selected. The classification cluster centres are interim centres used for the assignment of cases. Each case is assigned to the nearest classification cluster.
centre. The classification centres are updated until the stopping criteria are reached. The ‘Final cluster centres’ represent the variable means for the cases in the final clusters. In SPSS, these are rounded to the nearest integer.

Table 25.4 also displays ‘Cluster membership’ and the distance between each case and its classification centre. Note that the cluster memberships given in Table 25.2 (hierarchical clustering) and Table 25.4 (non-hierarchical clustering) are identical. (Cluster 1 of Table 25.2 is labelled cluster 3 in Table 25.4, and cluster 3 of Table 25.2 is labelled cluster 1 in Table 25.4.) The ‘Distances between the final cluster centres’ indicate that the pairs of clusters are well separated. The univariate $F$ test for each clustering variable is presented. These $F$ tests are only descriptive. Because the cases or objects are systematically assigned to clusters to maximise differences on the clustering variables, the resulting probabilities should not be interpreted as testing the null hypothesis of no differences among clusters.

The following example of hospital choice further illustrates non-hierarchical clustering.

---

**Real research**

**Segmentation with surgical precision**

Cluster analysis was used to classify and segment participants, based upon their preferences for hospitals that provide inpatient care. The clustering was based on the reasons participants gave for preferring a particular hospital. The demographic profiles of the grouped participants were compared to learn whether the segments could be identified more efficiently. The $k$-means clustering method (SPSS) was used for grouping the participants based on their answers to the hospital preference items. The squared Euclidean distances between all clustering variables were minimised. Because different individuals perceive scales of importance differently, each individual’s ratings were normalised before clustering. The results indicated that the participants could be best classified into four clusters. The cross-validation procedure for cluster analysis was run twice, on halves of the total sample. As expected, the four groups differed substantially by their distributions and average responses to the reasons for their hospital preferences. The names assigned to the four groups reflected the demographic characteristics and reasons for hospital preferences: ‘old-fashioned’, ‘affluent’, ‘value conscious’ and ‘professional want-it-alls’.

---

**Applications of TwoStep clustering**

The data of Table 25.1 were also analysed using the TwoStep procedure in SPSS. Since all of the variables were continuous, we used the Euclidean distance measure. The clustering criterion was the Akaike Information Criterion (AIC). The number of clusters was determined automatically. The results are shown in Table 25.5. As can be seen, the three-cluster solution was obtained, similar to that in hierarchical and non-hierarchical clustering. Note that the AIC is at a minimum (97.594) for a three-cluster solution. A comparison of cluster centroids in Table 25.5 with those in Table 25.3 shows that cluster 1 of Table 25.5 corresponds to cluster 2 in Table 25.3 (hierarchical clustering), cluster 2 of Table 25.5 corresponds to cluster 3 of Table 25.3 and cluster 3 of TwoStep corresponds to cluster 1.
Table 25.5 Results of TwoStep clustering

### Auto-clustering

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>Akaikе’s information criterion (AIC)</th>
<th>AIC change&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Ratio of AIC changes&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Ratio of distance measures&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>104.140</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>101.171</td>
<td>−2.969</td>
<td>1.000</td>
<td>0.847</td>
</tr>
<tr>
<td>3</td>
<td>97.594</td>
<td>−3.577</td>
<td>1.205</td>
<td>0.847</td>
</tr>
<tr>
<td>4</td>
<td>116.896</td>
<td>−19.302</td>
<td>−7.577</td>
<td>0.847</td>
</tr>
<tr>
<td>5</td>
<td>138.230</td>
<td>−21.335</td>
<td>−7.787</td>
<td>0.847</td>
</tr>
<tr>
<td>6</td>
<td>158.586</td>
<td>−20.755</td>
<td>−6.502</td>
<td>0.847</td>
</tr>
<tr>
<td>7</td>
<td>179.340</td>
<td>−6.991</td>
<td>1.205</td>
<td>0.847</td>
</tr>
<tr>
<td>8</td>
<td>201.628</td>
<td>−7.508</td>
<td>1.000</td>
<td>0.847</td>
</tr>
<tr>
<td>9</td>
<td>224.055</td>
<td>−7.555</td>
<td>1.111</td>
<td>0.847</td>
</tr>
<tr>
<td>10</td>
<td>246.522</td>
<td>−7.568</td>
<td>1.588</td>
<td>0.847</td>
</tr>
<tr>
<td>11</td>
<td>269.570</td>
<td>−7.764</td>
<td>1.001</td>
<td>0.847</td>
</tr>
<tr>
<td>12</td>
<td>292.718</td>
<td>−7.798</td>
<td>1.055</td>
<td>0.847</td>
</tr>
<tr>
<td>13</td>
<td>316.120</td>
<td>−7.883</td>
<td>1.002</td>
<td>0.847</td>
</tr>
<tr>
<td>14</td>
<td>339.223</td>
<td>−7.782</td>
<td>1.044</td>
<td>0.847</td>
</tr>
<tr>
<td>15</td>
<td>362.650</td>
<td>−7.892</td>
<td>1.004</td>
<td>0.847</td>
</tr>
</tbody>
</table>

<sup>a</sup>The changes are from the previous number of clusters in the table.

<sup>b</sup>The ratios of changes are relative to the change for the two-cluster solution.

<sup>c</sup>The ratios of distance measures are based on the current number of clusters against the previous number of clusters.

### Cluster distribution

<table>
<thead>
<tr>
<th>Cluster</th>
<th>N</th>
<th>% of combined</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Combined</td>
<td>20</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Centroids

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Fun</th>
<th>Bad for budget</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std deviation</td>
</tr>
<tr>
<td>1</td>
<td>1.67</td>
<td>0.516</td>
</tr>
<tr>
<td>2</td>
<td>3.50</td>
<td>0.548</td>
</tr>
<tr>
<td>3</td>
<td>5.75</td>
<td>1.035</td>
</tr>
<tr>
<td>Combined</td>
<td>3.85</td>
<td>1.899</td>
</tr>
</tbody>
</table>
Sometimes cluster analysis is also used for clustering variables to identify homogeneous groups. In this instance, the units used for analysis are the variables, and the distance measures are computed for all pairs of variables. For example, the correlation coefficient, either the absolute value or with the sign, can be used as a measure of similarity (the opposite of distance) between variables.

Hierarchical clustering of variables can aid in the identification of unique variables, or variables that make a unique contribution to the data. Clustering can also be used to reduce the number of variables. Associated with each cluster is a linear combination of the variables in the cluster, called the *cluster component*. A large set of variables can often be replaced by the set of cluster components with little loss of information. A given number of cluster components does not generally explain as much variance as the same number of principal components, however. Why, then, should the clustering of variables be used? Cluster components are usually easier to interpret than the principal components, even if the latter are rotated. We illustrate the clustering of variables with an example from advertising research.

**Table 25.5**

<table>
<thead>
<tr>
<th>Centroids</th>
<th>Eating out</th>
<th>Best buys</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
<td>Mean</td>
<td>Std deviation</td>
</tr>
<tr>
<td>1</td>
<td>1.83</td>
<td>0.753</td>
</tr>
<tr>
<td>2</td>
<td>3.33</td>
<td>0.816</td>
</tr>
<tr>
<td>3</td>
<td>6.00</td>
<td>1.089</td>
</tr>
<tr>
<td>Combined</td>
<td>3.95</td>
<td>2.012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Centroids</th>
<th>Don’t care</th>
<th>Compare prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
<td>Mean</td>
<td>Std deviation</td>
</tr>
<tr>
<td>1</td>
<td>5.50</td>
<td>1.049</td>
</tr>
<tr>
<td>2</td>
<td>3.50</td>
<td>0.837</td>
</tr>
<tr>
<td>3</td>
<td>1.80</td>
<td>0.835</td>
</tr>
<tr>
<td>Combined</td>
<td>3.45</td>
<td>1.761</td>
</tr>
</tbody>
</table>

Interpretation and implications are similar to those discussed earlier. In this case all three methods (hierarchical, non-hierarchical and TwoStep) give similar results. In other cases, different methods may yield different results. It is a good idea to analyse a given data set using different methods to examine the stability of clustering solutions.
As it faced stiff competition in digital cameras, Nikon (www.nikon.com) was marketing its Coolpix line with the tag lines ‘passion made powerful’, ‘brilliance made beautiful’ and ‘memories made easy’. The advertising campaign was designed to evoke emotional feelings in consumers. Nikon based this campaign on a study conducted to identify feelings that were intuitively evoked. A total of 655 feelings were reduced to a set of 180 that were judged by participants to be most likely to be stimulated by advertising. This group was clustered on the basis of judgements of similarity between feelings, resulting in 31 ‘feelings’ clusters. These were divided into 16 positive and 15 negative clusters, as shown in the table.

<table>
<thead>
<tr>
<th>Positive feelings</th>
<th>Negative feelings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Playful/childish</td>
<td>1 Fear</td>
</tr>
<tr>
<td>2 Friendly</td>
<td>2 Bad/sick</td>
</tr>
<tr>
<td>3 Humorous</td>
<td>3 Confused</td>
</tr>
<tr>
<td>4 Delighted</td>
<td>4 Indifferent</td>
</tr>
<tr>
<td>5 Interested</td>
<td>5 Bored</td>
</tr>
<tr>
<td>6 Strong/confident</td>
<td>6 Sad</td>
</tr>
<tr>
<td>7 Warm/tender</td>
<td>7 Anxious</td>
</tr>
<tr>
<td>8 Relaxed</td>
<td>8 Helpless/timid</td>
</tr>
<tr>
<td>9 Energetic/impulsive</td>
<td>9 Ugly/stupid</td>
</tr>
<tr>
<td>10 Eager/excited</td>
<td>10 Pity/deceived</td>
</tr>
<tr>
<td>11 Contemplative</td>
<td>11 Mad</td>
</tr>
<tr>
<td>12 Pride</td>
<td>12 Disagreeable</td>
</tr>
<tr>
<td>13 Persuaded/expectant</td>
<td>13 Disgusted</td>
</tr>
<tr>
<td>14 Vigorous/challenged</td>
<td>14 Irritated</td>
</tr>
<tr>
<td>15 Amazed</td>
<td>15 Moody/frustrated</td>
</tr>
<tr>
<td>16 Set/informed</td>
<td></td>
</tr>
</tbody>
</table>

Thus, 655 feelings responses to advertising were reduced to a core set of 31 feelings. In this way, advertisers now have a manageable set of feelings for understanding and measuring responses to advertising. When measured, these feelings can provide information on a commercial’s ability to persuade target consumers, as in the case of Nikon cameras.

Cluster analysis in its various forms is a widely used technique, as further illustrated in the following two examples. The first example illustrates an application in the context of international marketing research. The second example shows how cluster analysis can be used in researching ethical evaluations.
Real research

Perceived product parity – once rarity, now reality

How do consumers in different countries perceive brands in different product categories? Surprisingly, the answer is that the product perception parity rate is quite high. Perceived product parity means that consumers perceive all/most of the brands in a product category as similar to each other, or at par. A study by BBDO Worldwide (www.bbdo.com) showed that two-thirds of consumers surveyed in 28 countries considered brands in 13 product categories to be at parity. The product categories ranged from airlines to credit cards to coffee. Perceived parity averaged 63% for all categories in all countries. The Japanese had the highest perception of parity across all product categories at 99%, and the Colombians the lowest at 28%. Viewed by product category, credit cards had the highest parity perception at 76% and cigarettes the lowest at 52%.

BBDO clustered the countries based on product parity perceptions to arrive at clusters that exhibited similar levels and patterns of parity perceptions. The highest perception parity figure came from the Asia–Pacific region (83%) (which included Australia, Japan, Malaysia and South Korea), and also France. It was no surprise that France was in this list because, for most products, it used highly emotional, visual advertising that was ‘feelings oriented’. The next cluster was US-influenced markets (65%), which included Argentina, Canada, Hong Kong, Kuwait, Mexico, Singapore and the USA. The third cluster, primarily European countries (60%), included Austria, Belgium, Denmark, Italy, the Netherlands, South Africa, Spain, the UK and Germany. What all this means is that in order to differentiate a brand, advertising cannot just focus on product performance, but also must relate the product to the consumer’s life in an important way. Also, much greater marketing effort would be required in the Asia–Pacific region and France in order to differentiate the brand from the competition and establish a unique image.

Real research

Clustering marketing professionals based on ethical evaluations

Cluster analysis can be used to explain differences in ethical perceptions by using a large, multi-item, multidimensional scale developed to measure how ethical different situations are. One such scale was developed by Reidenbach and Robin. This scale has 29 items that compose five dimensions that measure how a participant judges a certain action. To illustrate, a given participant will read about a researcher who has provided proprietary information on one of their clients to another client. The participant is then asked to complete the 29-item ethics scale. For example, the participant marks the following semantic differential scale to indicate if this action is:

Just: ___ : ___ : ___ : ___ : ___ : ___ Unjust
Traditionally acceptable: ___ : ___ : ___ : ___ : ___ : ___ Unacceptable
Violates: ___ : ___ : ___ : ___ : ___ Does not violate an unwritten contract

The scale could be administered to a sample of marketing professionals. By clustering participants based on these 29 items, two important questions could be investigated. First, how do the clusters differ with respect to five ethical dimensions that have been recognised, i.e. ‘Justice’, ‘Relativist’, ‘Egoism’, ‘Utilitarianism’ and ‘Deontology’? Second, what types of firms compose each cluster? The participants in the clusters could be described in terms of their industrial category, size and profitability. Answers to these questions should provide insight into the differences between types of firms in their use of criteria to evaluate ethical situations.
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Practise data analysis with SPSS

SPSS Windows and Mac

In SPSS, the main program for hierarchical clustering of objects or cases is HIERARCHICAL CLUSTER. Different distance measures can be computed, and all the hierarchical clustering procedures discussed here are available. For non-hierarchical clustering, the K-MEANS CLUSTER program can be used. This program is particularly helpful for clustering a large number of cases. The TWOSTEP CLUSTER procedure is also available. To select these procedure, click:

Analyze>Classify>Hierarchical Cluster . . .
Analyze>Classify>K-Means Cluster . . .
Analyze>Classify>TwoStep Cluster . . .

The following are the detailed steps for running hierarchical cluster analysis on the attitudinal data (V₁ to V₆) of Table 25.1:

1. Select ANALYZE from the SPSS menu bar.
2. Click CLASSIFY and then HIERARCHICAL CLUSTER.
4. In the CLUSTER box check CASES (default option). In the DISPLAY box check STATISTICS and PLOTS (default options).
5. Click STATISTICS. In the pop-up window, check AGGLOMERATION SCHEDULE. In the CLUSTER MEMBERSHIP box check RANGE OF SOLUTIONS. Then for MINIMUM NUMBER OF CLUSTERS enter ‘2’, and for MAXIMUM NUMBER OF CLUSTERS enter ‘4’. Click CONTINUE.
6. Click PLOTS. In the pop-up window, check DENDROGRAM. In the ICICLE box check ALL CLUSTERS (default). In the ORIENTATION box, check VERTICAL. Click CONTINUE.
7. Click METHOD. For CLUSTER METHOD select WARD’S METHOD. In the MEASURE box check INTERVAL and select SQUARED EUCLIDEAN DISTANCE. Click CONTINUE.
8. Click OK.

The procedure for clustering of variables is the same as that for hierarchical clustering except that, in step 4, in the CLUSTER box check VARIABLES.

The following are the detailed steps for running non-hierarchical (k-means) cluster analysis on the attitudinal data (V₁ to V₆) of Table 25.1:

1. Select ANALYZE from the SPSS menu bar.
2. Click CLASSIFY and then K-MEANS CLUSTER.
4. For NUMBER OF CLUSTERS select 3.
5. Click OPTIONS. In the pop-up window, in the STATISTICS box check INITIAL CLUSTER CENTERS and CLUSTER INFORMATION FOR EACH CASE. Click CONTINUE.
6. Click OK.
The following are the detailed steps for running TwoStep cluster analysis on the attitudinal data ($V_1$ to $V_6$) of Table 25.1:

1. Select ANALYZE from the SPSS menu bar.
2. Click CLASSIFY and then TWOSTEP CLUSTER.
4. For DISTANCE MEASURE select EUCLIDEAN.
5. For NUMBER OF CLUSTERS select DETERMINE AUTOMATICALLY.
6. For CLUSTERING CRITERION select AKAIKE’S INFORMATION CRITERION (AIC).
7. Click OK.

**Summary**

Cluster analysis is used for classifying objects or cases, and sometimes variables, into relatively homogeneous groups. The groups or clusters are suggested by the data and are not defined a priori.

The variables on which the clustering is based should be selected based on past research, theory, the hypotheses being tested, or the judgement of the researcher. An appropriate measure of distance or similarity should be selected. The most commonly used measure is the Euclidean distance or its square.

Clustering procedures may be hierarchical or non-hierarchical. Hierarchical clustering is characterised by the development of a hierarchy or treelike structure. Hierarchical methods can be agglomerative or divisive. Agglomerative methods consist of linkage methods, variance methods and centroid methods. Linkage methods are composed of single linkage, complete linkage and average linkage. A commonly used variance method is Ward’s procedure. The non-hierarchical methods are frequently referred to as $k$-means clustering. These methods can be classified as sequential threshold, parallel threshold and optimising partitioning. Hierarchical and non-hierarchical methods can be used in tandem. The TwoStep procedure can automatically determine the optimal number of clusters by comparing the values of model-choice criteria across different clustering solutions. The choice of a clustering procedure and the choice of a distance measure are interrelated.

The number of clusters may be based on theoretical, conceptual or practical considerations. In hierarchical clustering, the distance at which the clusters are being combined is an important criterion. The relative sizes of the clusters should be meaningful. The clusters should be interpreted in terms of cluster centroids. It is often helpful to profile the clusters in terms of variables that were not used for clustering. The reliability and validity of the clustering solutions may be assessed in different ways.
Questions

1. Discuss the similarity and difference between cluster analysis and discriminant analysis.
2. What is a ‘cluster’?
3. What are some of the uses of cluster analysis in marketing?
4. Briefly define the following terms: dendrogram, icicle plot, agglomeration schedule and cluster membership.
5. What is the most commonly used measure of similarity in cluster analysis?
6. Present a classification of clustering procedures.
7. Upon what basis may a researcher decide which variables should be selected to formulate a clustering problem?
8. Why is the average linkage method usually preferred to single linkage and complete linkage?
9. What are the two major disadvantages of non-hierarchical clustering procedures?
10. What guidelines are available for deciding the number of clusters?
11. What is involved in the interpretation of clusters?
12. What role may qualitative methods play in the interpretation of clusters?
13. What are some of the additional variables used for profiling the clusters?
14. Describe some procedures available for assessing the quality of clustering solutions.
15. How is cluster analysis used to group variables?

Exercises

1. Analyse the data in Table 25.1 using the following hierarchical methods:
   a. Single linkage (nearest neighbour).
   b. Complete linkage (furthest neighbour).
   c. Method of centroid.
2. Analyse the Benetton data (taken from Exercise 4, Chapter 22). Consider only the following variables: awareness, attitude, preference, intention and loyalty towards Benetton.
   a. Cluster the participants based on the identified variables using hierarchical clustering. Use Ward’s method and squared Euclidean distances. How many clusters do you recommend and why?
   b. Cluster the participants based on the identified variables using k-means clustering and the number of clusters identified in part a. Compare the results to those obtained in part a.
3. You are a marketing research analyst for a major airline. You have been set the task of determining consumers’ attitudes towards budget airlines. Construct a 15-item scale for this purpose. In a group of five students, obtain data on this scale and standard demographic characteristics from 25 males and 25 females in your community. These data should then be used to cluster participants and to cluster the 15 variables measuring consumer attitudes towards budget airlines.
4. In a small group, discuss the following issues: ‘The consequences of inappropriate validation of cluster analysis solutions can be disastrous’ and ‘User-friendly statistical packages can create cluster solutions in situations where naturally occurring clusters do not exist’.
Notes
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Multidimensional scaling allows the perceptions and preferences of consumers to be clearly represented in a spatial map. Conjoint analysis helps to determine the relative importance of attributes that consumers use in choosing products.
Objectives

After reading this chapter, you should be able to:

1. discuss the basic concept and scope of multidimensional scaling (MDS) in marketing research and describe its various applications;
2. describe the steps involved in MDS of perception data, including formulating the problem, obtaining input data, selecting an MDS procedure, deciding on the number of dimensions, labelling the dimensions and interpreting the configuration and assessing reliability and validity;
3. explain the MDS scaling of preference data and distinguish between internal and external analysis of preferences;
4. explain correspondence analysis and discuss its advantages and disadvantages;
5. understand the relationship between MDS discriminant analysis and factor analysis;
6. discuss the basic concepts of conjoint analysis, contrast it with MDS and discuss its various applications;
7. describe the procedure for conducting conjoint analysis, including formulating the problem, constructing the stimuli, deciding the form of input data, selecting a conjoint analysis procedure, interpreting the results and assessing reliability and validity;
8. define the concept of hybrid conjoint analysis and explain how it simplifies the data collection task;
9. appreciate how software is used in multidimensional scaling and conjoint analysis.

Overview

This chapter presents two related techniques for analysing consumer perceptions and preferences: multidimensional scaling (MDS) and conjoint analysis. We outline and illustrate the steps involved in conducting MDS and discuss the relationships among MDS, factor analysis and discriminant analysis. Then we describe conjoint analysis and present a step-by-step procedure for conducting it. We also provide brief coverage of hybrid conjoint models. Finally, guidance is provided on the use of software to address the data analysis challenges presented in this chapter. We begin with examples illustrating MDS and conjoint analysis.

Real research

Colas collide

In a survey, participants were asked to rank-order all the possible pairs of nine brands of soft drinks in terms of their similarity. These data were analysed via multidimensional scaling and resulted in the following spatial representation of soft drinks.

From other information obtained in the questionnaire, the horizontal axis was labelled ‘cola flavour’. Diet Coke was perceived to be the most cola flavoured and 7-Up the least cola flavoured. The vertical axis was labelled ‘dietness’, with Diet Coke being perceived to be the most dietetic and Dr Pepper the least dietetic. Note that Coke and Pepsi were perceived to be very similar, as indicated by their closeness in the perceptual map. Close similarity was also perceived between 7-Up and Tango, Diet 7-Up and Diet Tango, and Diet Coke and Diet Pepsi. Notice that Dr Pepper is perceived to be relatively dissimilar to the other brands. Such MDS maps are very useful in understanding the competitive structure of the soft drink market.
Boots the Chemist was considering whether to open new stores in the Netherlands, Japan and Thailand. Research was conducted to help decide whether to enter these markets and also to decide which element of Boots’ product and service offerings to prioritise.

The key research objectives were to:

- Understand the key drivers of store choice.
- Assess the performance of main competitors already in the market.
- Estimate the proportion of shoppers likely to visit new Boots stores.

Conjoint analysis was used to understand the key drivers of store choice, the impact of features such as range, price, quality, service and convenience, and the trade-offs made in prioritising these features. To understand the strengths and weaknesses of existing retailers, participants stated for each of the attributes under review what the named competitors offered. To enable take-up of the new stores to be forecast, participants were first shown a video of the Boots concept store. The concept store was then assessed on the same series of attributes used for the existing competitors. Over 1,000 interviews were conducted in each country. The research results found:

- The characteristics of the target market in terms of age, sex, income and lifestage, frequency of and attitudes to shopping.
- The key success factors in each product area, which influenced store design, merchandising, staff training and marketing decisions.
- Which existing players posed the greatest threat, in terms of being differentiated from current competitors and having possible areas of leverage against Boots.
The first example illustrates the derivation and use of perceptual maps, which lie at the heart of MDS. The Boots example involves the trade-offs that participants make while evaluating alternatives in choosing stores, and desirable features within those stores. The conjoint analysis procedure is based on these trade-offs.

**Basic concepts in MDS**

**Multidimensional scaling (MDS)** is a class of procedures for representing perceptions and preferences of participants spatially by means of a visual display. Perceived or psychological relationships among stimuli are represented as geometric relationships among points in a multidimensional space. These geometric representations are often called spatial maps. The axes of the spatial map are assumed to denote the psychological bases or underlying dimensions that participants use to form perceptions and preferences for stimuli. MDS has been used in marketing to identify the following:

1. The number and nature of dimensions that consumers use to perceive different brands.
2. The positioning of brands on these dimensions.
3. The positioning of consumers’ ideal brand on these dimensions.

Information provided by MDS has been used for a variety of marketing applications, including:

- **Image measurement.** Comparing the customers’ and non-customers’ perceptions of a company with the company’s perceptions of itself and thus identifying perceptual gaps.
- **Market segmentation.** Positioning brands and consumers in the same space and then identifying groups of consumers with relatively homogeneous perceptions.
- **New product development.** Looking for gaps in a spatial map, which indicate potential opportunities for positioning new products. Also to evaluate new product concepts and existing brands on a test basis to determine how consumers perceive the new concepts. The proportion of preferences for each new product is one indicator of its success.
- **Assessing advertising effectiveness.** Spatial maps can be used to determine whether advertising has been successful in achieving the desired brand positioning.
- **Pricing analysis.** Spatial maps developed with and without pricing information can be compared to determine the impact of pricing.
- **Channel decisions.** Judgements on compatibility of brands with different retail outlets could lead to spatial maps useful for making channel decisions.
- **Attitude-scale construction.** MDS techniques can be used to develop the appropriate dimensionality and configuration of the attitude space.

**Statistics and terms associated with MDS**

The important statistics and terms associated with MDS include the following:

- **Similarity judgements.** These are ratings on all possible pairs of brands or other stimuli in terms of their similarity using a Likert-type scale.
- **Preference rankings.** These are rank orderings of the brands or other stimuli from the most preferred to the least preferred. They are normally obtained from participants.
- **Stress.** This is a lack-of-fit measure; higher values of stress indicate poorer fits.
- **R-square.** This is a squared correlation index that indicates the proportion of variance of the optimally scaled data that can be accounted for by the MDS procedure. R-square is a goodness-of-fit measure.
- **Spatial map.** Perceived relationships among brands or other stimuli are represented as geometric relationships among points in a multidimensional space.
- **Coordinates.** These indicate the positioning of a brand or a stimulus in a spatial map.
- **Unfolding.** The representation of both brands and participants as points in the same space.

---

### Conducting MDS

Figure 26.1 shows the steps in MDS. The researcher must formulate the MDS problem carefully because a variety of data may be used as input into MDS. The researcher must also determine an appropriate form in which data should be obtained, and select an MDS procedure for analysing the data. An important aspect of the solution involves determining the number of dimensions for the spatial map. Also, the axes of the map should be labelled and the derived configuration interpreted. Finally, the researcher must assess the quality of the results obtained. We describe each of these steps, beginning with problem formulation.

---

### Figure 26.1

**Conducting MDS**

- Formulate the problem
- Obtain input data
- Select an MDS procedure
- Decide on the number of dimensions
- Label the dimensions and interpret the configuration
- Assess reliability and validity

---

### Formulate the problem

Formulating the problem requires that the researcher specify the purpose for which the MDS results would be used and select the brands or other stimuli to be included in the analysis. The number of brands or stimuli selected and the specific brands included determine the nature of the resulting dimensions and configurations. At a minimum, eight brands or stimuli should be included to obtain a well-defined spatial map. Including more than 25 brands is likely to be cumbersome and may result in participant fatigue.

The decision regarding which specific brands or stimuli to include should be made carefully. Suppose that a researcher is interested in obtaining consumer perceptions of fashion brands. If luxury fashion brands were not included in the stimulus set, this dimension may not emerge in the results. The choice of the number and specific brands or stimuli to be
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Included should be based on the statement of the marketing research problem, theory and the judgment of the researcher.

MDS will be illustrated in the context of obtaining a spatial map for 10 brands of beer. These brands are Becks, Budvar, Budweiser, Carlsberg, Corona, Grolsch, Harp, Holsten, San Miguel and Stella Artois. Given the list of brands, the next question is: how should we obtain data on these 10 brands?

Obtain input data

As shown in Figure 26.2, input data obtained from the participants may be related to perceptions or preferences. Perception data, which may be direct or derived, are discussed first.

Figure 26.2

Input data for MDS

1 Perception data: direct approaches. In direct approaches to gathering perception data, participants are asked to judge how similar or dissimilar various brands or stimuli are, using their own criteria. Participants are often required to rate all possible pairs of brands or stimuli in terms of similarity on a Likert scale. These data are referred to as similarity judgements. For example, similarity judgements on all the possible pairs of bottled beer brands may be obtained in the following manner:

<table>
<thead>
<tr>
<th></th>
<th>Very dissimilar</th>
<th>Very similar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Becks versus Budweiser</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>Budweiser versus Carlsberg</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>Carlsberg versus Corona</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
<tr>
<td>. . . . . . . . . . . .</td>
<td>. . . . . . . .</td>
<td>. . . . . . .</td>
</tr>
<tr>
<td>. . . . . . . . . . .</td>
<td>. . . . . . . .</td>
<td>. . . . . . .</td>
</tr>
<tr>
<td>. . . . . . . . . . .</td>
<td>. . . . . . . .</td>
<td>. . . . . . .</td>
</tr>
<tr>
<td>Becks versus Stella Artois</td>
<td>1 2 3 4 5 6 7</td>
<td></td>
</tr>
</tbody>
</table>

The number of pairs to be evaluated is \( n(n - 1)/2 \), where \( n \) is the number of stimuli. Other procedures are also available. Participants could be asked to rank-order all the possible pairs from the most similar to the least similar. In another method, the participant rank-orders the brands in terms of their similarity to an anchor brand. Each brand, in turn, serves as the anchor. In our example, the direct approach was adopted. Subjects were asked to provide similarity judgements for all 45 \((10 \times 9/2)\) pairs of bottled beer brands, using a seven-point scale. The data obtained from one participant are given in Table 26.1.6

2 Perception data: derived approaches. Derived approaches to collecting perception data are attribute-based approaches requiring the participants to rate the brands or stimuli on
the identified attributes using semantic differential or Likert scales. For example, the different brands of bottled beer may be rated on attributes like these:


Sometimes an ideal brand is also included in the stimulus set. The participants are asked to evaluate their hypothetical ideal brand on the same set of attributes. If attribute ratings are obtained, a similarity measure (such as Euclidean distance) is derived for each pair of brands.

3 Direct vs. derived approaches. Direct approaches have the advantage that the researcher does not have to identify a set of salient attributes. Participants make similarity judgements using their own criteria, as they would under normal circumstances. The disadvantages are that the criteria are influenced by the brands or stimuli being evaluated. If various fashion brands being evaluated are in the same price range, then price will not emerge as an important factor. It may be difficult to determine before analysis if and how the individual participant’s judgements should be combined. Furthermore, it may be difficult to label the dimensions of the spatial map.

Table 26.1 Similarity ratings of bottled beer brands

<table>
<thead>
<tr>
<th></th>
<th>Becks</th>
<th>Budvar</th>
<th>Budweiser</th>
<th>Carlsberg</th>
<th>Corona</th>
<th>Grolsch</th>
<th>Harp</th>
<th>Holsten</th>
<th>San Miguel</th>
<th>Stella Artois</th>
</tr>
</thead>
<tbody>
<tr>
<td>Becks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Budvar</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Budweiser</td>
<td>6</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carlsberg</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corona</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grolsch</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harp</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holsten</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>San Miguel</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stella Artois</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

The advantage of the attribute-based approach is that it is easy to identify participants with homogeneous perceptions. The participants can be clustered based on the attribute ratings. It is also easier to label the dimensions. A disadvantage is that the researcher must identify all the salient attributes – a difficult task. The spatial map obtained depends on the attributes identified.

The direct approaches are more frequently used than the attribute-based approaches. It may, however, be best to use both these approaches in a complementary way. Direct similarity judgements may be used for obtaining the spatial map, and attribute ratings may be used as an aid to interpreting the dimensions of the perceptual map. Similar procedures are used for preference data.

4 Preference data. Preference data order the brands or stimuli in terms of participants’ preference for some property. A common way in which such data are obtained is preference rankings. Participants are required to rank the brands from the most preferred to the least preferred.
Alternatively, participants may be required to make paired comparisons and indicate which brand in a pair they prefer. Another method is to obtain preference ratings for the various brands. (The rank order, paired comparison and rating scales were discussed in Chapter 12 on scaling techniques.) When spatial maps are based on preference data, distance implies differences in preference. The configuration derived from preference data may differ greatly from that obtained from similarity data. Two brands may be perceived as different in a similarity map yet similar in a preference map, and vice versa. For example, Becks and Harp may be perceived by a group of participants as very different brands and thus appear far apart on a perception map. But these two brands may be about equally preferred and may appear close together on a preference map. We continue using the perception data obtained in the bottled beer example to illustrate the MDS procedure and then consider the scaling of preference data.

Select an MDS procedure

Selecting a specific MDS procedure depends on whether perception or preference data are being scaled, or whether the analysis requires both kinds of data. The nature of the input data is also a determining factor. Non-metric MDS procedures assume that the input data are ordinal, but they result in metric output. The distances in the resulting spatial map may be assumed to be interval scaled. These procedures find, in a given dimensionality, a spatial map whose rank orders of estimated distances between brands or stimuli best preserve or reproduce the input rank orders. In contrast, metric MDS methods assume that input data are metric. Since the output is also metric, a stronger relationship between the output and input data is maintained, and the metric (interval or ratio) qualities of the input data are preserved. The metric and non-metric methods produce similar results.

Another factor influencing the selection of a procedure is whether the MDS analysis will be conducted at the individual participant level or at an aggregate level. In individual-level analysis, the data are analysed separately for each participant, resulting in a spatial map for each participant. Although individual-level analysis is useful from a research perspective, it is not appealing from a managerial standpoint. With some exceptions, especially in luxury goods and business-to-business relationships, marketing strategies are typically formulated at the segment or aggregate level, rather than at the individual level. If aggregate-level analysis is conducted, some assumptions must be made in aggregating individual data. Typically, it is assumed that all participants use the same dimensions to evaluate the brands or stimuli, but that different participants weight these common dimensions differentially.

The data of Table 26.1 were treated as rank ordered and scaled using a non-metric procedure. Because these data were provided by one participant, an individual-level analysis was conducted. Spatial maps were obtained in one to four dimensions, and then a decision on an appropriate number of dimensions was made. This decision is central to all MDS analyses; therefore, it is explored in greater detail in the following subsection.

Decide on the number of dimensions

The objective in MDS is to obtain a spatial map that best fits the input data in the smallest number of dimensions. However, spatial maps are computed in such a way that the fit improves as the number of dimensions increases, which means that a compromise has to be made. The fit of an MDS solution is commonly assessed by the stress measure. Stress is a lack-of-fit measure; higher values of stress indicate poorer fits. The following guidelines are suggested for determining the number of dimensions:

1. **A priori knowledge.** Theory or past research may suggest a particular number of dimensions.
2. **Interpretability of the spatial map.** Generally, it is difficult to interpret configurations or maps derived in more than three dimensions.
3. **Elbow criterion.** A plot of stress versus dimensionality should be examined. The points in this plot usually form a convex pattern, as shown in Figure 24.3. The point at which an
elbow or a sharp bend occurs indicates an appropriate number of dimensions. Increasing the number of dimensions beyond this point is usually not worth the improvement in fit. This criterion for determining the number of dimensions is called the **elbow criterion**.

4 *Ease of use*. It is generally easier to work with two-dimensional maps or configurations than with those involving more dimensions.

5 *Statistical approaches*. For the sophisticated user, statistical approaches are also available for determining the dimensionality.8

Based on the plot of stress versus dimensionality (Figure 26.3), interpretability of the spatial map and ease-of-use criteria, it was decided to retain a two-dimensional solution. This is shown in Figure 26.4.

---

**Figure 26.3**

Plot of stress versus dimensionality

**Figure 26.4**

A spatial map of beer brands
Label the dimensions and interpret the configuration

Once a spatial map is developed, the dimensions must be labelled and the configuration interpreted. Labelling the dimensions requires subjective judgement on the part of the researcher. The following guidelines can assist in this task:

1. Even if direct similarity judgements are obtained, ratings of the brands on researcher-supplied attributes may still be collected. Using statistical methods such as regression, these attribute vectors may be fitted in the spatial map (see Figure 26.5). The axes may then be labelled for the attributes with which they are most closely aligned.

2. After providing direct similarity or preference data, the participants may be asked to indicate the criteria they used in making their evaluations. These criteria may then be subjectively related to the spatial map to label the dimensions.

3. If possible, the participants can be shown their spatial maps and asked to label the dimensions by inspecting the configurations.

4. If objective characteristics of the brands are available (e.g. horsepower or kilometres per litre for cars), these could be used as an aid in interpreting the subjective dimensions of the spatial maps.

Often, the dimensions represent more than one attribute. The configuration or the spatial map may be interpreted by examining the coordinates and relative positions of the brands. For example, brands located near each other compete more fiercely than brands far apart. An isolated brand has a unique image. Brands that are farther along in the direction of a descriptor are stronger on that characteristic than others. Thus, the strengths and weaknesses of each product can be understood. Gaps in the spatial map may indicate potential opportunities for introducing new products.

In Figure 26.5, the vertical axis may be labelled as ‘strength’, representing the power of particular flavours and smells when the beer is first tasted. Brands with high positive values on this axis include Grolsch, Harp, Holsten and Corona. The horizontal axis may be labelled as ‘after-taste’, representing the flavour of the beer that lingers on the palate after the beer.
has been drunk. Brands with large negative values on this dimension include Stella Artois, Holsten and San Miguel. Note that negative scores on the map do not necessarily represent negative characteristics for certain consumers. Thus, the strength of flavour from initial smell and taste through to a strong after-taste in a brand such as Stella Artois may be seen as desirable characteristics for many beer drinkers. The gaps in the spatial map indicate potential opportunities for new brands, or for the relaunch or repositioning of an existing brand: for example, a brand that has a strong initial taste but does not have a strong lingering after-taste.

Assess reliability and validity

The input data, and consequently the MDS solutions, are invariably subject to substantial random variability. Hence, it is necessary that some assessment be made of the reliability and validity of MDS solutions. The following guidelines are suggested:

1. The index of fit, or $R^2$, should be examined. This is a squared correlation index that indicates the proportion of variance of the optimally scaled data that can be accounted for by the MDS procedure. Thus, it indicates how well the MDS model fits the input data. Although higher values of $R^2$ are desirable, values of 0.60 or better are considered acceptable.

2. Stress values are also indicative of the quality of MDS solutions. Whereas $R^2$ is a measure of goodness of fit, stress measures badness of fit, or the proportion of variance of the optimally scaled data that is not accounted for by the MDS model. Stress values vary with the type of MDS procedure and the data being analysed. For Kruskal’s stress formula 1, the recommendations for evaluating stress values are as follows:

<table>
<thead>
<tr>
<th>Stress (%)</th>
<th>Goodness of fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Poor</td>
</tr>
<tr>
<td>10</td>
<td>Fair</td>
</tr>
<tr>
<td>5</td>
<td>Good</td>
</tr>
<tr>
<td>2.5</td>
<td>Excellent</td>
</tr>
<tr>
<td>0</td>
<td>Perfect</td>
</tr>
</tbody>
</table>

3. If an aggregate-level analysis has been done, the original data should be split into two or more parts. MDS analysis should be conducted separately on each part and the results compared.

4. Stimuli can be selectively eliminated from the input data and the solutions determined for the remaining stimuli.

5. A random error term could be added to the input data. The resulting data are subjected to MDS analysis and the solutions compared.

6. The input data could be collected at two different points in time and the test–retest reliability determined.

Formal procedures are available for assessing the validity of MDS. In the case of our illustrative example, the stress value of 0.095 indicates a fair fit. One brand, namely Stella Artois, is different from the others. Would the elimination of Stella Artois from the stimulus set appreciably alter the relative configuration of the other brands? The spatial map obtained by deleting Stella Artois is shown in Figure 26.6. There is some change in the relative positions of the brands, particularly Corona and Holsten, yet the changes are modest, indicating fair stability.
Assumptions and limitations of MDS

It is worthwhile to point out some assumptions and limitations of MDS. It is assumed that the similarity of stimulus A to B is the same as the similarity of stimulus B to A. There are some instances where this assumption may be violated. For example, New Zealand is perceived as more similar to Australia than Australia is to New Zealand. MDS assumes that the distance (similarity) between two stimuli is some function of their partial similarities on each of several perceptual dimensions. Not much research has been done to test this assumption. When a spatial map is obtained, it is assumed that inter-point distances are ratio scaled and that the axes of the map are multidimensional interval scaled. A limitation of MDS is that dimension interpretation relating physical changes in brands or stimuli to changes in the perceptual map is difficult at best. These limitations also apply to the scaling of preference data.

Scaling preference data

Analysis of preference data can be internal or external. In internal analysis of preferences, a spatial map representing both brands or stimuli and participant points or vectors is derived solely from the preference data. Thus, by collecting preference data, both brands and participants can be represented in the same spatial map. In external analysis of preferences, the ideal points or vectors based on preference data are fitted in a spatial map derived from perception (e.g. similarities) data. To perform external analysis, both preference and perception data must be obtained. The representation of both brands and participants as points in the same space, by using internal or external analysis, is referred to as unfolding.

External analysis is preferred in most situations. In internal analysis, the differences in perceptions are confounded with differences in preferences. It is possible that the nature and relative importance of dimensions may vary between the perceptual space and the preference space. Two brands may be perceived to be similar (located closely to each other in the perceptual space), yet one brand may be distinctly preferred over the other (i.e. the brands may
be located apart in the preference space). These situations cannot be accounted for in internal analysis. In addition, internal analysis procedures are beset with computational difficulties.11

We illustrate external analysis by scaling the preferences of our participant into the spatial map. The participant ranked the brands in the following order of preference (most-preferred first): Stella Artois, Holsten, Harp, San Miguel, Carlsberg, Grolsch, Budvar, Budweiser, Corona and Becks. These preference rankings, along with the coordinates of the spatial map (Figure 26.5), were used as input into a preference scaling program to derive Figure 26.7. Notice the location of the ideal point. It is close to Stella Artois, Holsten, Carlsberg and San Miguel, the four most-preferred brands, and far from Corona and Becks, the two least-preferred brands. If a new brand were to be located in this space, its distance from the ideal point, relative to the distances of other brands from the ideal point, would determine the degree of preference for this brand. Another application is illustrated in the following example.

**Real research**

A study examined consumer perceptions of car brands using multidimensional scaling. Participants rated several attributes of cars and the effect those attributes had on their final choice in buying a car. Ratings were conducted using a five-point scale, and each participant’s responses were summed across each dimension. The five highest-scoring attributes overall were: price, fuel economy, net horsepower, braking and acceleration. The use of MDS can help car brands better understand what attributes are most important to consumers and then make segmentation, targeting and positioning decisions.

An illustrative MDS map of selected car brands derived from similarity data is shown. In this spatial representation, each brand is identified by its distance from the other brands. The closer two brands are (e.g. VW and Chrysler), the more similar they are perceived to be. The farther apart two brands are (e.g. VW and Mercedes), the less similar they are perceived to be. Small distance (i.e. similarity) may also indicate competition. To illustrate, Honda competes closely with Toyota but not with Porsche. The dimensions can be interpreted as economy/prestige and sportiness/non-sportiness. The position of each car on these dimensions can be easily determined.
The preference data consisted of a simple rank order of the brands according to consumers’ preferences. Participants’ ideal points are also located in the same spatial representation. Each ideal point represents the preferred position of a particular participant. Thus, participant 1 (denoted by P1) prefers the sporty cars: Porsche, Jaguar and Audi. Participant 2 (denoted by P2), on the other hand, prefers luxury cars: Mercedes, Lexus and Cadillac. Such analysis can be done at the individual-participant level, enabling the researcher to segment the market according to similarities in participants’ ideal positions. Alternatively, participants can be clustered based upon their similarity with respect to the original preference ranking and ideal points established for each segment.

Although we have considered only quantitative data so far, qualitative data can also be mapped using procedures such as correspondence analysis.

**Correspondence analysis**

An MDS technique for scaling qualitative data that scales the rows and columns of the input contingency table in corresponding units so that each can be displayed in the same low-dimensional space. These spatial maps provide insights into:

1. Similarities and differences within the rows with respect to a given column category.
2. Similarities and differences within the column categories with respect to a given row category.
3. Relationships among the rows and columns.

The interpretation of results in correspondence analysis is similar to that in principal components analysis (Chapter 24), given the similarity of the algorithms. Correspondence analysis results in the grouping of categories (activities, brands or other stimuli) found within the contingency table, just as principal components analysis involves the grouping of the
independent variables. The results are interpreted in terms of proximities among the rows and columns of the contingency table. Categories that are closer together than others are more similar in underlying structure.

Compared with other MDS techniques, the advantage of correspondence analysis is that it reduces the data collection demands imposed on the participants, since only binary or categorical data are obtained. Participants are merely asked to tick which attributes apply to each of several brands. The input data are the number of ‘yes’ responses for each brand on each attribute. The brands and the attributes are then displayed in the same multidimensional space. The disadvantage is that between-set (i.e. between column and row) distances cannot be meaningfully interpreted. Other users have criticised the technique as causing confusion when interpreting attribute–brand relationships and complications in the tracking of perceptual changes. Ultimately, it must be remembered that correspondence analysis is an exploratory data analysis technique (with the many advantages that exploration holds), and so it is not suitable for hypothesis testing.

MDS, including correspondence analysis, is not the only procedure available for obtaining perceptual maps. Two other techniques that we have discussed before, discriminant analysis (Chapter 23) and factor analysis (Chapter 24), can also be used for this purpose.

**Relationship among MDS, factor analysis and discriminant analysis**

If the attribute-based approaches are used to obtain input data, spatial maps can also be obtained by using factor or discriminant analysis. In this approach, each participant rates \( n \) brands on \( m \) attributes. By factor-analysing the data, one could derive for each participant \( n \) factor scores for each factor, one for each brand (see Chapter 24). By plotting brand scores on the factors, a spatial map could be obtained for each participant. If an aggregate map is desired, the factor score for each brand for each factor can be averaged across participants. The dimensions would be labelled by examining the factor loadings, which are estimates of the correlations between attribute ratings and underlying factors.

The goal of discriminant analysis is to select the linear combinations of attributes that best discriminate between the brands or stimuli (Chapter 23). To develop spatial maps by means of discriminant analysis, the dependent variable is the brand rated and the independent or predictor variables are the attribute ratings. A spatial map can be obtained by plotting the discriminant scores for the brands. The discriminant scores are the ratings on the perceptual dimensions, based on the attributes which best distinguish the brands. The dimensions can be labelled by examining the discriminant weights, or the weightings of attributes that make up a discriminant function or dimension.

**Basic concepts in conjoint analysis**

Conjoint analysis attempts to determine the relative importance that consumers attach to salient attributes and the utilities they attach to the levels of attributes. This information is derived from consumers’ evaluations of brands, or from brand profiles composed of these attributes and their levels. The participants are presented with stimuli that consist of combinations of attribute levels. They are asked to evaluate these stimuli in terms of their desirability. Conjoint procedures attempt to assign values to the levels of each attribute so that the resulting values or utilities attached to the stimuli match, as closely as possible, the input evaluations provided by the participants. The underlying assumption is that any set of stimuli – such as products, brands or companies – is evaluated as a bundle of attributes.
Like MDS, conjoint analysis relies on participants’ subjective evaluations. In MDS, however, the stimuli are products or brands. In conjoint analysis, the stimuli are combinations of attribute levels determined by the researcher. The goal in MDS is to develop a spatial map depicting the stimuli in a multidimensional perceptual or preference space. Conjoint analysis, on the other hand, seeks to develop the part-worth or utility functions describing the utility that consumers attach to the levels of each attribute. The two techniques are complementary.

Conjoint analysis has been used in marketing for a variety of purposes, including the following:

- **Determining the relative importance of attributes in the consumer choice process.** A standard output from conjoint analysis consists of derived relative importance weights for all the attributes used to construct the stimuli presented in an evaluation task. The relative importance weights indicate which attributes are important in influencing consumer choice.

- **Estimating market share of brands that differ in attribute levels.** The utilities derived from conjoint analysis can be used as input into a choice simulator to determine the share of choices, and hence the market share, of different brands.

- **Determining the composition of the most-preferred brand.** Brand features can be varied in terms of attribute levels and the corresponding utilities determined. The brand features that yield the highest utility indicate the composition of the most-preferred brand.

- **Segmenting the market based on similarity of preferences for attribute levels.** The part-worth functions derived for the attributes may be used as a basis for clustering participants to arrive at homogeneous preference segments.\(^{18}\)

Applications of conjoint analysis have been made in consumer goods, industrial goods and financial and other services. Moreover, these applications have spanned all areas of marketing. A survey of conjoint analysis reported applications in the areas of new product and concept identification, competitive analysis, pricing, market segmentation, advertising and distribution.\(^{19}\)

---

**Statistics and terms associated with conjoint analysis**

The important statistics and terms associated with conjoint analysis include the following:

- **Part-worth functions.** The part-worth or utility functions describe the utility that consumers attach to the levels of each attribute.

- **Relative importance weights.** The relative importance weights are estimated and indicate which attributes are important in influencing consumer choice.

- **Attribute levels.** These levels denote the values assumed by the attributes.

- **Full profiles.** Full or complete profiles of brands are constructed in terms of all the attributes by using the attribute levels specified by the design.

- **Pairwise tables.** Participants evaluate two attributes at a time until all the required pairs of attributes have been evaluated.

- **Cyclical designs.** These designs are employed to reduce the number of paired comparisons.

- **Fractional factorial designs.** These designs are employed to reduce the number of stimulus profiles to be evaluated in the full-profile approach.

- **Orthogonal arrays.** These are a special class of fractional designs that enable the efficient estimation of all main effects.

- **Internal validity.** This involves correlations of the predicted evaluations for the holdout or validation stimuli with those obtained from the participants.
Formulate the problem

In formulating the conjoint analysis problem, the researcher must identify the attributes and attribute levels to be used in constructing the stimuli. Attribute levels denote the values assumed by the attributes. From a theoretical standpoint, the attributes selected should be salient in influencing consumer preference and choice. For example, in the choice of a car, price, fuel efficiency, interior space and so forth should be included. From a managerial perspective, the attributes and their levels should be characteristics that management can change and take action upon. To tell a manager that consumers prefer a sporty car to one that is conservative looking is not helpful, unless sportiness and conservativeness are defined in terms of attributes over which a manager has control. The attributes can be identified through discussions with management and industry experts, analysis of secondary data, qualitative research and pilot surveys. A typical conjoint analysis study may involve six or seven attributes.

Once the salient attributes have been identified, their appropriate levels should be selected. The number of attribute levels determines the number of parameters that will be estimated and also influences the number of stimuli that will be evaluated by the participants. To minimise the participant evaluation task and yet estimate the parameters with reasonable accuracy, it is desirable to restrict the number of attribute levels. The utility or part-worth function for the levels of an attribute may be non-linear. For example, a consumer may prefer a medium-sized car to either a small or a large one. Likewise, the utility for price may be non-linear. The loss of utility in going from a low price to a medium price may be much smaller than the loss in utility in going from a medium price to a high price. In these cases, at least three levels should be used. Some attributes, though, may naturally occur in binary form (two levels): for example, a car does or does not have a sun-roof.
The attribute levels selected will affect the consumer evaluations. If the price of a car brand is varied at €16,000, €18,000 and €20,000, price will be relatively unimportant. On the other hand, if the price is varied at €25,000, €30,000 and €40,000, it will be an important factor. Hence, the researcher should take into account the attribute levels prevalent in the marketplace and the objectives of the study. Using attribute levels that are beyond the range reflected in the marketplace will decrease the believability of the evaluation task, but it will increase the accuracy with which the parameters are estimated. The general guideline is to select attribute levels so that the ranges are somewhat greater than those prevalent in the marketplace, but not so large as to impact adversely upon the believability of the evaluation task.

We illustrate the conjoint methodology by considering the problem of how students evaluate boots, e.g. brands such as Dr Martens, Timberland, Bally and Caterpillar. Qualitative research identified three attributes as salient: the material used for the upper, the country or region in which the boots were designed and manufactured and the price. Each was defined in terms of three levels, as shown in Table 26.2. These attributes and their levels were used for constructing the conjoint analysis stimuli. Note that, to keep the illustration simple, we are using only a limited number of attributes, i.e. only three. It has been argued that pictorial stimuli should be used when consumers’ marketplace choices are strongly guided by the product’s styling, such that the choices are heavily based on an inspection of actual products or pictures of products.  

<table>
<thead>
<tr>
<th>Table 26.2</th>
<th>Boot attributes and levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
<td>Number</td>
</tr>
<tr>
<td>Uppers</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Country</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Price</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

**Construct the stimuli**

Two broad approaches are available for constructing conjoint analysis stimuli: the pairwise approach and the full-profile procedure. In the pairwise approach, also called *two-factor evaluations*, participants evaluate two attributes at a time until all the possible pairs of attributes have been evaluated. This approach is illustrated in the context of the boots example in Figure 26.9. For each pair, participants evaluate all the combinations of levels of both the attributes, which are presented in a matrix.

In the full-profile approach, also called *multiple-factor evaluations*, full or complete profiles of brands are constructed for all the attributes. Typically, each profile is described on a separate index card. This approach is illustrated in the context of the boots example in Table 26.3.
It is not necessary to evaluate all the possible combinations, nor is it feasible in all cases. In the pairwise approach, it is possible to reduce the number of paired comparisons by using cyclical designs. Likewise, in the full-profile approach, the number of stimulus profiles can be greatly reduced by means of fractional factorial designs. A special class of fractional designs, orthogonal arrays, allows for the efficient estimation of all main effects. Orthogonal arrays permit the measurement of all main effects of interest on an uncorrelated basis. These designs assume that all interactions are negligible. Generally, two sets of data are obtained. One, the estimation set, is used to calculate the part-worth functions for the attribute levels. The other, the holdout set, is used to assess reliability and validity.

The advantage of the pairwise approach is that it is easier for the participants to provide these judgements. Its relative disadvantage, however, is that it requires more evaluations than the full-profile approach. Also, the evaluation task may be unrealistic when only two attributes are being evaluated simultaneously. Studies comparing the two approaches indicate that both methods yield comparable utilities, yet the full-profile approach is more commonly used.

The boots example follows the full-profile approach. Given three attributes, defined at three levels each, a total of $3 \times 3 \times 3 = 27$ profiles can be constructed. To reduce the participant evaluation task, a fractional factorial design was employed and a set of nine profiles was constructed to constitute the estimation stimuli set (see Table 26.4). Another set of nine stimuli was constructed for validation purposes. Input data were obtained for both the estimation and validation stimuli. Before the data could be obtained, however, it was necessary to decide on the form of the input data.

---

### Table 26.3 Full-profile approach to collecting conjoint data

<table>
<thead>
<tr>
<th>Example of boot product profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Made of leather</td>
</tr>
<tr>
<td>Country Designed and made in Italy</td>
</tr>
<tr>
<td>Price Costing €200</td>
</tr>
</tbody>
</table>

---

### Figure 26.9 Pairwise approach to collecting conjoint data

You will be presented with information on boots in terms of pairs of features described in the form of a matrix. For each matrix, please rank the nine feature combinations in terms of your preference. A rank of 1 should be assigned to the most preferred combination and 9 to least preferred.
Decide on the form of input data

As in the case of MDS, conjoint analysis input data can be either non-metric or metric. For non-metric data, participants are typically required to provide rank order evaluations. For the pairwise approach, participants rank all the cells of each matrix in terms of their desirability. For the full-profile approach, they rank all the stimulus profiles. Rankings involve relative evaluations of the attribute levels. Proponents of ranking data believe that such data accurately reflect the behaviour of consumers in the marketplace.

In the metric form, participants provide ratings, rather than rankings. In this case, the judgements are typically made independently. Advocates of rating data believe they are more convenient for the participants and easier to analyse than rankings. In recent years, the use of ratings has become increasingly common.

In conjoint analysis, the dependent variable is usually preference or intention to buy. In other words, participants provide ratings or rankings in terms of their preference or intentions to buy. The conjoint methodology, however, is flexible and can accommodate a range of other dependent variables, including actual purchase or choice.

In evaluating boot profiles, participants were required to provide preference ratings for the boots described by the nine profiles in the estimation set. These ratings were obtained using a nine-point Likert scale (1 = not preferred, 9 = greatly preferred). Ratings obtained from one participant are shown in Table 26.4.

<table>
<thead>
<tr>
<th>Profile number</th>
<th>Attribute levelsa</th>
<th>Preference rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

a The attribute levels correspond to those in Table 26.2.

Select a conjoint analysis procedure

The basic conjoint analysis model may be represented by the following formula:

\[
U(X) = \sum_{i=1}^{m} \sum_{j=1}^{k_i} \alpha_{ij} x_{ij}
\]

where

- \( U(X) \) = overall utility of an alternative
- \( \alpha_{ij} \) = the part-worth contribution or utility associated with the \( j \)th level (\( j = 1, 2, \ldots, k_j \)) of the \( i \)th attribute (\( i = 1, 2, \ldots, m \))
- \( k_i \) = number of levels of attribute \( i \)
- \( m \) = number of attributes
- \( x_{ij} = 1 \) if the \( j \)th level of the \( i \)th attribute is present = 0 otherwise.

The importance of an attribute, \( I_i \), is defined in terms of the range of the part-worths, \( \alpha_{ij} \), across the levels of that attribute:

\[
I_i = \{\max(\alpha_{ij}) - \min(\alpha_{ij})\} \text{ for each } i
\]
The attribute’s importance is normalised to ascertain its importance relative to other attributes, $W_i$:

$$W_i = \frac{I_i}{\sum_{i=1}^{m} I_i}$$

so that

$$\sum_{i=1}^{m} W_i = 1$$

Several different procedures are available for estimating the basic model. The simplest, and one which is gaining in popularity, is dummy variable regression (see Chapter 22). In this case, the predictor variables consist of dummy variables for the attribute levels. If an attribute has $k_i$ levels, it is coded in terms of $k_i - 1$ dummy variables (see Chapter 19). If metric data are obtained, the ratings, assumed to be interval scaled, form the dependent variable. If the data are non-metric, the rankings may be converted to 0 or 1 by making paired comparisons between brands. In this case, the predictor variables represent the differences in the attribute levels of the brands being compared. Other procedures that are appropriate for non-metric data include LINMAP, MONANOVA and the LOGIT model (see Chapter 23).  

The researcher must also decide whether the data will be analysed at the individual-participant or the aggregate level. At the individual level, the data of each participant are analysed separately. If an aggregate-level analysis is to be conducted, some procedure for grouping the participants must be devised. One common approach is to estimate individual-level part-worth or utility functions first. Participants are then clustered on the basis of the similarity of their part-worth functions. Aggregate analysis is then conducted for each cluster. An appropriate model for estimating the parameters should be specified.

The data reported in Table 26.4 were analysed using ordinary least squares (OLS) regression with dummy variables. The dependent variable was the preference ratings. The independent variables or predictors were six dummy variables, two for each variable. The transformed data are shown in Table 26.5. Since the data pertain to a single participant, an individual-level analysis was conducted. The part-worth or utility functions estimated for each attribute, as well as the relative importance of the attributes, are given in Table 26.6.

**Table 26.5**  
Boot data coded for dummy variable regression

<table>
<thead>
<tr>
<th>Preference ratings</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upper</td>
</tr>
<tr>
<td></td>
<td>$X_1$</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>
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The model estimated may be represented as:

\[ U = b_0 + b_1 X_1 + b_2 X_2 + b_3 X_3 + b_4 X_4 + b_5 X_5 + b_6 X_6 \]

where \( X_1, X_2 \) = dummy variables representing uppers
\( X_3, X_4 \) = dummy variables representing country
\( X_5, X_6 \) = dummy variables representing price.

For uppers, the attribute levels were coded as follows:

<table>
<thead>
<tr>
<th>Level</th>
<th>( X_1 )</th>
<th>( X_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The levels of the other attributes were coded similarly. The parameters were estimated as follows:

\[
\begin{align*}
  b_0 & = 4.222 \\
  b_1 & = 1.000 \\
  b_2 & = -0.333 \\
  b_3 & = 1.000 \\
  b_4 & = 0.667 \\
  b_5 & = 2.333 \\
  b_6 & = 1.333 \\
\end{align*}
\]

Given the dummy variable coding, in which level 3 is the base level, the coefficients may be related to the part-worths. As explained in Chapter 22, each dummy variable coefficient represents the difference in the part-worth for that level minus the part-worth for the base level. For uppers, we have the following:

\[
\begin{align*}
  \alpha_{11} - \alpha_{13} & = b_1 \\
  \alpha_{12} - \alpha_{13} & = b_2 \\
\end{align*}
\]

To solve for the part-worths, an additional constraint is necessary. The part-worths are estimated on an interval scale, so the origin is arbitrary. Therefore, the additional constraint imposed is of the form:

\[ \alpha_{11} + \alpha_{12} + \alpha_{13} = 0 \]
These equations for the first attribute, uppers, are:

\[ \alpha_{11} - \alpha_{13} = 1.000 \]
\[ \alpha_{12} - \alpha_{13} = -0.333 \]
\[ \alpha_{11} + \alpha_{12} + \alpha_{13} = 0 \]

Solving these equations, we get:

\[ \alpha_{11} = 0.778 \]
\[ \alpha_{12} = -0.556 \]
\[ \alpha_{13} = -0.222 \]

The part-worths for other attributes reported in Table 26.6 can be estimated similarly. For country, we have:

\[ \alpha_{31} - \alpha_{33} = b_3 \]
\[ \alpha_{32} - \alpha_{33} = b_4 \]
\[ \alpha_{31} + \alpha_{32} + \alpha_{33} = 0 \]

For the third attribute, price, we have:

\[ \alpha_{51} - \alpha_{53} = b_5 \]
\[ \alpha_{52} - \alpha_{53} = b_6 \]
\[ \alpha_{51} + \alpha_{52} + \alpha_{53} = 0 \]

The relative importance weights were calculated based on ranges of part-worths, as follows:

\[
\text{Sum of ranges of part-worths} = [0.778 - (-0.556)] + [0.445 - (-0.556)] \\
+ [1.111 - (-1.222)] \\
= 4.668
\]

Relative importance of uppers = \[ \frac{[0.778 - (-0.556)]}{4.668} = \frac{1.334}{4.668} = 0.286 \]

Relative importance of country = \[ \frac{[0.445 - (-0.556)]}{4.668} = \frac{1.001}{4.668} = 0.214 \]

Relative importance of price = \[ \frac{[1.111 - (-1.222)]}{4.668} = \frac{2.333}{4.668} = 0.500 \]

The estimation of the part-worths and the relative importance weights provides the basis for interpreting the results.

**Interpret the results**

For interpreting the results, it is helpful to plot the part-worth functions. The part-worth function values for each attribute given in Table 26.6 are graphed in Figure 26.10. As can be seen from Table 26.6 and Figure 26.10, this participant has the greatest preference for leather uppers when evaluating boots. Second preference is for imitation leather uppers, and suede uppers are least preferred. An Italian boot is most preferred, followed by American boots and boots from the Far East. As may be expected, a price of €50.00 has the highest utility and a price of €200.00 the lowest. The utility values reported in Table 26.6 have only interval scale properties, and their origin is arbitrary. In terms of relative importance of the attributes, we see that price is number one. Second-most important is uppers, followed closely by country. Because price is by far the most important attribute for this participant, this person could be labelled as ‘price sensitive’.
Assess the reliability and validity

Several procedures are available for assessing the reliability and validity of conjoint analysis results:\(^\text{27}\)

1. The goodness of fit of the estimated model should be evaluated. For example, if dummy variable regression is used, the value of \( R^2 \) will indicate the extent to which the model fits the data. Models with poor fit are suspect.

2. Test–retest reliability can be assessed by obtaining a few replicated judgements later in data collection. In other words, at a later stage in the interview, the participants are asked to evaluate certain selected stimuli again. The two values of these stimuli are then correlated to assess test–retest reliability.

3. The evaluations for the holdout or validation stimuli can be predicted by the estimated part-worth functions. The predicted evaluations can then be correlated with those obtained from the participants to determine internal validity.
4 If an aggregate-level analysis has been conducted, the estimation sample can be split in several ways and conjoint analysis conducted on each subsample. The results can be compared across subsamples to assess the stability of conjoint analysis solutions.

In running a regression analysis on the data of Table 26.5, an $R^2$ of 0.934 was obtained, indicating a good fit. The preference ratings for the nine validation profiles were predicted from the utilities reported in Table 26.6. These were correlated with the input ratings for these profiles obtained from the participant. The correlation coefficient was 0.95, indicating a good predictive ability. This correlation coefficient is significant at $\alpha = 0.05$.

**Assumptions and limitations of conjoint analysis**

Although conjoint analysis is a popular technique, as with MDS it carries a number of assumptions and limitations. Conjoint analysis assumes that the important attributes of a product can be identified. Furthermore, it assumes that consumers evaluate the choice alternatives in terms of these attributes and make trade-offs. In situations where image or brand name is important, however, consumers may not evaluate the brands or alternatives in terms of attributes. Even if consumers consider product attributes, the trade-off model may not be a good representation of the choice process. Another limitation is that data collection may be complex, particularly if a large number of attributes are involved and the model must be estimated at the individual level. This problem has been mitigated to some extent by procedures such as interactive or adaptive conjoint analysis and hybrid conjoint analysis. It should also be noted that the part-worth functions are not unique.

**Hybrid conjoint analysis**

Hybrid conjoint analysis is an attempt to simplify the burdensome data-collection task required in traditional conjoint analysis. Each participant evaluates a large number of profiles, yet usually only simple part-worth functions, without any interaction effects, are estimated. In the simple part-worths or main-effects model, the value of a combination is simply the sum of the separate main effects (simple part-worths). In actual practice, two attributes may interact in the sense that the participant may value the combination more than the average contribution of the separate parts. Hybrid models have been developed to serve two main purposes: (1) to simplify the data-collection task by imposing less of a burden on each participant; and (2) to permit the estimation of selected interactions (at the subgroup level), as well as all main (or simple) effects at the individual level.

In the hybrid approach, the participants evaluate a limited number, generally no more than nine, of conjoint stimuli, such as full profiles. These profiles are drawn from a large master design and different participants evaluate different sets of profiles so that, over a group of participants, all the profiles of interest are evaluated. In addition, participants directly evaluate the relative importance of each attribute and desirability of the levels of each attribute. By combining the direct evaluations with those derived from the evaluations of the conjoint stimuli, it is possible to estimate a model at the aggregate level and still retain some individual differences.\(^{28}\)

MDS and conjoint analysis are complementary techniques and may be used in combination, as in the following example.
Both MDS and conjoint analysis are widely used techniques, as further illustrated in the following two examples. The first example illustrates an application of conjoint analysis in the context of international marketing research. The second example shows how MDS can be used in researching ethical perceptions.

Real research

Weeding out the competition

ICI Agricultural Products (now part of AkzoNobel) did not know whether it should lower the price of Fusilade, its herbicide. It knew that it had developed a potent herbicide, but it was not sure that its weed-killer would survive in a price-conscious market. So a survey was designed to assess the relative importance of different attributes in selecting herbicides and to measure and map perceptions of major herbicides on the same attributes. Face-to-face interviews were conducted with 601 soybean and cotton farmers who had at least 200 hectares dedicated to growing these crops and who had used herbicides during the past growing season. First, conjoint analysis was used to determine the relative importance of the attributes farmers use when selecting herbicides. Then MDS was used to map farmers’ perceptions of herbicides. The study showed that price greatly influenced herbicide selections, and participants were particularly sensitive when costs were more than €10 per hectare. But price was not the only determinant. Farmers also considered how much weed control the herbicide provided. They were willing to pay higher prices to keep weeds off their land. The study showed that herbicides that failed to control even one of the four most common weeds would have to be very inexpensive to attain a reasonable market share. Fusilade promised good weed control. Furthermore, MDS indicated that one of Fusilade’s competitors was considered to be expensive. Hence, ICI kept its original pricing plan and did not lower the price of Fusilade.

Real research

Fab’s fabulous foamy fight

Competition in the detergent market was intensifying in Thailand. Market potential research in Thailand indicated that superconcentrates would continue to grow at a healthy rate, although the detergent market had slowed. In addition, this category had already dominated other Asian markets such as Taiwan, Hong Kong and Singapore. Consequently, Colgate entered this new line of competition with Fab Power Plus, with the objective of capturing 4% market share. Based on secondary data and qualitative research, Colgate assessed the critical factors for the success of superconcentrates. Some of these factors were: environmental appeal; hand washing and machine washing convenience; superior cleaning abilities; optimum level of suds for hand washing; and brand name. Research also revealed that no brand had both hand and machine wash capabilities and a formula that had both these qualities was desirable. A conjoint study was designed and these factors varied at either two or three levels. Preference ratings were gathered from participants and part-worths for the factors estimated at both the individual and group
level. Results showed that the factor of hand–machine capability had a substantial contribution, supporting earlier claims. Based on these findings, Fab Power Plus was successfully introduced as a brand with both hand and machine wash capabilities.

Real research

**Ethical perceptions of marketing research firms**

In a refined scale to measure the degree to which a certain situation is ethical or unethical, three factors have been found to have acceptable validity and parsimony. Two of these dimensions are particularly interesting. These are a broad-based moral equity dimension (factor 1) and a relativistic dimension (factor 2). Using multidimensional scaling, one can plot the perceived ethics of marketing research firms using these dimensions. For example, an MDS plot might look like the diagram here.

An MDS plot might look like this . . .

In this example, internal marketing research departments were perceived to be the most ethical on both dimensions. Large marketing research firms were perceived to be more ethical on the relativistic dimension, whereas small firms were more ethical on the moral equity factor. International research firms were more ethical on relativistic terms (*coping in an environment where there are no absolute truths*), whereas domestic firms were higher on the moral equity dimension. Full-service research firms were perceived to be more ethical on both the dimensions, as compared with limited-service firms.

Practise data analysis with SPSS

**SPSS Windows and Mac**

The multidimensional scaling program allows individual differences as well as aggregate analysis using ALSCAL. The level of measurement can be ordinal, interval or ratio. Both the direct and derived approaches can be accommodated. To select multidimensional scaling procedures, click:

Analyze>Scale>Multidimensional Scaling . . .

Following are the detailed steps for running multidimensional scaling on the similarity rating, using the data from Table 26.1. First, convert similarity ratings to distances by subtracting
each value of Table 26.1 from 8. The form of the data matrix has to be square symmetric (diagonal elements zero and distances above and below the diagonal; see SPSS file ‘Table 26.1 Input’). Note that SPSS gives solutions that are different from those presented in this chapter using different software. Note also that the example in Table 26.1 is based upon beer preferences. In the following, the example is based upon toothpaste preferences. However, the data set is identical:

1. Select ANALYZE from the SPSS menu bar.
2. Click SCALE and then MULTIDIMENSIONAL SCALING (ALSCAL).
4. In the DISTANCES box check DATA ARE DISTANCES. SHAPE should be SQUARE SYMMETRIC (default).
5. Click MODEL. In the pop-up window, in the LEVEL OF MEASUREMENT box, check INTERVAL. In the SCALING MODEL box, check EUCLIDEAN DISTANCE. In the CONDITIONALITY box, check MATRIX. Click CONTINUE.
6. Click OPTIONS. In the pop-up window, in the DISPLAY box, check GROUP PLOTS, DATA MATRIX and MODEL AND OPTIONS SUMMARY. Click CONTINUE.
7. Click OK.

The conjoint analysis approach can be implemented using regression if the dependent variable is metric (interval or ratio). This procedure can be run by clicking:

Analyze>Regression>Linear . . .

Detailed steps for running a regression are given in Chapter 22. SPSS Conjoint is a specialised program that is available as a separate module.

Summary

Multidimensional scaling (MDS) is used for obtaining spatial representations of participants’ perceptions and preferences. Perceived or psychological relationships among stimuli are represented as geometric relationships among points in a multidimensional space. Formulating the MDS problem requires a specification of the brands or stimuli to be included. The number and nature of brands selected influence the resulting solution. Input data obtained from participants can be related to perceptions or preferences. Perception data can be direct or derived. The direct approaches are more common in marketing research.

The selection of an MDS procedure depends on the nature (metric or non-metric) of the input data and whether perceptions or preferences are being scaled. Another determining factor is whether the analysis will be conducted at the individual or aggregate level. The decision about the number of dimensions in which to obtain a solution should be based on theory, interpretability, elbow criterion and ease-of-use considerations. Labelling of the dimensions is a difficult task that requires subjective judgement. Several guidelines are available for assessing the reliability and validity of MDS solutions. Preference data can be subjected to either internal or external analysis. If the input data are of a qualitative nature, they can be analysed via correspondence analysis. If the attribute-based approaches are used to obtain input data, spatial maps can also be obtained by means of factor or discriminant analysis.
Conjoint analysis is based on the notion that the relative importance that consumers attach to salient attributes, and the utilities they attach to the levels of attributes, can be determined when consumers evaluate brand profiles that are constructed using these attributes and their levels. Formulating the problem requires an identification of the salient attributes and their levels. The pairwise and the full-profile approaches are commonly employed for constructing the stimuli. Statistical designs are available for reducing the number of stimuli in the evaluation task. The input data can be either non-metric (rankings) or metric (ratings). Typically, the dependent variable is preference or intention to buy.

Although other procedures are available for analysing conjoint analysis data, regression using dummy variables is becoming increasingly important. Interpreting the results requires an examination of the part-worth functions and relative importance weights. Several procedures are available for assessing the reliability and validity of conjoint analysis results.

Questions

1. For what purposes are MDS procedures used?
2. Identify two marketing research problems where MDS could be applied. Explain how you would apply MDS in these situations.
3. What is meant by a spatial map?
4. Describe the steps involved in conducting MDS.
5. Describe the direct and derived approaches to obtaining MDS input data.
6. What factors influence the choice of an MDS procedure?
7. What guidelines are used for deciding on the number of dimensions in which to obtain an MDS solution?
8. Describe the ways in which the reliability and validity of MDS solutions can be assessed.
9. What is the difference between internal and external analysis of preference data?
10. What is involved in formulating a conjoint analysis problem?
11. Describe the full-profile approach to constructing stimuli in conjoint analysis.
12. Describe the pairwise approach to constructing stimuli in conjoint analysis.
13. How can regression analysis be used for analysing conjoint data?
14. Graphically illustrate what is meant by part-worth functions.
15. What procedures are available for assessing the reliability and validity of conjoint analysis results.

Exercises

1. Identify two marketing research problems where MDS could be applied and two where conjoint analysis could be applied. Explain how you would use these techniques in these situations.
2. A participant’s ratings of nine luxury car brands on four dimensions are shown. Each brand was evaluated on each dimension (prestige, performance, luxury
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Consider 12 brands of bath soap (you can use the following – or other brands that you are more familiar with): Dove, Zest, Dial, Imperial Leather, Body Shop, Camay, Ivory, Palmolive, Irish Spring, Lux, Safeguard, Fairy. Form all the possible 66 pairs of these brands. Rate these pairs of brands in terms of similarity using a seven-point scale. Write a report on what you would see as the participant experience in completing the task of comparing these brands.

Construct the nine boot profiles given in Table 26.4. Rate these nine profiles in terms of your preference, using a nine-point rating scale.

In a small group, discuss the similarities and differences between MDS, factor analysis and discriminant analysis, and consider the following statement: ‘simplifying MDS solutions to two-dimensional graphics works well in conveying a solution, but they can only rarely convey the complexity of how consumers differentiate between brands’.

### Notes


Relative accuracy and usefulness’, Journal of Marketing Research 16 (November 1979), 495–506. Hauser and Koppelman conclude that factor analysis is superior to discriminant analysis.


Structural equation modelling and path analysis

Structural equation modelling can test the descriptive ability of different models, thus allowing them to be compared.
Objectives

After reading this chapter, you should be able to:

1. define the nature and unique characteristics of structural equation modelling (SEM);
2. explain the basic concepts in SEM such as theory, model, path diagram, exogenous versus endogenous constructs, dependence and correlational relationships, model fit and model identification;
3. discuss the basic statistics associated with SEM;
4. describe the process of conducting SEM and explain the various steps involved;
5. know how to specify a measurement model and assess its validity;
6. explain the concept of model fit and the differences between absolute, incremental and parsimony fit indices;
7. describe how to specify a structural model and assess its validity;
8. discuss the relationship of SEM to other multivariate techniques;
9. explain path analysis and discuss its relationship to SEM.

Overview

This chapter provides an overview of structural equation modelling (SEM), a procedure for estimating a series of dependence relationships among a set of concepts or constructs represented by multiple measured variables and incorporated into an integrated model. The principles of regression (Chapter 22) and factor analysis (Chapter 24) provide a foundation for understanding SEM. We start by discussing the basic concepts of SEM, followed by an explanation of the key statistics and terms associated with the procedure. Then we describe the procedure for conducting SEM. We also cover second-order confirmatory factor analysis (CFA) and present illustrative applications of SEM. Then, we describe the related technique of path analysis. We begin with an example of the use of SEM and confirmatory factor analysis.¹

Real research

Personal aspirations and the consumption of luxury goods²

The market for luxury goods and services has been enlarging, steadily and strongly, since the early 1990s. The economic factors driving this trend include increasing disposable income, lower unemployment, reducing production costs and increasing female employment, as well as a growing wealthy class in developing nations. Studies have found significant and meaningful relationships between luxury consumption and a conspicuous consumption motive, but few have investigated other social motivations. A study proposed to develop and validate an empirical model that included both extrinsic and intrinsic antecedents to buying luxury goods. Extrinsic goals included financial success (money and luxury), social recognition (fame) and appealing appearance (image);
intrinsic goals were self-acceptance (growth), affiliation (relatedness), community feeling (helpfulness) and physical fitness (health). Research hypotheses were set to assess the effects of antecedents on consumer preference for luxury goods. A theoretical model was built, depicting the relationships between intrinsic and extrinsic aspirations, quality search, conspicuous consumption behaviour and self-directed pleasure. It was validated and tested by means of confirmatory factor analysis and structural equation modelling. Validation of the structural and measurement models was by means of discriminant and convergent validity tests.

Basic concepts in SEM

In many instances, researchers must answer a set of interrelated questions. For example, a hotel company may be interested in the following questions: What variables determine service quality? How does service quality influence service attitude and service satisfaction? How does satisfaction with the service result in patronage intention? How does attitude towards the service combine with other variables to affect intention to patronise the service? Such interrelated questions cannot be examined in a unified analysis by any single statistical technique we have discussed so far. To answer such questions in a unified and integrated manner, the researcher must make use of structural equation modelling (SEM). SEM can help us assess the measurement properties and test the proposed theoretical relationships by using a single technique. For example, based upon theory and previous research, we could contend that service quality has five dimensions or factors, such as tangibility, reliability, responsiveness, assurance and empathy. Service quality could be depicted as a latent construct that is not directly observed or measured. Rather, service quality is represented by the five dimensions that are observed or measured. SEM can determine the contribution of each dimension in representing service quality and evaluate how well a set of observed variables measuring these dimensions represents quality, i.e. how reliable the construct is. We can then incorporate this information into the estimation of the relationships between service quality and other constructs. Service quality has a direct and positive influence on both attitude and satisfaction towards the service. Service attitude and satisfaction, in turn, determine attitude to patronise the service. Thus service attitude and service satisfaction are both dependent and independent variables in our theory. A hypothesised dependent variable (service attitude/satisfaction) can become an independent variable in a subsequent dependence relationship (explaining patronage intention). Later in this chapter we give an empirical application of service quality in the context of personal banking.

SEM examines the structure of these interrelationships, which are expressed in a series of structural equations. This concept is similar to estimating a series of multiple regression equations (see Chapter 22). These equations model all the relationships among constructs, dependent as well as independent. In SEM, the constructs are unobservable or latent factors that are represented by multiple variables. This is similar to the concept of variables representing a factor in factor analysis (see Chapter 24), but SEM explicitly takes into account the measurement error. Measurement error is the degree to which the observed variables do not describe the latent constructs of interest in SEM.

SEM is distinguished from the other multivariate techniques we have discussed by the following characteristics:

1. Representation of constructs as unobservable or latent factors in dependence relationships.
2. Estimation of multiple and interrelated dependence relationships incorporated in an integrated model.
Incorporation of measurement error in an explicit manner. SEM can explicitly account for less than perfect reliability of the observed variables, providing analyses of attenuation and estimation bias due to measurement error.

Explanation of the covariance among the observed variables. SEM seeks to represent hypotheses about the means, variances and covariances of observed data in terms of a smaller number of structural parameters defined by a hypothesised underlying model.

SEM is also known by other names such as covariance structure analysis, latent variable analysis and causal modelling. However, it should be noted that SEM by itself cannot establish causality, although it can assist in that process. To make causal inferences, all of the three conditions of causality (discussed in Chapter 11) must be satisfied. This is seldom the case in SEM as such models are generally estimated on single cross-sectional data (Chapter 3) collected by surveys at a single point in time. However, SEM can provide evidence of systematic covariation. SEM is mainly used as a confirmatory, rather than exploratory, technique. Generally we use SEM to determine whether a certain model is valid, rather than using SEM to ‘find’ a suitable model. However, SEM analyses often involve an exploratory aspect.

Statistics and terms associated with SEM

The following statistics and statistical terms are associated with SEM:

- **Absolute fit indices.** These indices measure the overall goodness of fit or badness of fit for both the measurement and structural models. Larger values of goodness of fit and smaller values of badness of fit represent better fits.

- **Average variance extracted (AVE).** A measure used to assess convergent and discriminant validity, which is defined as the variance in the indicators or observed variables that is explained by the latent construct.

- **Chi-square difference statistic (Δχ²).** A statistic used to compare two competing, nested SEM models. It is calculated as the difference between the models’ chi-square values. Its degrees of freedom equal the difference in the models’ degrees of freedom.

- **Composite reliability (CR).** This is defined as the total amount of true score variation in relation to the total score variance. Thus, composite reliability corresponds to the conventional notion of reliability in classical test theory.

- **Confirmatory factor analysis (CFA).** A technique used to estimate the measurement model. It seeks to confirm whether the number of factors (or constructs) and the loadings of observed (indicator) variables on them conform to what is expected on the basis of theory. Indicator variables are selected on the basis of theory, and CFA is used to see if they load as predicted on the expected number of factors.

- **Endogenous construct.** This is a latent, multi-item equivalent of a dependent variable. It is determined by constructs or variables within the model and thus it is dependent on other constructs.

- **Estimated covariance matrix.** Denoted by Σₑ, this matrix consists of the predicted covariances between all observed variables based on equations estimated in SEM.

- **Exogenous construct.** This is the latent, multi-item equivalent of an independent variable in traditional multivariate analysis. An exogenous construct is determined by factors outside of the model and it cannot be explained by any other construct or variable in the model.
• **First-order factor model.** Covariances between observed variables are explained with a single latent factor or construct layer.

• **Incremental fit indices.** These measures assess how well a model specified by the researcher fits relative to some alternative baseline model. Typically, the baseline model is a null model in which all observed variables are unrelated to each other.

• **Measurement model.** The first two models estimated in SEM. This represents the theory that specifies the observed variables for each construct and permits the assessment of construct validity.

• **Modification index.** An index calculated for each possible relationship that is not freely estimated but is fixed. The index shows the improvement in the overall model $\chi^2$ if that path was freely estimated.

• **Nested model.** A model is nested within another model if it has the same number of constructs and variables and can be derived from the other model by altering relationships, by adding or deleting relationships.

• **Non-recursive model.** A structural model that contains feedback loops or dual dependences.

• **Parsimony fit indices.** Designed to assess fit in relation to model complexity and useful in evaluating competing models, these indices are goodness-of-fit measures and can be improved by a better fit or by a simpler, less complex model that estimates fewer parameters.

• **Parsimony ratio.** This is calculated as the ratio of degrees of freedom used by the model to the total degrees of freedom available.

• **Path analysis (PA).** A special case of SEM with only single indicators for each of the variables in the causal model. In other words, path analysis is SEM with a structural model, but no measurement model.

• **Path diagram.** A graphical representation of a model showing the complete set of relationships among the constructs. Dependence relationships are portrayed by straight arrows, and correlational relationships by curved arrows.

• **Recursive model.** A structural model that does not contain any feedback loops or dual dependencies.

• **Sample covariance matrix.** Denoted by $S$, this matrix consists of the variances and covariances for the observed variables.

• **Second-order factor model.** There are two levels or layers. A second-order latent construct causes multiple first-order latent constructs, which in turn cause the observed variables. Thus, the first-order constructs now act as indicators or observed variables for the second-order factor.

• **Squared multiple correlations.** Similar to communality, these values denote the extent to which an observed variable’s variance is explained by a latent construct or factor.

• **Structural error.** This is similar to an error term in regression analysis. In the case of completely standardised estimates, squared multiple correlation is equal to 1 – the structural error.

• **Structural model.** The second of two models estimated in SEM. It represents the theory that specifies how the constructs are related to each other, often with multiple dependence relationships.

• **Structural relationship.** Dependence relationship between an endogenous construct and an exogenous or other endogenous construct.

• **Unidimensionality.** A notion that a set of observed variables represent only one underlying construct. All cross-loadings are zero.
Foundational to the understanding of SEM are the concepts of theory, model, path diagram, exogenous versus endogenous constructs, dependence and correlational relationships, model fit and model identification. These fundamental concepts are discussed next.

**Theory, model and path diagram**

The role of theory and models in developing an approach to the problem was discussed in Chapter 2. There we defined a theory as a conceptual scheme based on foundational statements or axioms that are assumed to be true. A theory serves as a conceptual foundation for developing a model. It is very important that an SEM model be based on theory because all relationships must be specified before the SEM model can be estimated. In SEM, models are often constructed to test certain hypotheses derived from the theory. An SEM model consists of two models: the measurement model and the structural model.6

The measurement model depicts how the observed (measured) variables represent constructs. It represents the theory that specifies the observed variables for each construct and permits the assessment of construct validity (Chapter 12). The observed variables are measured by the researcher and are also referred to as measured variables, manifest variables, indicators or items of the construct. Typically, observed variables are assumed to be dependent upon constructs.7 Thus, straight arrows are drawn from a construct to the observed variables that are indicators of the construct (Figure 27.1). No single indicator can completely represent a construct but is used as an indication of that construct. The measurement model uses the technique of CFA in which the researcher specifies which variables define each construct (or factor). It seeks to confirm whether the number of factors (or constructs) and the loadings of observed (indicator) variables on them conform to what is expected on the basis of theory. Thus, CFA is used to verify the factor structure of a set of observed variables. CFA allows the researcher to test the hypothesis that a relationship between observed variables and their underlying latent constructs exists. The researcher uses knowledge of the theory, empirical research, or both; postulates the relationship pattern a priori; and then tests the hypothesis statistically. Indicator variables are selected on the basis of theory, and CFA is used to see if they load as predicted on the expected number of factors. The terms construct and factor are used interchangeably. In other words, in testing for the measurement model, the researcher has complete control over which indicators describe each construct. On the other hand, a structural model shows how the constructs are related to each other, often with multiple dependence relationships. It specifies whether a relationship exists or does not exist. If a relationship is hypothesised by the theory, then an arrow is drawn. If a relationship is not hypothesised, then no arrow is drawn.
A model is portrayed in a graphical form (see Chapter 2), known as a path diagram. The following norms are followed in constructing a path diagram for a measurement model. Constructs are represented by ovals or circles, while measured variables are represented by squares. Straight arrows are drawn from the constructs to the measured variables, as in Figure 27.1(a). Dependence relationships are portrayed by straight arrows – Figure 27.1(a), and correlational relationships by curved arrows – Figure 27.1(b).

**Exogenous versus endogenous constructs**

As stated earlier, in SEM a construct is an unobservable or latent variable that can be defined in conceptual terms but cannot be measured directly, e.g. by asking questions in a questionnaire. Also, a construct cannot be measured without error. Rather, a construct is measured approximately and indirectly by examining the consistency among multiple observed or measured variables.

An exogenous construct is the latent, multi-item equivalent of an independent variable in traditional multivariate analysis. Multiple observed variables or items are used to represent an exogenous construct that acts as an independent variable in the model. An exogenous construct is determined by factors outside of the model, and it cannot be explained by any other construct or variable in the model. Graphically, an exogenous construct does not have any paths (single-headed arrows) coming into it from any other construct or variable in the model: it will only have paths (single-headed arrows) going out of it. In a measurement model, the indicators or measured variables for an exogenous construct are referred to as $X$ variables. Thus, the construct $C_1$ in Figure 27.1(a) is an exogenous variable.

In contrast, an endogenous construct is the latent, multi-item equivalent of a dependent variable. It is determined by constructs or variables within the model and thus it is dependent on other constructs. Graphically, an endogenous construct has one or more paths (single-headed arrows) coming into it from one or more exogenous constructs or from other endogenous constructs. In a measurement model, the indicators or measured variables for an endogenous construct are referred to as $Y$ variables, as in the case of construct $C_2$ in Figure 27.1(a).

**Dependence and correlational relationships**

A dependence relationship is shown by straight arrows. The arrows flow from the antecedent (independent) to the subsequent effect (dependent) measured variable or latent construct. In a measurement model, the straight arrows are drawn from the construct to its measured variables. In a structural model, the dependence occurs between constructs and so straight arrows are drawn between constructs, as shown in Figure 27.1(a). The specification of dependence relationships is also related to whether a construct is considered exogenous or endogenous, as explained earlier. Thus construct $C_2$ is endogenous in this case. It should be noted that an endogenous construct can be an antecedent of other endogenous constructs.

A correlational relationship, also called covariance relationship, specifies a simple correlation between exogenous constructs. The theory posits that these constructs are correlated but it is not assumed that one construct is dependent upon another. A correlation relationship is depicted by a two-headed curved arrow, as shown in Figure 27.1(b). Note that both constructs, $C_1$ and $C_2$, are exogenous in this case. A path diagram typically involves a combination of dependence and correlational relationships among endogenous and exogenous constructs, as stipulated by theory.

**Model fit**

SEM tests a set of multiple relationships that are represented by multiple equations. Therefore, the fit or predictive accuracy has to be determined for the model as a whole, not for any single relationship. Other multivariate techniques decompose variance (as explained in
Chapter 21 for analysis of variance and covariance, and in Chapter 22 for multiple regression). In contrast, SEM analyses correlation or covariance. SEM determines how well the proposed theory explains the observed correlation or covariance matrix among measured variables. The data analysis is primarily based on a correlation or covariance matrix at the item level. Thus, one of the preparatory steps for SEM is to produce correlations or covariances among the items (measured or observed variables). Most contemporary SEM programs automatically generate correlations or covariances for subsequent analysis and thus this step may not be apparent to most users of such software. Yet it is important to note that SEM analysis is based on a correlation or covariance matrix, rather than raw data. As compared with correlations, we advocate the estimation of SEM based on covariances. A correlation matrix is a special case of the covariance matrix when the data are standardised (see Chapter 22). As compared with correlations, covariances contain greater information and provide more flexibility. Based on the proposed measurement and structural models, it is possible to estimate the covariance matrix between the observed variables $\Sigma_k$. Model fit is then determined by comparing how closely the estimated covariance matrix, $\Sigma_k$, matches the observed (sample) covariance matrix, $S$, i.e. the fit statistics are based on $|S - \Sigma_k|$. A residual in SEM is the difference between the observed value and the estimated value of a covariance. Specific fit indices used in SEM are discussed later in the chapter.8

Model identification

Model identification concerns whether there is enough information in the covariance matrix to enable us to estimate a set of structural equations. We can estimate one model parameter for each unique variance or covariance among the observed variables. If there are $p$ observed variables, then up to a maximum of $(p(p + 1))/2$ parameters can be estimated. Note that this number is the sum of all the unique covariances $(p(p + 1))/2$ and all the variances, $p$. Thus:

$$(p(p + 1))/2 = p(p - 1)/2 + p$$

If the actual number of estimated parameters, $k$, is less than $(p(p + 1))/2$, the model is overidentified. In that case, we have positive degrees of freedom. Conversely, if $k$ is greater than $(p(p + 1))/2$, the model is underidentified and a unique solution cannot be found. As a general guideline, having at least three observed variables for each latent construct helps in model identification, i.e. results in an overidentified model. This practice is therefore recommended.

Conducting SEM

The process of conducting SEM is described in Figure 27.2. The steps involved in conducting SEM are: (1) define the individual constructs; (2) specify the measurement model; (3) assess measurement model reliability and validity; (4) specify the structural model if the measurement model is valid; (5) assess structural model validity; and (6) draw conclusions and make recommendations if the structural model is valid. We will describe each of these steps and discuss the relevant issues involved.

Define the individual constructs

As already mentioned, it is very important that SEM analysis be grounded in theory. The specific constructs, how each construct will be defined and measured and the interrelationships among constructs must all be specified based on theory. Generally, the interest in SEM is to test both the measurement theory and the structural theory. Measurement theory specifies how the constructs are represented; structural theory posits how the constructs are interrelated. Structural relationships posited by theory are converted to hypotheses (see Chapter 2), which are then tested using SEM. The test of these hypotheses will be
valid only if the underlying measurement model specifying how these constructs are represented is valid. Hence, great care should be taken in operationalising, measuring and scaling the relevant variables as identified and defined by theory. The measurement and scaling considerations involved, including the development of multi-item scales, were discussed in Chapter 12. This process results in scales used to measure the observed variables or indicators.

**Specify the measurement model**

Once the constructs have been defined and their observed or indicator variables measured, we are in a position to specify the measurement model. This involves the assignment of the relevant measured variables to each latent construct. The measurement model is usually represented by a diagram, as indicated in Figure 27.3. Figure 27.3 represents a simple measurement model having two correlated constructs, with each construct being represented by three indicator or measured variables. The assignment of measured variables to each latent construct is graphically equivalent to drawing arrows from each construct to the measured variables that represent that construct. The degree to which each measured variable is related to its construct is represented by that variable’s loading, also shown in Figure 27.3. Only the loadings linking each measured variable to its latent construct as specified by the arrows are estimated; all other loadings are set to zero. Also, since a latent factor does not explain a measured variable perfectly, an error term is added. In a measurement model, we do not distinguish between exogenous and endogenous constructs; they are all treated as being of the same type, similar to that in factor analysis (Chapter 24).
In a measurement model, it is common to represent constructs by Greek characters and measured variables by alphabets. The common notations used are:

- $\xi$ = latent factors
- $X$ = measured variables
- $\lambda$ = factor loadings
- $\delta$ = errors
- $\phi$ = correlation between constructs.

It can be seen that Figure 27.3 is similar to Figure 27.1(b) except that all the notations have been added. In equation form, the measurement model may be represented as:

$$X_1 = \lambda_{x1,1} \xi_1 + \delta_1$$

In the model of Figure 27.3, a total of 13 parameters need to be estimated. The parameters consist of six loading estimates, six error estimates and one between-construct correlation. All the other paths have not been specified, i.e. no arrows have been shown. These paths will be set to zero, i.e. they will not be estimated. For each possible parameter in the model, the researcher should specify whether it is estimated or not. A free parameter is one that is estimated in the analysis. A fixed parameter is one that is not estimated by SEM but whose value is set by the researcher. Often, the value of a fixed parameter is set at zero, indicating that the specific relationship is not estimated. Specifying the observed variables or indicators for each latent construct requires ‘setting the scale’ of the latent construct. Because a latent construct is not observed, it has no metric scale, i.e. no range of values. Therefore this must be provided, and either one of the following two options may be used:

1. One of the factor loadings can be fixed, generally to a value of 1.
2. The construct variance can be fixed, generally to a value of 1. In this case, the relationships between constructs are represented by a correlation matrix.

**Sample size requirements**

The sample size required for SEM depends upon several considerations, including the complexity of the model, estimation technique, amount of missing data, amount of average error variance among the indicators or measured variables and multivariate distribution of the data. In terms of complexity, models with more constructs or more measured variables require larger samples. Larger samples are also needed if there are less than three measured variables for each construct. Regarding estimation technique, if maximum likelihood estimation (MLE – see Chapter 23) is used, the sample size should be generally in the range...
of 200 to 400, subject to other considerations. If the extent of missing data is higher than 10%, then problems may be encountered and larger samples are required. The impact of the average error variance of indicators can be understood in terms of communality. Similar to the notion in factor analysis (see Chapter 24), communality is the variance of a measured variable that is explained by the construct on which it loads. Research shows that as communalities become smaller, larger samples are required. In particular, when the communalities are less than 0.5, larger samples will be required. The problem is magnified when the constructs have been measured with fewer than three indicators. Finally, as the data deviate more and more from the assumption of multivariate normality, larger samples are needed. To minimise problems with deviations from normality, it has been suggested that there should be at least 15 participants for each parameter estimated in the model.

We offer the following simplified guidelines. SEM models with five or fewer constructs, each with more than three measured variables, and communalities of at least 0.5 should be estimated with sample sizes of at least 200. For five or fewer constructs, when even some of the constructs are measured with fewer than three indicators, or the communalities are less than 0.5, the sample size should be at least 300. When there are more than five constructs, with several constructs being measured with fewer than three indicators, and there are multiple low (less than 0.5) communalities, the sample size should be at least 400. In general, larger samples produce more stable solutions and the researcher should ensure that the SEM model is being estimated on an adequate sample size.

Assess measurement model reliability and validity

The validity of the measurement model depends on the goodness-of-fit results, reliability and evidence of construct validity, especially convergent and discriminant validity:

1 Assess measurement model fit. As stated earlier, goodness of fit means how well the specified model reproduces the covariance matrix among the indicator items. That is, how similar is the estimated covariance of the indicator variables (Σ̂) to the observed covariance in the sample data (S). The closer the values of the two matrices are to each other, the better the model is said to ‘fit’. As shown in Figure 27.4, the various measures designed to assess fit consist of absolute fit, incremental fit and parsimony fit indices. In absolute fit indices, each model is evaluated independently of other possible models. These indices directly measure how well the specified model reproduces the observed or sample data. Absolute fit indices may measure either goodness of fit or
badness of fit. Goodness-of-fit indices indicate how well the specified model fits the observed or sample data, and so higher values of these measures are desirable. Measures that are commonly used are the goodness-of-fit-index (GFI) and the adjusted goodness-of-fit index (AGFI). On the other hand, badness-of-fit indices measure error or deviation in some form and so lower values on these indices are desirable. The commonly used badness-of-fit measures are the chi-square ($\chi^2$), root mean square residual (RMSR), standardised root mean square residual (SRMR) and the root mean square error of approximation (RMSEA).

In contrast to the absolute fit indices, the incremental fit indices evaluate how well the specified model fits the sample data relative to some alternative model that is treated as a baseline model. The baseline model that is commonly used is the null model, which is based on the assumption that the observed variables are uncorrelated. These are goodness-of-fit measures, and the commonly used incremental fit indices include the normed fit index (NFI), non-normed fit index (NNFI), comparative fit index (CFI), the Tucker Lewis index (TLI) and the relative non-centrality index (RNI).

The parsimony fit indices are designed to assess fit in relation to model complexity and are useful in evaluating competing models. These are goodness-of-fit measures and can be improved by a better fit or by a simpler, less complex model that estimates fewer parameters. These indices are based on the parsimony ratio that is calculated as the ratio of degrees of freedom used by the model to the total degrees of freedom available. The commonly used parsimony fit indices are the parsimony goodness-of-fit index (PGFI) and the parsimony normed-fit index (PNFI). We discuss these indices briefly and provide guidelines for their use. Given its foundational nature, chi-square ($\chi^2$) is discussed first, followed by other indices.12

2 Chi-square ($\chi^2$). A chi-square test provides a statistical test of the difference in the covariance matrices, such that $\chi^2 = (n - 1)(\text{observed sample covariance matrix} - \text{estimated covariance matrix})$, where $n$ is the sample size, or:

$$\chi^2 = (n - 1) (S - \Sigma)$$

At specified degrees of freedom, since the critical value of the $\chi^2$ distribution is known, the probability that the observed covariance is actually equal to the estimated covariance in a given population can be found. The smaller the probability ($p < 0.05$), the greater will be the chance that the two covariance matrices are not equal, similar to the $\chi^2$ test discussed in Chapter 20. For SEM, the degrees of freedom ($df$) are determined by the following formula:

$$df = (1/2)[p(p + 1)] - k$$

where $p$ is the total number of observed variables and $k$ is the number of estimated parameters. Although the chi-square is the only statistically based fit measure, its limitation is that it increases with sample size and the number of observed variables, introducing a bias in the model fit. Hence, we should examine alternative model fit indices.

3 Other absolute fit indices: goodness of fit. The goodness-of-fit index (GFI) is a measure of absolute fit, whereas the adjusted goodness-of-fit index (AGFI) accounts for the degrees of freedom in the model. If $F_k$ is the minimum fit function of the estimated model and $F_0$ is the fit function of the baseline model with no free parameters, then $GFI = 1 - F_k/F_0$. As the model fit improves, $F_k/F_0$ decreases and, as a result, GFI increases. AGFI adjusts for degrees of freedom and is useful for comparing across models and different complexities. AGFI = \{1 - [p(p + 1)/2df](1 - GFI)\} where $p$ is the total number of observed variables and $df$ is the degrees of freedom of the model. Higher values in the 0.90 range are considered acceptable for GFI and AGFI, but GFI and AGFI are affected by sample size and can be large for models that are poorly specified, and as such their use as fit indices is rather limited.
4 *Other absolute fit indices: badness of fit.* The notion of a residual was discussed earlier. The root mean square residual (RMSR) is the square root of the mean of these squared residuals. Thus, RMSR is an average residual covariance that is a function of the units used to measure the observed variables. Therefore it is problematic to compare RMSR across models unless standardisation is done. Standardised root mean residual (SRMR) is the standardised value of the root mean square residual and helps in comparing fit across models. Like RMSR, lower values of SRMR indicate better model fit, and values of 0.08 or less are desirable. Root mean square error of approximation (RMSEA) examines the difference between the actual and the predicted covariance, i.e. residual or, specifically, the square root of the mean of the squared residuals. RMSEA = \( \sqrt{[(\chi^2 / df - 1) / (n - 1)]} \), which adjusts the chi-square value by factoring in the degrees of freedom and the sample size. Lower RMSEA values indicate better model fit. An RMSEA value of ≤0.08 is considered conservative.

5 *Incremental fit indices.* Normed fit index (NFI) and comparative fit index (CFI) are also widely used model fit measures, and these represent incremental fit indices in that the specified model is compared with the null model in which the variables are assumed to be uncorrelated (i.e. the independence model). NFI is a ratio of the difference in the \( \chi^2 \) value for the proposed model (\( \chi^2_{\text{prop}} \)) and the null model (\( \chi^2_{\text{null}} \)) divided by the \( \chi^2 \) value for the null model (\( \chi^2_{\text{null}} \)), i.e. NFI = \( (\chi^2_{\text{null}} - \chi^2_{\text{prop}}) / \chi^2_{\text{null}} \). As the \( \chi^2 \) value for the proposed model approaches zero, NFI tends to be a perfect fit of 1. NFI does not reflect parsimony: the more parameters in the model, the larger the NFI, which is why NNFI is now preferred. NNFI = \( (\chi^2_{\text{null}}/df_{\text{null}} - \chi^2_{\text{prop}}/df_{\text{prop}}) / (\chi^2_{\text{null}}/df_{\text{null}} - 1) \) where \( df_{\text{prop}} \) and \( df_{\text{null}} \) are the degrees of freedom for the proposed and null models respectively. For both NFI and NNFI, values of ≥0.90 are considered acceptable.

The CFI is related to NFI and factors in degrees of freedom for model complexity. It is determined by the following formula: CFI = \( 1 - (\chi^2_{\text{prop}} - df_{\text{prop}}) / (\chi^2_{\text{null}} - df_{\text{null}}) \) where \( \chi^2_{\text{prop}} \) and \( df_{\text{prop}} \) are the chi-square value and degrees of freedom for the theoretically based proposed model and \( \chi^2_{\text{null}} \) and \( df_{\text{null}} \) are the same for the null model. CFI varies from 0 to 1, and values of 0.90 or greater are usually associated with good model fit. CFI is similar in meaning to NFI but penalises for sample size. The Tucker Lewis index (TLI) is conceptually similar to CFI, but is not normed and so the values can fall outside of the 0 to 1 range. Models with good fit have a TLI value that is close to 1. The relative non-centrality index (RNI) is another incremental fit index, and its values generally range between 0 and 1, with values that are 0.90 or larger indicating a good fit.

6 *Parsimony fit indices.* It should be emphasised that parsimony fit indices are not appropriate for evaluating the fit of a single model but are useful in comparing models of different complexities. The parsimony goodness-of-fit index (PGFI) adjusts the goodness-of-fit index by using the parsimony ratio that was defined earlier. The values of PGFI range between 0 and 1. A model with a higher PGFI is preferred, based on fit and complexity. The parsimony normed fit index (PNFI) adjusts the normed fit index (NFI) by multiplication with the parsimony ratio. As with PGFI, higher values of PNFI also indicate better models in terms of fit and parsimony. Both PGFI and PNFI should be used only in a relative sense, i.e. in comparing models. PNFI is used to a greater extent as compared to PGFI.

Of the measures we have considered, CFI and RMSEA are among the measures least affected by sample size and quite popular in use. It is highly desirable that we use multiple (at least three) indices of different types. It is good practice always to report the \( \chi^2 \) value with the associated degrees of freedom. In addition, use at least one absolute goodness-of-fit, one absolute badness-of-fit and one incremental fit measure. If models of different complexities are being compared, one parsimony fit index should also be considered.

7 *Assess reliability and validity.* The measurement accuracy, reliability, validity and general-issability considerations discussed for multi-item scales in Chapter 12 also apply to SEM. You are advised to review those concepts. Here we discuss the approaches to reliability, convergent validity and discriminant validity that are unique to SEM.
8 Reliability. Recall from Chapter 12 that an unreliable construct cannot be valid. So first we should assess the reliability of the constructs in the measurement model. As in Chapter 12, the coefficient alpha can be used to assess reliability. In addition, we compute composite reliability (CR), which is defined as the total amount of true score variance in relation to the total score variance. CR is computed as:

\[
CR = \frac{\left(\sum_{i=1}^{p} \lambda_{i}^{2}\right)^{2}}{\left(\sum_{i=1}^{p} \lambda_{i}^{2}\right)^{2} + \left(\sum_{i=1}^{p} \delta_{i}\right)^{2}}
\]

where 
- \( CR \) = composite reliability
- \( \lambda \) = completely standardised factor loading
- \( \delta \) = error variance
- \( p \) = number of indicators or observed variables.

Thus, CR corresponds to the conventional notion of reliability in classical test theory (see Chapter 12). As general guidelines, CRs of 0.7 or higher are considered good. Estimates between 0.6 and 0.7 may be considered acceptable if the estimates of the model validity are good.

9 Convergent validity. Recall from Chapter 12 that convergent validity measures the extent to which the scale correlates positively with other measures of the same construct. Hence the size of the factor loadings provides evidence of convergent validity. High factor loadings indicate that the observed variables converge on the same construct. At a minimum, all factor loadings should be statistically significant and higher than 0.5, ideally higher than 0.7. A loading of 0.7 or higher indicates that the construct is explaining 50% or more of the variation in the observed variable, since \((0.7)^2 = 0.5\). Sometimes a cut-off level of 0.6 is used.\(^{13}\)

Another measure that is used to assess convergent validity is the average variance extracted (AVE), which is defined as the variance in the indicators or observed variables that is explained by the latent construct.\(^{14}\) AVE is calculated in terms of the (completely) standardised loadings as:

\[
AVE = \frac{\sum_{i=1}^{p} \lambda_{i}^{2}}{\sum_{i=1}^{p} \lambda_{i}^{2} + \sum_{i=1}^{p} \delta_{i}}
\]

where
- \( AVE \) = average variance extracted
- \( \lambda \) = completely standardised factor loading
- \( \delta \) = error variance
- \( p \) = number of indicators or observed variables.

AVE varies from 0 to 1, and it represents the ratio of the total variance that is due to the latent variable. Using the logic presented earlier, an AVE of 0.5 or more indicates satisfactory convergent validity, as it means that the latent construct accounts for 50% or more of the variance in the observed variables, on average. If AVE is less than 0.5, the variance due to measurement error is larger than the variance captured by the construct, and the validity of the individual indicators as well as the construct is questionable. Note that AVE is a more conservative measure than CR. On the basis of CR alone, the researcher may conclude that the convergent validity of the construct is adequate, even though more than 50% of the variance is due to error. One should also interpret the standardised parameter estimates to ensure that they are meaningful and in accordance with theory.
10 **Discriminant validity.** In order to establish discriminant validity, we must show that the construct is distinct from other constructs and thus makes a unique contribution. First, individual observed variables should load on only one latent construct. Cross-loadings indicate lack of distinctiveness and present potential problems in establishing discriminant validity. In SEM, we typically assume that a set of observed variables represents only one underlying construct, and this concept is called unidimensionality. All cross-loadings are specified (i.e. fixed) to be zero.

One formal way to show distinctiveness is to set the correlation between any two constructs as equal to 1, i.e. we are specifying that observed variables measuring the two constructs might as well be represented by one construct. Evidence of discriminant validity is obtained if the fit of the two-construct model is significantly better than the fit of the one-construct model. However, this actually turns out to be a weak test, as significant fit differences may be obtained even when the correlations between the two constructs are very high.

An alternative test of discriminant validity is based on the logic that a construct should explain its observed variables better than it explains any other construct. The test is conducted by showing that the average variance extracted is greater than the square of the correlations. Equivalently, discriminant validity is achieved if the square root of the average variance extracted is larger than the correlation coefficients.

---

**Lack of validity: diagnosing problems**

If the validity of the proposed measurement model is not satisfactory, then you can make use of the diagnostic information provided by CFA to make appropriate modifications. The diagnostic cues that can be used to make appropriate modifications include: (1) the path estimate or loadings; (2) standardised residual; (3) modification indices; and (4) specification search.

The path estimates or loadings link each construct to its indicators or observed variables. You should examine the completely standardised loadings because standardisation removes the effect due to the scales of measurement. Different indicators may be measured using different scales, and this is taken into account via standardisation. Completely standardised loadings that are not in the −1.0 to 1.0 range are infeasible and suggest problems that should be identified and investigated. A loading should be statistically significant. A non-significant loading suggests that the corresponding indicator should be dropped, unless there are strong theoretical reasons for retaining it. Furthermore, the loadings should preferably be above 0.7, or at least minimally greater than 0.5 when absolute values are compared. These guidelines were provided earlier. Significant but low loadings (less than 0.5) suggest that the corresponding indicators may still be candidates for deletion. The signs of the loadings should be in the direction hypothesised by theory, and the loadings should be meaningful from a theoretical viewpoint. It is also useful to evaluate the squared multiple correlations. A squared multiple correlation represents the extent to which the variance of an observed variable is explained by the associated latent construct.

As noted earlier, residuals refer to the differences between the observed covariances (i.e. the sample data) and the estimated covariance terms. A **standardised residual** is the residual divided by its standard error. The following guidelines are observed with respect to the absolute values of the standardised residuals. Absolute values of standardised residuals exceeding...
4.0 are problematic, while those between 2.5 and 4.0 should also be examined carefully but may not suggest any changes to the model if no other problems are associated with the corresponding indicators or observed variables.

SEM programs also calculate a modification index for each possible relationship that is not freely estimated but is fixed. The index shows the improvement in the overall model, $\chi^2$, if that path was freely estimated. As a general guideline, the value of the index should be less than 4.0; the values of 4.0 or more indicate that the fit could be improved by freely estimating the relationship or path.

A specification search is an empirical approach that uses the model diagnostics and trial and error to find a better-fitting model. It can be easily implemented using SEM software. In spite of this, the approach should be used with caution because there are problems associated with determining a better-fitting model simply based on empirical data. We do not recommend this approach for the non-expert user.

It should be noted that all the adjustments, whether based on path estimates, standardised residuals, modification indices or specification searches, are against the intrinsic nature of CFA, which is a confirmatory technique. In fact, such adjustments are more in keeping with exploratory factor analysis (EFA). However, if the modifications are minor (e.g. deleting less than 10% of the observed variables), you may be able to proceed with the prescribed model and data after making the suggested changes. However, if the modifications are substantial then you must modify the measurement theory, specify a new measurement model and collect new data to test the new model.15

**Specify the structural model**

Once the validity of the measurement model has been established, you can proceed with the specification of the structural model. In moving from the measurement model to the structural model, the emphasis shifts from the relationships between latent constructs and the observed variables to the nature and magnitude of relationships between constructs. Thus, the measurement model is altered based on the relationships among the latent constructs. Because the measurement model is changed, the estimated covariance matrix based on the set of relationships examined will also change. However, the observed covariance matrix, based on the sample data, does not change as the same data are used to estimate the structural model. Thus, in general, the fit statistics will also change, indicating that the fit of the structural model is different from the fit of the measurement model.

Figure 27.5 shows the structural model that is based on the measurement model of Figure 27.3. While the constructs $C_1$ and $C_2$ were correlated in Figure 27.3, there is now a dependence relationship, with $C_2$ being dependent on $C_1$. Note that the two-headed curved arrow in Figure 27.1 is now replaced with a one-headed straight arrow representing the path from $C_1$ to $C_2$. There are also some changes in the notations and symbols. The construct $C_2$ is now represented by $\eta_1$. This change helps us to distinguish an endogenous construct ($C_2$) from an exogenous construct ($C_1$). Also note that only the observed
variables for the exogenous $C_1$ are represented by $X$ ($X_1$ to $X_3$). On the other hand, the observed variables for the endogenous construct ($C_2$) are represented by $Y$ ($Y_1$ to $Y_3$). The error variance terms for the $Y$ variables are denoted by $e$, rather than by $\delta$. The loadings also reflect the endogenous and exogenous distinction. Loadings for the exogenous construct, as before, are still represented by $\lambda$. However, the loadings for the endogenous construct are represented by $\gamma$. The graphical representation of a structural model, such as in Figure 27.5, is called a path diagram. The relationships among the latent constructs are shown with one-headed straight arrows in the path diagram; fixed parameters, typically set at zero, are not shown. The structural parameters fall into two groups. Parameters representing relationships from exogenous constructs ($\xi$) to endogenous constructs ($\eta$) are denoted by the symbol $\gamma$ (gamma), as shown in Figure 27.5. Parameters representing relationships from endogenous constructs to endogenous constructs are denoted by the symbol $\beta$ (beta).

If the measurement model is identified, then the structural model is too, provided that it is recursive in that there are no feedback loops or dual dependencies and, in addition, there are no interaction terms. In such cases, generally the structural model is nested within the measurement model and contains fewer estimated parameters. A model is nested within another model if it has the same number of constructs and variables and can be derived from the other model by altering relationships, such as by adding or deleting relationships. Dual dependencies exist when $C_1$ and $C_2$ are mutually dependent on each other, and models containing such relationships are referred to as non-recursive.

In specifying the structural model, it is desirable also to estimate the factor loadings and the error variances, along with the structural parameters. These standardised estimates from the structural model can then be compared with the corresponding estimates from the measurement model to identify any inconsistencies (differences larger than 0.05). This approach also allows us to use the measurement model fit as a basis for evaluating the fit of the structural model. An alternative approach, which uses the estimates of factor loadings and error variances obtained in the measurement model as fixed parameters in the structural model, is not recommended. The reason is that the change in fit between the measurement model and the structural model may be due to problems with the measurement theory instead of problems with the structural theory.

**Assess structural model validity**

Assessing the validity of the structural model involves: (1) examining the fit; (2) comparing the proposed structural model with competing models; and (3) testing structural relationships and hypotheses:

1. **Assessing fit.** The fit of a structural model is examined along the same lines as that for the measurement model discussed earlier. As explained, in general a recursive structural model has fewer relationships than a measurement model from which it is derived. At most, the number of relationships in a structural model can equal those in a measurement model. This means that comparatively fewer parameters are estimated in the structural model. Therefore the value of $\chi^2$ in a recursive structural model cannot be lower than that in the corresponding measurement model. In other words, a recursive structural model cannot have a better fit. Thus, the fit of the measurement model provides an upper bound to the goodness of fit of a structural model. The closer the fit of a structural model is to the fit of a measurement model, the better. The other statistics and guidelines for assessing the fit of a structural model are similar to those discussed earlier for the measurement model, and the same fit indices are used.

2. **Comparison with competing models.** In addition to having a structural model with a good fit, it is good practice to show that the proposed model has a better fit than competing models that might be considered as alternatives. A good fit does not prove that the
proposed theory or structural model best explains the sample data (covariance matrix). An alternative model may produce the same or even a better fit. Thus, a good fit does not prove that the proposed structural model is the only true explanation. Our confidence in the proposed model can be enhanced by comparing it with competing models. The proposed model (M1) and the competing model (M2) can be compared in terms of differences in $\chi^2$, incremental or parsimony fit indices (see Figure 27.4).

When the models are nested, the comparison can be done by assessing the chi-square difference statistic ($\Delta \chi^2$). From the value of $\chi^2$ for the proposed model, M1, the $\chi^2$ value for a lesser constrained model, M2, is subtracted. For example, M2 can have additional paths compared with M1. The degrees of freedom for the $\chi^2$ difference are also determined as the difference in the degrees of freedom for M1 and M2. The equations involved may be represented as:

$$\Delta \chi^2_{\Delta df} = \chi^2_{d(M1)} - \chi^2_{d(M2)}$$

and

$$\Delta df = df(M1) - df(M2)$$

The difference of two chi-square distribution values also has a chi-square distribution. Therefore, we can test whether the difference $\Delta \chi^2$ with $\Delta df$ degrees of freedom is statistically significant. This procedure can also be used to test the significance of the difference in the fits of the structural and measurement models. The structural model is more constrained than the measurement model and is nested within it. If the fit of the structural model is significantly and substantially worse than the fit of the measurement model, then the validity of the structural theory is questionable. On the other hand, if the fit of the structural model is not significantly worse than the fit of the measurement model, then there is evidence for the validity of the structural theory.

3 Testing hypothesised relationships. In SEM, theoretical relationships are generally transformed into hypotheses that can be empirically tested. The structural theory is considered to be valid to the extent that these hypotheses are supported in the SEM analysis. The estimated parameter for a hypothesised relationship should be statistically significant and have the correct sign. You should also examine the variance-explained estimates for the endogenous constructs, and analysis that is similar to $\eta^2$ in analysis of variance (Chapter 21) or $R^2$ in multiple regression (Chapter 22). If SEM is being used to examine the nomological validity of a newly developed scale, then the hypotheses are replaced by known relationships that are empirically investigated to provide support for nomological validity.

**Structural model diagnostics**

The model diagnostics for the structural model are the same as for the measurement model. Thus, this examination is similar to that of the measurement model. Based on the model diagnostics, additional analysis may be conducted. For example, one or more additional paths may be specified that were not hypothesised by the original theory. However, it should be emphasised that any relationships that result based upon the modifications do not have theoretical support and should not be treated in the same way as the original relationships based on structural theory. The relationships based on modifications should be theoretically meaningful and should be validated by testing the modified model on new data.

**Draw conclusions and make recommendations**

If the assessment of the measurement model and the structural model indicates satisfactory validity, then we can arrive at conclusions and, if appropriate, make recommendations to decision makers. The conclusions can be reached regarding the measurement of key constructs based on CFA. For example, it may be concluded that a newly developed scale
has satisfactory reliability and validity and should be used in further research. Conclusions can be arrived at based on tests of hypotheses in the structural model. It may be concluded that relationships with significant and meaningful estimated structural parameters are supported. The theoretical, managerial and decision-based implications of the relationships can be discussed. Appropriate recommendations to decision makers may be made based upon what are perceived to be the managerial implications.

Higher-order CFA

The measurement model presented in Figure 27.3 is a first-order factor model. A first-order factor model is one in which the covariates between the observed variables (X) are explained by a single level or layer of latent constructs. In contrast, a higher-order factor model contains two or more levels or layers of latent constructs. The most common higher-order model is a second-order factor model in which there are two levels or layers. In such models, a second-order latent construct causes multiple first-order latent constructs, which in turn cause the observed variables. Thus, the first-order constructs now act as indicators or observed variables for the second-order factor. The differences between a first-order and a second-order measurement model are illustrated in Figure 27.6 and Figure 27.7 respectively. These figures describe the representation of a scale to measure internet users’ information privacy concern (IUIPC). IUIPC has three dimensions – collection (COL), control (CON) and awareness (AWA) – measured by four, three and three observed variables, respectively. Note that the covariances between the three latent constructs, COL, CON and AWA, are freely estimated in the first-order model, as shown by the two-headed curved arrows. On the other hand, the second-order model accounts for these covariances by specifying another higher-order construct (IUIPC), which causes the first-order constructs (COL, CON and AWA).
When we move from the measurement model to the structural model, a structural relationship between information privacy concern and another latent construct, such as trust (TRU), will be represented by multiple paths in a first-order model (COL→TRU, CON→TRU, AWA→TRU). However, in the second-order model it will be represented by a single path (IUIPC→TRU). Thus, a second-order model assumes that all the first-order dimensions (COL, CON and AWA) will affect the other theoretically related latent constructs (e.g. TRU) in the same way. If this assumption is not reasonable, then the first-order factor model is preferred.

If there are four or more first-order constructs, a second-order model is more parsimonious as it uses fewer paths than a first-order model. However, it is not necessarily simpler because it involves a higher level of abstraction. We emphasise that the choice between a first-order and a second-order factor model should be made based upon theory.

Relationship of SEM to other multivariate techniques

SEM is a multivariate technique because there are multiple variables that are analysed simultaneously (see Chapter 19). Exogenous constructs are used to predict endogenous constructs. In this vein, SEM is a dependence technique (Chapter 19) that is similar to other multivariate dependence techniques, such as multiple regression (Chapter 22). The equation for each endogenous construct can be written in a form similar to a multiple regression equation. The endogenous construct is the dependent variable and the constructs with arrows pointing to the endogenous construct are the independent variables. However, there are two major differences. One is that the dependent construct in one relationship may become the independent construct in another relationship. The other is that all of the equations are estimated simultaneously. Using the same reasoning, when categorical variables are used in SEM, one can see its similarity to MANOVA (Chapter 21). (See also Chapter 22 on the similarity of analysis of variance and covariance to regression.)

The measurement model in SEM is similar to factor analysis (Chapter 24), in that both techniques have variables with loadings on factors. Concepts such as correlations and covariances are also common to both techniques. However, there is also a major difference. In SEM we have to specify, based upon theory, which variables are associated with each construct. Thus SEM requires the specification of the measurement model. The loadings are estimated only for these specified relationships; all other loadings are assumed to be zero. The estimation then serves as a test of the measurement theory. In this sense, then, SEM is a confirmatory technique. As noted earlier, the technique to estimate the measurement model is called confirmatory factor analysis (CFA). In contrast, factor analysis (as discussed in Chapter 24) is an exploratory technique, often called exploratory factor analysis (EFA). EFA identifies underlying dimensions or factors that explain the correlations among a set of variables. Every variable has a loading on every factor extracted and these loadings are contained in the factor matrix (see Chapter 24). Thus, EFA does not require specification; rather, the underlying structure is revealed by the data. EFA results can be useful in developing theory that leads to a proposed measurement model that can be tested using CFA. When SEM is used to test a structural theory, the analysis is analogous to performing factor analysis and a series of multiple regression analyses in one step.

Application of SEM: first-order factor model

We give an application of SEM in the context of the technology acceptance model (TAM). TAM is a well-established model that has been used to predict individuals’ reactions to an information technology application. In essence, this model holds that one’s intention to use a technology application (INT) is determined by two factors, namely perceived usefulness
(PU) and perceived ease of use (PE). Perceived usefulness refers to the degree to which the person finds it useful to use the technology application, whereas perceived ease of use is defined as the degree to which the person finds it easy to use the technology application. This theoretical framework was applied to explain university students’ use of an educational portal in a certain university. To collect data, an online survey was administered to a sample of students. A total of 253 completed questionnaires were analysed on questions related to the use of a web portal on campus. In the following, we illustrate how the various steps involved in SEM, presented in Figure 27.2, were carried out.

Define the individual constructs

In an attempt to assess measurement errors, each research latent construct was measured by multiple observed variables or items. The items were measured on seven-point scales anchored with ‘strongly disagree’ (1) and ‘strongly agree’ (2). Perceived usefulness was measured by three items. The items were ‘Using this (website) increases my performance’ (PU1), ‘Using this (website) improves my productivity’ (PU2) and ‘Using this (website) enhances my effectiveness’ (PU3). Perceived ease of use consisted of three items. The items were ‘This (website) is easy to use’ (PE1), ‘It is easy to become skilful using this (website)’ (PE2) and ‘Learning to operate this (website) is easy’ (PE3). Intention to use was measured by the following three items: ‘I plan to use this (website) in the next 3 months’ (INT1), ‘I predict that I would use this (website) in the next 3 months’ (INT2) and ‘I intend to use this (website) in the next 3 months’ (INT3). Table 27.1 shows the means, standard deviations and correlations of the nine variables based on the collected data.

### Table 27.1  TAM model: means, standard deviations and correlations

<table>
<thead>
<tr>
<th>ME</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 PU1</td>
<td>3.58</td>
<td>1.37</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>2 PU2</td>
<td>3.58</td>
<td>1.37</td>
<td>0.900*</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>3 PU3</td>
<td>3.58</td>
<td>1.36</td>
<td>0.886*</td>
<td>0.941*</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4 PE1</td>
<td>4.70</td>
<td>1.35</td>
<td>0.357*</td>
<td>0.403*</td>
<td>0.392*</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5 PE2</td>
<td>4.76</td>
<td>1.34</td>
<td>0.350*</td>
<td>0.374*</td>
<td>0.393*</td>
<td>0.845*</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>6 PE3</td>
<td>4.79</td>
<td>1.32</td>
<td>0.340*</td>
<td>0.356*</td>
<td>0.348*</td>
<td>0.846*</td>
<td>0.926*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>7 INT1</td>
<td>3.72</td>
<td>2.10</td>
<td>0.520*</td>
<td>0.545*</td>
<td>0.532*</td>
<td>0.442*</td>
<td>0.419*</td>
<td>0.425*</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>8 INT2</td>
<td>3.84</td>
<td>2.12</td>
<td>0.513*</td>
<td>0.537*</td>
<td>0.540*</td>
<td>0.456*</td>
<td>0.433*</td>
<td>0.432*</td>
<td>0.958*</td>
<td>1</td>
</tr>
<tr>
<td>9 INT3</td>
<td>3.68</td>
<td>2.08</td>
<td>0.534*</td>
<td>0.557*</td>
<td>0.559*</td>
<td>0.461*</td>
<td>0.448*</td>
<td>0.437*</td>
<td>0.959*</td>
<td>0.950*</td>
</tr>
</tbody>
</table>

*p < 0.5. ME = means, SD = standard deviations.

Specify the measurement model

The estimates of structural relationships are likely to be biased unless the measurement instrument is reliable and valid. In this case, the measurement model is specified in such a way that the three factors are allowed to correlate with each other, and each of the three factors is associated with the designated three items but not with the other items. Figure 27.8 depicts the resulting measurement model. The result of data analysis produces model fit as well as various parameter estimates, such as item loadings, item measurement errors and factor correlations.
Assess measurement model reliability and validity

A three-factor measurement model was set up to validate the scales, and CFA was conducted to test the measurement model. The fit of the model was evaluated based on three different fit indices: comparative fit index (CFI), goodness-of-fit index (GFI) and root mean square error of approximation (RMSEA). The results of CFA indicated that the model fits the data quite well ($\chi^2 = 43.32, p < 0.01$, given that $df = 24$); specifically CFI was found to be 0.99, GFI was 0.96 and RMSEA was 0.057.

In addition to model–data fit, other psychometric properties of the scales, such as composite reliability and validity, were examined. As shown in Table 27.2, in terms of composite reliability (CR), the scales exceed the recommended cut-off value of 0.70; thus it is reasonable to conclude that the scales are reliable. In terms of AVE, all the values were greater than 0.50. Furthermore, Table 27.2 shows that each of the item loadings is greater than 0.80, which provides empirical support for the convergent validity of the scales.

The estimates of correlations and their standard deviations indicated that the scales are empirically distinct from each other. Formally, the square root of the average variance extracted is larger than the correlation coefficients, indicating discriminant validity of the scales. Overall, the measurement model was believed to be appropriate given the evidence of good model fit, reliability, convergent validity and discriminant validity.

Table 27.2 TAM model: results of measurement model

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Items</th>
<th>Item loadings</th>
<th>Item errors</th>
<th>CR</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU</td>
<td>PU1</td>
<td>0.92***</td>
<td>0.15***</td>
<td>0.97</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>PU2</td>
<td>0.98***</td>
<td>0.05***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PU3</td>
<td>0.96***</td>
<td>0.07***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE</td>
<td>PE1</td>
<td>0.88***</td>
<td>0.23***</td>
<td>0.95</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>PE2</td>
<td>0.96***</td>
<td>0.07***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE3</td>
<td>0.96***</td>
<td>0.08***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>INT1</td>
<td>0.98***</td>
<td>0.03***</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>INT2</td>
<td>0.97***</td>
<td>0.05***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>INT3</td>
<td>0.98***</td>
<td>0.05***</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

***$p < 0.001$ (two tailed). CR = composite reliability; AVE = average variance extracted.
Specify the structural model

The structural model was specified based upon TAM theory, as shown in Figure 27.9.

Assess structural model validity

The results of data analysis are shown in Figure 27.9. First, as with the case of the measurement model, the proposed model was found to fit the data satisfactorily as the fit values were well within acceptable ranges ($\chi^2(24) = 43.32, p < 0.01, \text{CFI} = 0.99, \text{GFI} = 0.96$ and $\text{RMSEA} = 0.057$). According to TAM, perceived usefulness and perceived ease of use are the significant predictors of intention to use. As shown in Figure 27.9, perceived usefulness is significant in determining intention to use (path estimate = 0.46, $p < 0.001$). Similarly, perceived ease of use is found to have a significant effect on intention to use (path estimate = 0.28, $p < 0.001$). The squared multiple correlation (SMC) coefficient for intention to use is 0.40, which indicates that the two predictors, i.e. perceived usefulness and perceived ease of use, together explained 40% of the variance on intention to use.

Conclusions and recommendations

Overall, the results of TAM indicate that it is a reasonable representation of individuals’ reactions to a web portal in a university setting. In order to increase the use of the portal by the students, this university should enhance the perceived usefulness and perceived ease of use of the website. Perceived usefulness could be increased by adding features, such as checking email, weather, current events on the campus, schedule of classes, etc., that the students find useful and check frequently. Perceived ease of use could be enhanced by making the website easy to navigate.

Application of SEM: second-order factor model

We give an illustrative application of SEM in the context of personal banking services. The data were collected through face-to-face interviews. The sample size selected for this analysis was based upon 250 participants. The data set used in this analysis can be downloaded from the website for this book. In the following, we illustrate how the various steps involved in SEM presented in Figure 27.2 were carried out.

Define the individual constructs

The purpose of this study was to predict bank patronage intent based upon service quality. The theory developed was based on past research in which ‘service quality’ was conceptualised...
as having five dimensions. The theory postulated that service quality would influence service attitude and service satisfaction, and the latter two constructs would then influence patronage intent. Thus, in our data set, we have eight constructs and 30 indicators, with each construct having multiple indicator variables. These are the five service quality dimensions: tangibility (4 indicators), reliability (4 indicators), responsiveness (3 indicators), assurance (4 indicators) and empathy (4 indicators), and the three outcome constructs of attitude (4 indicators), satisfaction (4 indicators) and patronage intention (3 indicators). These indicators are contained in Table 27.3. Each indicator of the dimensions was measured using a nine-point scale. For example, indicator 1 was ‘When it comes to modern equipment (tangibles), my perception of my bank’s service performance’ is:

\[
\text{Low } 1 \_ 2 \_ 3 \_ 4 \_ 5 \_ 6 \_ 7 \_ 8 \_ 9 \text{ High}
\]

To measure global attitude, we used four indicators on a seven-point scale: favourable–unfavourable, good–bad, positive–negative and pleasant–unpleasant. All attitude indicators were reverse coded for analysis. To measure overall satisfaction, we used the following four indicators using a nine-point scale: ‘I believe I am satisfied with my bank’s services’ (strongly disagree–strongly agree); ‘Overall I am pleased with my bank’s services’ (strongly disagree–strongly agree); ‘Using services from my bank is usually a satisfying experience’ (strongly disagree–strongly agree); and ‘My feelings towards my bank’s services can best be characterised as’ (very dissatisfied–very satisfied). We used three indicators to measure patronage using a nine-point scale: ‘The next time my friend needs the services of a bank I will recommend my bank’ (strongly disagree–strongly agree); ‘I have no regrets for having patronised my bank in the past’ (strongly disagree–strongly agree); and ‘I will continue to patronise the services of my bank in the future’ (strongly disagree–strongly agree).

Specify the measurement model

We first test the measurement model in order to validate the psychometric properties of our measures. In our example, because prior research has already established the reliability and validity of the five-component service quality construct, we test for the measurement properties in our sample using a confirmatory mode. In testing for the measurement model, we freely correlate the eight constructs and fix the factor loading of one indicator per construct to a value of unity. All measured indicators are allowed to load on only one construct each, and the error terms are not allowed to correlate with each other. The measurement model is described in Figure 27.10.

Assess measurement model reliability and validity

Our measurement model \((n = 250)\) yields the following model fit results: \(\chi^2 (df = 377) = 767.77; \) RMSEA = 0.064; SRMR = 0.041; NNFI = 0.94; and CFI = 0.95 (see Table 27.4). Notice that the program computes the degrees of freedom \((df = 377)\) by using the formula \(df = (1/2)[p(p + 1)] - k\), where \(p\) is the total number of observed variables and \(k\) is the number of estimated parameters. Since \(p = 30\) and \(k = 88\) (i.e., number of loadings \(= 22\), measurement errors \(= 30\), factor covariance \(= 28\) and variances \(= 8\) estimated by the program), \(df = (1/2)[30(30 + 1)] - 88\), which equals 377. NNFI is computed using the formula NNFI = \(\chi^2_{null}/df_{null} - \chi^2_{prop}/df_{prop}/[(\chi^2_{null}/df_{null}) - 1]\), where \(df_{prop}\) and \(df_{null}\) are degrees of freedom for the proposed and the null models respectively. The null model \(\chi^2_{null}\) equals 7780.15 with
df = 435 and the proposed model ($\chi_{prop}^2$) equals 767.77 with df = 377. NNFI = \((7780.15/435 - 767.77/377)/(7780.15/435 - 1)\), which equals 0.939 or approximately 0.94. CFI = 1 - \((\chi_{prop}^2 - df_{prop})/(\chi_{null}^2 - df_{null})\) computes to 1 - (767.77 - 377)/(7780.15 - 435), which equals 0.947 or approximately 0.95. Similarly for RMSEA, $\sqrt{([\chi^2/df - 1]/(n - 1))]$ can be computed as \(\sqrt{(767.77/377 - 1)/(250 - 1)}\), which equals 0.064. Based on our previous discussion of model fit criteria, these fit indices collectively indicate that overall fit of the measurement model is acceptable and that the researcher needs now to test for reliability and validity.

Table 27.3  Service quality model: psychometric properties of measurement model

<table>
<thead>
<tr>
<th>When it comes to...</th>
<th>Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>TANG1: Modern equipment</td>
<td>0.71</td>
</tr>
<tr>
<td>TANG2: Visual appeal of physical facilities</td>
<td>0.80</td>
</tr>
<tr>
<td>TANG3: Neat professional appearance of employees</td>
<td>0.76</td>
</tr>
<tr>
<td>TANG4: Visual appeal of materials associated with the service</td>
<td>0.72</td>
</tr>
<tr>
<td>REL1: Keeping a promise by a certain time</td>
<td>0.79</td>
</tr>
<tr>
<td>REL2: Performing service right the first time</td>
<td>0.83</td>
</tr>
<tr>
<td>REL3: Providing service at the promised time</td>
<td>0.91</td>
</tr>
<tr>
<td>REL4: Telling customers the exact time the service will be delivered</td>
<td>0.81</td>
</tr>
<tr>
<td>RESP1: Giving prompt service to customers</td>
<td>0.73</td>
</tr>
<tr>
<td>RESP2: Willingness to always help customers</td>
<td>0.89</td>
</tr>
<tr>
<td>RESP3: Responding to customer requests despite being busy</td>
<td>0.81</td>
</tr>
<tr>
<td>ASSU1: Employees instilling confidence in customers</td>
<td>0.81</td>
</tr>
<tr>
<td>ASSU2: Customers' safety feelings in transactions (e.g. physical, financial, emotional, etc.)</td>
<td>0.71</td>
</tr>
<tr>
<td>ASSU3: Consistent courtesy to customers</td>
<td>0.80</td>
</tr>
<tr>
<td>ASSU4: Employees' knowledge to answer customer questions</td>
<td>0.86</td>
</tr>
<tr>
<td>EMP1: Giving customers individual attention</td>
<td>0.80</td>
</tr>
<tr>
<td>EMP2: Dealing with customers with care</td>
<td>0.84</td>
</tr>
<tr>
<td>EMP3: Having customer's best interests at heart</td>
<td>0.87</td>
</tr>
<tr>
<td>EMP4: Understanding specific needs of customers</td>
<td>0.87</td>
</tr>
<tr>
<td>Overall attitude towards your bank (items reverse coded)</td>
<td></td>
</tr>
<tr>
<td>ATT1: Favourable 1 2 3 4 5 6 7 Unfavourable</td>
<td>0.95</td>
</tr>
<tr>
<td>ATT2: Good 1 2 3 4 5 6 7 Bad</td>
<td>0.95</td>
</tr>
<tr>
<td>ATT3: Positive 1 2 3 4 5 6 7 Negative</td>
<td>0.95</td>
</tr>
<tr>
<td>ATT4: Pleasant 1 2 3 4 5 6 7 Unpleasant</td>
<td>0.95</td>
</tr>
<tr>
<td>SAT1: I believe I am satisfied with my bank's services</td>
<td>0.93</td>
</tr>
<tr>
<td>SAT2: Overall I am pleased with my bank's services</td>
<td>0.93</td>
</tr>
<tr>
<td>SAT3: Using services from my bank is usually a satisfying experience</td>
<td>0.88</td>
</tr>
<tr>
<td>SAT4: My feelings towards my bank's services can best be characterised as</td>
<td>0.92</td>
</tr>
<tr>
<td>PAT1: The next time my friend needs the services of a bank I will recommend my bank</td>
<td>0.88</td>
</tr>
<tr>
<td>PAT2: I have no regrets of having patronised my bank in the past</td>
<td>0.89</td>
</tr>
<tr>
<td>PAT3: I will continue to patronise the services of my bank in the future</td>
<td>0.88</td>
</tr>
</tbody>
</table>
**Reliability and validity tests**

The main purpose of the measurement model is to assess and verify that the indicators or scale items used for each construct are both reliable and valid. We first conduct a test of reliability by examining the composite reliability. The factor loadings and the measurement error for all indicator variables are presented in Table 27.3. For example, the composite reliability for tangibility is \([(0.71 + 0.80 + 0.76 + 0.72)^2]/[(0.71 + 0.80 + 0.76 + 0.72)^2 + (0.49 + 0.36 + 0.42 + 0.48)]\), which equals 8.94/10.69 = 0.84. AVE reflects the overall variance in the indicators accounted for by the latent construct. For the tangibility dimension, AVE is \([(0.71^2 + 0.80^2 + 0.76^2 + 0.72^2)]/[(0.71^2 + 0.80^2 + 0.76^2 + 0.72^2) + (0.49 + 0.36 + 0.42 + 0.48)]\), which equals 2.24/3.99 = 0.56. Values of CR and AVE for each measurement are shown in Table 27.5. All constructs exceed the critical levels of 0.70 and 0.50 for CR and AVE respectively. This establishes the reliability and convergent validity of the measurement scales in our study.

Convergent validity is further established if all item loadings are equal to or above the recommended cut-off level of 0.70. In our sample, of a total of 30 items in the measurement model, 8 items had loadings ≥ 0.90, 16 items with loadings in the range ≥0.80 to <0.90, and 6 items with loadings in the range ≥0.70 to <0.80 (see Table 27.3). All the factor loadings
were statistically significant at the $p < 0.05$ level. Thus the data in our study support convergent validity of the model. Discriminant validity is achieved if the square root of the AVE is larger than the correlation coefficients. In our study, we found all of the correlation estimates met the criterion except in 4 out of the 28 cases. Given that the five dimensions measure different aspects of service quality, some degree of intercorrelation can be expected. However, given the size of the correlation matrix (i.e. 28 estimates), some violations can occur through chance. The test for discriminant validity is shown in Table 27.5. Values on the diagonal of the correlation matrix represent the square root of the AVE. For example, to test for discriminant validity between tangibility and responsiveness, we compare the correlation between tangibility and responsiveness with their respective square root of the AVE. So, the square roots of the AVE for the tangible and responsiveness dimensions are 0.75 and 0.81, and both are greater than their correlation of 0.65. In summary, and overall, the scale items were both reliable and valid for testing the structural model.

**Specify the structural model**

Based upon theoretical considerations, we hypothesised perceived service quality as a higher-order construct consisting of five dimensions of tangibility (TANG), reliability (REL), responsiveness (RESP), assurance (ASSU) and empathy (EMP). Specifically we model service quality as a second-order model with first-order dimensions of TANG, REL, RESP, ASSU and EMP. In other words, these five dimensions are indicators of service quality and therefore the arrows flow out from service quality to the five dimensions (see Figure 27.11). On the right-hand side of Figure 27.11 we link second-order service quality with attitude towards service (ATT) and satisfaction with service (SAT). The latter two constructs are linked to patronage intention (PAT). The entire structural model (i.e. eight constructs) is tested simultaneously, as shown in Figure 27.11. In testing for the structural model, we free the structural linkages and fix the factor loading of one indicator per construct to the value of unity. All measured items are allowed to load on only one construct each, and the error terms are not allowed to correlate with each other. We also fix the second-order loading of one dimension (i.e. tangibility) to unity for scaling purposes. While the measurement model tests for reliability and validity of the measures, the structural model tests for the structural relations in the model.
Assess structural model validity

We estimated the structural model with the same sample \( (n = 250) \) yielding the following model fit results: \( \chi^2 (df = 396) = 817.16; \) RMSEA = 0.065; SRMR = 0.096; NNFI = 0.94; and CFI = 0.94 (see Table 27.6). These fit indices were computed using the formulae given earlier. For example, CFI = 1 – \( (\chi^2_{prop} – df_{prop})/(\chi^2_{null} – df_{null}) \) computes to \( 1 – (817.16 – 396)/(7780.15 – 435) \) which equals to 0.943 or approximately 0.94. Similarly RMSEA = \( \sqrt{[(\chi^2/df – 1)/(n – 1)]} \) can be computed as \( \sqrt[(817.16/396 – 1)/(250 – 1)] \) which equals 0.065. Both CFI and NNFI are \( \geq 0.90 \) and RMSEA and SRMR are \( \leq 0.08 \). Collectively these fit indices indicate that the structural model is acceptable. That is, the second-order perceived service quality model is robust and theoretically explains the constructs of attitude, satisfaction and patronage intention. The structural coefficients linking the five dimensions with second-order service quality (i.e. the second-order loadings) were all significant and in the expected direction. Table 27.7 contains the structural coefficients with corresponding \( t \) values. For example, the loading for tangibility is 0.82, which indicates that service quality explains 67\% \( (= (0.82)^2) \) of the variance in tangibility. Similarly, the loading for reliability is 0.85, which indicates that service quality explains 72\% \( (= (0.85)^2) \) of the variance in reliability. On the right-hand side of the figure, the coefficient for \( SQ \rightarrow ATT \) is 0.60, for \( SQ \rightarrow SAT \) is 0.45, for \( ATT \rightarrow SAT \) is 0.47, for \( ATT \rightarrow PAT \) is 0.03, and \( SAT \rightarrow PAT \) is 0.88. All these links are significant at \( p < 0.005 \), except for \( ATT \rightarrow PAT \).

### Table 27.6

<table>
<thead>
<tr>
<th>Goodness-of-fit statistics (structural model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degrees of freedom = 396</td>
</tr>
<tr>
<td>Minimum fit function chi-square = 817.16 ( (p = 0.0) )</td>
</tr>
<tr>
<td>Chi-square for independence model with 435 degrees of freedom = 7780.15</td>
</tr>
<tr>
<td>Root mean square error of approximation (RMSEA) = 0.065</td>
</tr>
<tr>
<td>Standardised RMR = 0.096</td>
</tr>
<tr>
<td>Normed fit index (NFI) = 0.89</td>
</tr>
<tr>
<td>Non-normed fit index (NNFI) = 0.94</td>
</tr>
<tr>
<td>Comparative fit index (CFI) = 0.94</td>
</tr>
</tbody>
</table>
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Draw conclusions and make recommendations

The magnitude and significance of the loading estimates indicate that all of the five dimensions of service quality are relevant in predicting service attitude and service satisfaction. Moreover, service quality has a significant impact on both service attitude and service satisfaction as the structural coefficients for these paths are significant. Service satisfaction, in turn, has a significant impact upon patronage intent. Service attitude does not directly impact upon patronage intent; rather it has only an indirect effect through service satisfaction.

If the sample was representative of the target population, we could cautiously suggest the following marketing implications to the management of a bank. All the dimensions of service quality are relevant and should be emphasised. Marketing campaigns should be crafted to enhance customers’ perceptions of tangibility, reliability, responsiveness, assurance and empathy. The indicators for each service quality dimension suggest how that dimension should be affected by management action. Also, customer satisfaction with banking services is important in influencing patronage intent. Therefore the bank should conduct customer satisfaction surveys at regular intervals, e.g. quarterly. This will help the bank to monitor customer satisfaction and take appropriate actions as needed to ensure that a high level of satisfaction is maintained.

Table 27.7 Structural model coefficients

<table>
<thead>
<tr>
<th>Dimensions of service quality</th>
<th>Second-order loading estimates</th>
<th>t values</th>
</tr>
</thead>
<tbody>
<tr>
<td>TANG</td>
<td>γ₁₁ 0.82 fixed to 1</td>
<td></td>
</tr>
<tr>
<td>REL</td>
<td>γ₂₁ 0.85</td>
<td>13.15</td>
</tr>
<tr>
<td>RESP</td>
<td>γ₃₁ 0.93</td>
<td>13.37</td>
</tr>
<tr>
<td>ASSU</td>
<td>γ₄₁ 0.98</td>
<td>16.45</td>
</tr>
<tr>
<td>EMP</td>
<td>γ₅₁ 0.93</td>
<td>15.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Consequences of service quality</th>
<th>Structural coefficient estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQ→ATT</td>
<td>γ₆₁ 0.60</td>
</tr>
<tr>
<td>SQ→SAT</td>
<td>γ₇₁ 0.45</td>
</tr>
<tr>
<td>ATT→SAT</td>
<td>β₇₆ 0.47</td>
</tr>
<tr>
<td>ATT→PAT</td>
<td>β₈₆ 0.03</td>
</tr>
<tr>
<td>SAT→PAT</td>
<td>β₈₇ 0.88</td>
</tr>
</tbody>
</table>

Path analysis

Path analysis (PA) can be viewed as a special case of SEM. We could think of PA as SEM with only single indicators for each of the variables in the causal model. In other words, PA is SEM with a structural model, but no measurement model. Other terms used to refer to PA include causal modelling, analysis of covariance structure and latent variable models.  PA may also be viewed as an extension of the regression model. The PA model is depicted in a rectangle-and-arrow figure in which single-headed arrows indicate causation. A regression is done for each variable in the model as dependent on others, which the model indicates are causes. The regression weights estimated by the model are compared with the observed correlation matrix for the variables, and a goodness-of-fit statistic is calculated. PA calculates
the strength of each relationship using only a correlation or covariance matrix as input. We illustrate PA with an example.

**Illustrative example of PA**

Suppose we observe the following correlation matrix between three variables $Y_1$, $X_1$, and $X_2$:

$$
\begin{array}{ccc}
X_1 & X_2 & Y_1 \\
X_1 & 1 & 0.40 \\
X_2 & 0.50 & 1 \\
Y_1 & 0.60 & 1 \\
\end{array}
$$

The first step is to construct a path diagram, as in Figure 27.12. This is similar to that done in SEM for the structural model and should be specified by the researcher based on theory. Figure 27.12 portrays a simple model with two exogenous constructs, $X_1$ and $X_2$, both causally related to the endogenous construct $Y_1$. The correlational path $A$ is $X_1$ correlated with $X_2$. Path $B$ is the effect of $X_1$ predicting $Y_1$, and path $C$ shows the effect of $X_2$ predicting $Y_1$. The value for $Y_1$ can be modelled as:

$$
Y_1 = b_1X_1 + b_2X_2
$$

Note that this is similar to a regression equation. The direct and indirect paths in our model can now be identified:

<table>
<thead>
<tr>
<th>Direct paths</th>
<th>Indirect paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A = X_1$ to $X_2$</td>
<td>$AC = X_1$ to $Y_1$ (via $X_2$)</td>
</tr>
<tr>
<td>$B = X_1$ to $Y_1$</td>
<td>$AB = X_2$ to $Y_1$ (via $X_1$)</td>
</tr>
<tr>
<td>$C = X_2$ to $Y_1$</td>
<td></td>
</tr>
</tbody>
</table>

In PA, the simple or bivariate correlation between two variables is decomposed into the sum of the direct and indirect paths connecting these variables. In our illustrative example, the unique correlations among the three constructs can be shown to be composed of direct and indirect paths, as follows:

$$
\begin{align*}
\text{Corr}_{11} &= A \\
\text{Corr}_{12} &= B + AC \\
\text{Corr}_{11} &= C + AB \\
\end{align*}
$$

The correlation of $X_1$ and $X_2$ is simply equal to $A$. The correlation of $X_1$ and $Y_1$ (Corr$_{x1,y1}$) can be represented by two paths: $B$ and $AC$. $B$ represents the direct path from $X_1$ to $Y_1$. $AC$ is a compound path that follows the curved arrow from $X_1$ to $X_2$ and then to $Y_1$. Similarly, the correlation of $X_2$ and $Y_1$ can be shown to consist of two causal paths: $C$ and $AB$. Given our observed correlation matrix, these equations can become:
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\[ 0.40 = A \]
\[ 0.50 = B + AC \]
\[ 0.60 = C + AB \]

Substituting \( A = 0.40 \)
\[ 0.50 = B + 0.40C \]
\[ 0.60 = C + 0.40B \]

Solving for \( B \) and \( C \)
\[ B = 0.310 \]
\[ C = 0.476 \]

The paths represent either correlational estimates or causal relationships between constructs, and their interpretation is similar to that in SEM. SEM is used widely in marketing research, as further illustrated in the following two examples. The first example illustrates an application of SEM in the context of international marketing research. The second example shows how SEM can be used in researching the relationships among values, ideology and ethical beliefs.

**Real research**

**The path to international success**

A study sought to explain the internationalisation of professional service firms. The underlying theoretical framework was based upon attribution theory. The structural model posited that three causal constructs or factors (i.e. uniqueness of offering, financial resources and competitive pricing) influenced cognitive social consequences (i.e. expectations of success) and the resulting behavioural consequence (i.e. international success). The model is shown below. The data were obtained from a sample of 152 USA-based professional service firms via a postal survey. First, a measurement model was specified and estimated using confirmatory factor analysis. The results showed acceptable composite reliability and convergent and discriminant validity. Then, the structural model was estimated and found to be valid. The results of the structural model provided support for all the four hypotheses (\( H_1 \) to \( H_4 \)), thereby providing support for the attribution theory framework. Several managerial implications were drawn. For example, the influence of cognitive psychological consequence on behavioural consequence means that managers who expect international success tend to be successful. Hence, professional service firms wishing to make greater inroads into international markets may wish to search out and promote such managers.

**Attribution model of internationalisation of professional service firms**

- **Causal factors**
  - Uniqueness of offering \( \xi_1 \)
  - Financial resources \( \xi_2 \)
  - Competitive pricing \( \xi_3 \)

- **Cognitive psychological consequence**
  - Expectations of success \( \eta_1 \)

- **Behavioural consequence**
  - International success \( \eta_1 \)

- Hypotheses:
  - \( H1: - \)
  - \( H2: + \)
  - \( H3: + \)
  - \( H4: + \)
Personal values, ethical ideology and ethical beliefs

The relationships among an individual’s personal values, ethical ideology and ethical beliefs were investigated using structural equation modelling. The data were collected in an online survey based upon a final sample size of 609 participants. First, a measurement model was tested for key validity dimensions. Then the hypothesised causal relationships were examined in several path models. The results indicated that individual differences in values directly and indirectly (through idealism) influence the judgement of ethically questionable consumer practices. The findings not only contributed to the theoretical understanding of ethical decision making, but also had managerial implications. For example, understanding what underlies consumers’ unethical attitudes and behaviour would enable retailers to influence appropriate behaviour positively by appealing to personal values. This could result in a reduction of unethical behaviours, such as shoplifting.

Software to support SEM

Several computer programs are available for SEM. The most widely used programs include LISREL (www.ssicentral.com/lisrel/) and Amos (www.ibm.com/software/products/en/spss-amos). LISREL, an acronym for LInear Structural RELations, is a flexible but powerful program that can be used in a range of SEM applications normally encountered in marketing research. Amos (Analysis of Moment Structures) is an alternative software that has a visual ‘point and click’ interface that is often found to be a more user-friendly program than LISREL. While LISREL is widely use within academic research, Amos may be more appropriate for those new to SEM. Although a standalone piece of software, Amos is closely related with SPSS (IBM has rebranded it SPSS Amos), and if you are familiar with SPSS then Amos will also be more straightforward to get up to speed with.

One challenge that faces users of software such as Amos and LISREL within commercial marketing research is the cost of the software, which can be prohibitive in commercial environments (even though the software may be low cost or free for student use). Another challenge is that the most recent versions are only available for use on computers running Windows operating systems, not on Mac operating Systems. As a result there has been a growth in the use of open source (and free!) software, such as OpenMx (openmx.psyc.virginia.edu) that integrates with R (www.r-project.org). While tools such as OpenMx and R are both powerful and flexible, they have a very steep learning curve compared to commercial tools.

SEM is an advanced technique within marketing research but there is a wide range of additional information, including examples and guides, available on the internet for those wishing to learn more about using software to carry out SEM.

Summary

Structural equation modelling (SEM) is a procedure for estimating a series of dependence relationships among a set of concepts or constructs represented by multiple measured variables and incorporated into an integrated model. SEM is mainly used as a confirmatory rather than exploratory technique.

It is very important that an SEM model be based on theory, because all relationships must be specified before the SEM model can be estimated. A construct is an
unobservable or latent variable that can be defined in conceptual terms but cannot be measured directly. Rather, a construct is measured approximately and indirectly by examining the consistency among multiple observed or measured variables. It is recognised that each construct be measured by using at least three observed variables. The steps involved in conducting SEM are: (1) define the individual constructs; (2) specify the measurement model; (3) assess measurement model validity; (4) specify the structural model if the measurement model is valid; (5) assess structural model validity; and (6) draw conclusions and make recommendations if the structural model is valid.

Within SEM analyses covariance, model fit is determined by comparing how closely the estimated covariance matrix, $\Sigma_k$, matches the observed covariance matrix, $S$, i.e. the fit statistics are based on $|S - \Sigma_k|$. The various measures designed to assess fit consist of absolute fit, incremental fit and parsimony fit indices. In absolute fit indices, each model is evaluated independently of other possible models. In contrast to the absolute fit indices, the incremental fit indices evaluate how well the specified model fits the sample data relative to some alternative model that is treated as a baseline model. The baseline model that is commonly used is the null model, which is based on the assumption that the observed variables are uncorrelated. The parsimony fit indices are designed to assess fit in relation to model complexity and are useful in evaluating competing models. These indices are based on the parsimony ratio that is calculated as the ratio of degrees of freedom used by the model to the total degrees of freedom available.

In assessing the validity of the measurement model, it is useful to examine composite reliability and convergent and discriminant validity. Composite reliability (CR) is defined as the total amount of true score variance in relation to the total score variance. High factor loadings indicate that the observed variables converge on the same construct. Another measure that is used to assess convergent validity is the average variance extracted (AVE), which is defined as the variance in the indicators or observed variables that is explained by the latent construct. Cross-loadings indicate lack of distinctiveness and present potential problems in establishing discriminant validity. Discriminant validity is established by showing that the average variance extracted is greater than the square of the correlations.

If the validity of the proposed measurement model is not satisfactory, then you can make use of the diagnostic information provided by confirmatory factor analysis to make appropriate modifications. The diagnostic cues that can be used to make appropriate modifications include: (1) the path estimates of loadings; (2) standardised residual; (3) modification indices; and (4) specification search. If the modifications are substantial, then you must modify the measurement theory, specify a new measurement model and collect new data to test the new model.

Once the validity of the measurement model has been established, you can proceed with the specification of the structural model. In moving from the measurement model to the structural model, the emphasis shifts from the relationships between latent constructs and the observed variables to the nature and magnitude of the relationships between constructs. Assessing the validity of the structural model is similar to that for the measurement model and involves: (1) examining the fit; (2) comparing the proposed structural model with competing models; and (3) testing structural relationships and hypotheses.
Questions

1. What characteristics distinguish SEM from other multivariate techniques?
2. What is the role of theory in SEM?
3. What is a measurement model? Why is it estimated?
4. How is model fit assessed in SEM?
5. What are the similarities and differences between an absolute and incremental fit index?
6. What are the similarities and differences between a parsimony and incremental fit index?
7. What is confirmatory factor analysis? How is it similar to and different from exploratory factor analysis?
8. How do you assess the validity of a measurement model?
9. How do you establish convergent and discriminant validity in an SEM framework?
10. What is average variance extracted? Why is it useful to calculate this statistic?
11. What is a second-order factor model? How is it different from a first-order factor model?
12. What is a structural theory and how is it different from measurement theory?
13. How do we determine whether the difference between two structural path coefficients is significant?
14. What is a recursive model? Why is this aspect relevant in SEM?
15. SEM is similar to what other multivariate techniques? How is it similar?

Exercises

1. As a research consultant to the Union of European Football Associations (UEFA), you are to develop a model that explains supporters’ attendance at professional games. Evaluate literature, secondary data and intelligence sources to identify the factors that influence attendance at professional football games. Formulate a structural model and draw a path diagram.
2. As a research consultant for Google, you are to develop a model that explains consumers’ patronage of an internet portal. Evaluate literature, secondary data and intelligence sources to identify the factors that influence patronage of an internet portal. Formulate a structural model and draw a path diagram. If you were a director of marketing at Google, how would you use the structural model in any design decisions?
3. Draw a path diagram with three exogenous constructs and one endogenous construct. The exogenous constructs are measured by five, four and three observed variables or indicators. The endogenous construct is measured by four indicators. Two exogenous constructs are expected to be positively related and one negatively related to the endogenous construct. What are the degrees of freedom of the associated measurement model?
4. In a small group, discuss the similarities and differences between EFA and CFA. Which is the more useful?
1. The help of Professor James Agarwal with the banking service application and Professor Sung Kim with the TAM application is gratefully acknowledged. The material presented in this chapter is drawn from several sources on SEM. Special mention is made of Bollen, K.A., Structural Equations With Latent Variables (New York: Wiley, 1989) and Hair, J.F., Black, W.C., Babbin, B.J., Anderson, R.E. and Tatham, R.L., Multivariate Data Analysis, 6th edn (Upper Saddle River, NJ: Prentice Hall, 2006).


7. Typically, we assume reflective measurement theory. This theory posits that latent constructs caused the observed variables, and the inability to explain fully the observed variables results in errors. Therefore the arrows are drawn from the latent constructs to the observed variables. An alternative approach that is sometimes used is formative measurement theory, where the observed variables cause the construct. Formative constructs are not considered latent. Reflective measurement theory is commonly used in marketing and the social sciences, and hence the approach is adopted here.


9. MLE is the most widely used estimation approach and is the default option in most SEM programs. However, alternative methods such as weighted least squares (WLS), generalised least squares (GLS) and asymptotically distribution free (ADF) are also available.


Research findings should be clearly communicated so they can be easily understood, and managers are clear about the action they should take.
This chapter describes the importance of effective communication of research findings. We provide guidelines for report preparation, including report writing and preparing tables and graphs. Many reports are now presented in digital formats in manners that allow data to be interrogated. We discuss these developments in the context of describing the nature and use of digital dashboards, together with the increasing use of visual communication techniques such as infographics. We discuss the nature and characteristics of successful oral research presentations. Research follow-up, including assisting the client and evaluating the research process, is described.

We begin with an example of how the BMW Group devised an innovative and engaging means to convey the findings of a large, complex study. The challenge that companies and decision makers face is to find the meaning and insight in this data. This example, and further ones in this chapter, illustrate that the researcher has to go beyond just feeding research findings, to find a reporting format that is relevant, engaging and credible to decision makers.

### Real research

#### Visualising future consumers

A client approached BMW Group Designworks (www.bmwgroup.com) with the following brief:

*Devise a method to transfer 2,000 pages of research content, communicating very new consumer environments in under an hour to 15,000 corporate knowledge workers.*

The research the group was asked to communicate represented a very large study on changes in consumer behaviour in the future. As part of the study, the group’s researchers created text-based scenarios around personas from different age segments, and tested the communication impact on a small sample of the target audience. They designed four short films to act as ‘visual management summaries’, communicating the most important five to seven points for different future time frames. Another 40–50 supporting points per time frame were woven into dialogue or
communicated visually in set, action sequences, costume design, or graphic effects. The films were structured as interviews with consumers typical of an age and time frame. Set against black backgrounds for neutrality, the characters answered questions in a way that implied an off-screen narrator, delivering the audience observations on their behaviours and values. As the characters talked, their observations were shown in live action scenes, which were cut into the studio footage. When a key point was reached, it was punctuated either through sound (a narrated voice-over), visuals (graphic overlays) or pacing (shift in flow). The researchers used a variety of techniques to juxtapose the present and the future in these films. The work was tested iteratively during development to ensure the general approach and the specific techniques were creating the intended impact and increased retention. The researchers searched for techniques that had transferability, and tested these on sample members of development and marketing teams including engineers, general managers, researchers, designers and financial controllers.

Why does communication of research findings matter?

As a researcher you have gone through each stage of the research process, defined a problem, specified a method, collected data and carried out analysis. You are convinced that the research findings have the potential to create value for the research client. The only problem now is getting the client to listen to what you have found. Why should this be a problem? You might think that, having gone to the effort to fund research, managers will be more than appreciative of any findings and eager to put them into practice. Sadly, the reality is different and a number of factors are making it more difficult to persuade managers to actually take action on the research and insight that has been generated. Understanding how to communicate research findings effectively is therefore more important than ever.

It is important to understand that communicating research findings is not the same as disseminating research findings. Emailing your research report to managers does not guarantee they will action the report. Indeed, in the increasingly busy and fragmented world that faces managers today, emailing your research report to a manager does not even guarantee that they will open the email! Before addressing the challenge of communicating research findings it is necessary to take a step back and think about why managers find it so hard to use evidence to make decisions. Bob Sutton, a leading Professor of management at Stanford University, defines evidence-based decision making as:

*A simple willingness to find the best evidence you can, and then act on it. That may sound incredibly simplistic, yet the market for business knowledge works in such a way that it is incredibly hard to do that.*

Why exactly is it so hard? Sutton provides six examples of things that managers use as substitutes for evidence. All of these are characteristics that you may come across in your own dealings with managers:

1. **Obsolete knowledge.** Something worked in the past, so people keep repeating it.
2. **Personal experience.** People like to continue with what they are familiar. For example, if people have a lot of experience with quantitative marketing research methods they may be
less willing to try qualitative techniques, even when they are more appropriate for the task at hand.

3 **Specialist skills capitalising on their strengths.** Have you ever heard the saying ‘To a hammer everything looks like a nail’? The same thing can happen with managers.

4 **Hype and marketing.** How many marketing managers want to invest in social media research, or some other technology, without analysis of whether it is relevant for their business or research problem?

5 **Dogma and belief and being influenced by ideology.** Within management there are many common pieces of conventional wisdom that are not backed by the evidence. For example, the persistence of the ‘first-mover advantage’ myth.

6 **Mindless mimicry of top performers.** This can include uncritical emulation, such as casual benchmarking. Look at the number of management books and articles encouraging managers to emulate successful leaders such as Steve Jobs without analysing how the circumstances, market or environment facing these leaders might be different.

All of these points combine to raise the importance of ensuring that research findings are communicated in the most effective and robust way.

---

**Did communicating with PowerPoint make NASA dumb?**

Although not a marketing research problem, the problems that faced NASA perfectly illustrate how even relatively basic cases of poor communication of research findings can cause damaging consequences.

PowerPoint slides are the dominant means of communicating information at NASA. Edward Tufte, Yale statistician and pioneer in the field of data visualisation, describes the incident as follows:

> *During the January 2003 spaceflight of Shuttle Columbia, 82 seconds after lift off a 760 gram piece of foam insulation broke off from the liquid fuel tank, hit the wing, and broke through the wing’s thermal insulation. After orbiting the earth for 2 weeks with an undetected hole in its wing the Columbia burned up during re-entry . . . the only evidence of a possible problem was a very brief video sequence showing that something hit the wing somewhere.*

On discovery of the video, and before the space shuttle attempted re-entry, NASA had to quickly decide what to do. They commissioned engineers from Boeing to produce three reports, which totalled 28 pages of PowerPoint slides. The slides were text-heavy, contained a lot of technical terms and repeatedly used the words ‘significant’ and ‘significantly’ inconsistently. Tuft argues that while the Boeing engineers wanted to communicate uncertainty, they just weren’t sure of the consequences of the foam insulation hitting the wing. NASA managers took away from the slides the message that there was nothing to worry about. As a result the space shuttle was allowed to re-enter, with disastrous consequences. While an extreme example, this case study illustrates the importance of effective communication of research findings and taking into account the skills and knowledge of the audience to whom it is being communicated.
Importance of the report and presentation

Although there are alternative approaches, which we cover later in the chapter, a written report and oral presentation are still the two most common techniques for presenting findings. In fact, we could argue that the report and its presentation are important parts of the marketing research project because:

1. These are the tangible products of the research effort. After the project is complete and management have made the decision, there is little documentary evidence of the project other than the written report. The report serves as a historical record of the project.
2. Management decisions are guided by the report and the presentation. If the first five steps in the project are carefully conducted but inadequate attention is paid to the sixth step, the value of the project to decision makers will be greatly diminished.
3. The involvement of many decision makers in a research project is limited to reading the written report and listening to the oral presentation. These managers evaluate the quality of the entire project on the quality of the report and presentation.
4. Decision makers’ decision to undertake marketing research in the future or to use the particular research supplier again will be influenced by the perceived usefulness of the report and the presentation.

The above factors of importance seem self-evident, but many researchers fail to heed this advice. The following quote encapsulates the environment in which researchers have to engage decision makers:

*In today’s ever more complex and fragmenting business environment one thing is clear: Everyone is time pressured, low attention spans are prevalent and if you have something to say, often you have to say it clearly and concisely. And just to make things even more difficult, real ‘face time’ with clients is at a premium and importantly the synopsis of a research study is most often widely distributed and communicated in a written form primarily by email and the dreaded PowerPoint.*

There has long been criticism of how researchers fail to appreciate the needs of decision makers and engage them in presenting reports. It has been argued that the barriers between researchers and decision makers have grown due to the following factors:

- **Overload.** Decision makers can be overloaded with marketing research, which can mean large numbers of presentations and meetings every month. As well as marketing research, there is an increasing amount of other data that decision makers have to deal with, including financial reports, information systems data, corporate news feeds and other intelligence sources.
- **Pace of work.** The pace of work has increased; this is driven in part by personal technology, adoption of other countries’ working practices and also by increased competition. Distractions add to this pace, with a ‘BlackBerry culture’, meaning that decision makers get easily distracted and have short attention spans.
- **Quality.** Researchers make presentations of variable quality; sometimes they are too long (100-page presentations are still being produced), sometimes they are badly presented, sometimes they are not very easy to understand and lack a point of view and/or insight – and sometimes they are just plain boring.

Researchers need to appreciate the context and manner in which decision makers use information. Based upon this appreciation, they need to address the quality of their written (be that digital or hard-copy) reports and their oral presentations. If decision makers view researchers as responsible for poor-quality presentations that do not address their needs and/or engage them, the researchers’ credibility can be seriously harmed.
Preparation and presentation process

To develop high-quality presentations, we begin by examining the report preparation and presentation process. The process begins by interpreting the results of data analysis in light of the marketing research problem, approach, research design and fieldwork. Instead of merely summarising the quantitative and/or qualitative analyses, the researcher should present the findings in such a way that they can be used directly as input into decision making. Wherever appropriate, conclusions should be drawn and recommendations made. The researcher should aim to make the recommendations actionable. Before writing the report, the researcher should discuss the major findings, conclusions and recommendations with the key decision makers. These discussions play a major role in ensuring that the report meets the decision makers’ needs and is ultimately accepted. These discussions should confirm specific dates for the delivery of the written report and other data.

The entire marketing research project should be summarised in a single written report, or in several reports addressed to different readers. Generally, an oral presentation supplements the written documents. The client should be given an opportunity to read the report. After that, the researcher should take the necessary follow-up actions. The researcher should assist...
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the client in understanding the report, help in interpretations of the findings that can affect their implementation, offer to undertake further research and reflect upon the research process to evaluate its overall worth.

Figure 28.1

The report preparation and presentation process

Researchers differ in the way they prepare a research report. The personality, background, expertise and responsibility of the researcher, along with the decision maker to whom the report is addressed, interact to give each report a unique character. Yet there are guidelines for formatting and writing reports and designing tables and graphs.8

Report preparation

Report formats are likely to vary with the researcher or the marketing research firm conducting the project, the client for whom the project is being conducted and the nature of the project itself. Hence, the following is intended as a guide from which the researcher can develop a format for the research project at hand. Most research reports are broadly structured around the following elements:

1 Submission letter
2 Title page
3 Table of contents
4 Executive summary
   a Summary of prime objectives
   b Major findings
   c Conclusions and recommendations
5 Problem definition
   a Background to the problem
   b Statement of the marketing problem
   c Statement of the research objectives – information needs
6 Approach to the problem and research design
   a Type of research design
   b Data collection from secondary sources
   c Data collection from primary sources
7 Data analysis
   a Research design
   b Plan of data analysis and means of interpreting results
8 Results
9 Conclusions and recommendations
10 Limitations and caveats
11 Appendices

This format closely follows the earlier steps of the marketing research process. The results may be presented in several chapters of the report. For example, in a national or international survey, data analysis may be conducted for the overall sample and then the data for each geographical region may be analysed separately. If so, the results from each analysis may be presented in a separate chapter.

1 Submission letter. A formal report generally contains a letter of submission that delivers the report to the client and summarises the researcher’s overall experience with the project, without mentioning the findings. The letter should also identify the need for further action on the part of the client, such as implementation of the findings or further research that should be undertaken.

2 Title page. The title page should include the title of the report, information (name, address and telephone number) about the researcher or organisation conducting the research, the name of the client for whom the report was prepared and the date of release. The title should encapsulate the nature of the project with a tone that is meaningful to the target decision makers, not one of technical ‘research-speak’.

3 Table of contents. The table of contents should list the topics covered and the appropriate page numbers. In most reports, only the major headings and subheadings are included. The table of contents is followed by a list of tables, a list of graphs, a list of appendices and a list of exhibits.

4 Executive summary. The executive summary is of vital importance in a report. In many instances this may be the only portion of the report that decision makers read. The summary should concisely describe the problem, approach and research design that was adopted. A summary section should be devoted to the major results, conclusions and
recommendations. The executive summary should be written after the rest of the report has been written.

5 **Problem definition.** The problem definition section of the report gives the background to the problem. This part summarises elements of the marketing and research problem diagnosis. Key elements of any discussions with decision makers, industry experts and initial secondary data analyses are presented. Having set this context for the whole project, a clear statement of the marketing decision problem(s) and the marketing research problem(s) should be presented.

6 **Approach to the problem and research design.** The approach to the problem section should discuss the broad approach that was adopted in addressing the problem. This section should summarise the theoretical foundations that guided the research, any analytical models formulated, research questions, hypotheses and the factors that influenced the research design. The research design should specify the details of how the research was conducted, preferably with a graphical presentation of the stages undertaken, showing the relationships between stages. This should detail the methods undertaken in the data collection from secondary and primary sources. These topics should be presented in a non-technical, easy-to-understand manner. The technical details should be included in an appendix. This section of the report should justify the specific methods selected.

7 **Data analysis.** The section on data analysis, be it quantitative or qualitative, should describe the plan of data analysis and justify the data analysis strategy and techniques used. The techniques used for analysis should be described in simple, non-technical terms, with examples to guide the reader through the interpretations.

8 **Results.** The results section is normally the longest part of the report and may entail several chapters. It may be presented in any of the following ways:

- **Forms of analysis.** For example, in a health care marketing survey of hospitals, the results were presented in four chapters. One chapter presented the overall results, another examined the differences between geographical regions, a third presented the differences between for-profit and non-profit hospitals, and a fourth presented the differences according to bed capacity. Often, results are presented not only at the aggregate level but also at the subgroup level (market segment, geographical area, etc.).

- **Forms of data collection.** For example, a study may contain significant elements of secondary data collection and analyses, a series of focus group interviews and a survey. The results in such circumstances may be best presented by drawing conclusions from one method before moving on to another method. The conclusions derived from focus groups, for example, may need to be established to show the link to a sample design and questions used in a survey.

- **Objectives.** There may be a series of research objectives whose fulfilment may incorporate a variety of data collection methods and levels of analysis. In these circumstances the results combine methods and levels of analyses to show connections and to develop and illustrate emerging issues.

The results should be organised in a coherent and logical way. Choosing whether to present by forms of analysis, forms of data collection or objectives helps to build that coherence and logic. The presentation of the results should be geared directly to the components of the marketing research problem and the information needs that were diagnosed in the initial research brief and proposal. The nature of the information needs and characteristics of the recipients of the report ultimately determine the best way to present results.

9 **Conclusions and recommendations.** Presenting a mere summary of the quantitative or qualitative findings is not enough for most marketing research users. The researcher should interpret the results in light of the problem being addressed to arrive at major conclusions. Based on the results and conclusions, the researcher may make
recommendations to the decision makers. Sometimes, researchers are not asked to make recommendations because they research only one area and do not understand the bigger picture at the client firm. The researcher may not have been fully involved in the diagnosis of the marketing and research problems, in which case the researcher’s interpretations may not fit into the context that the decision maker understands.

In any research project there are many approaches that can be taken to analyse the data. This can result in a potential overabundance of data (quantitative and/or qualitative), and distilling the ‘meaning’ from the data and presenting this in a clear report can result in much of the original meaning or richness being lost. To maintain the meaning or richness, the researcher should strive to understand the nature of the decision-making process that is being supported. Only then can sound interpretations of the collected data be made. This is illustrated in the following example, where the main factor in selecting a research agency to work with is an understanding of the decision-making process that is being supported.

10 **Limitations and caveats.** All marketing research projects have limitations caused by time, budget and other organisational constraints. Furthermore, the research design adopted may be limited in terms of the various types of errors, and some of these may be serious enough to warrant discussion. This section should be written with great care and a balanced perspective. On the one hand, the researcher must make sure that decision makers do not rely too heavily on the results or use them for unintended purposes, such as projecting them to unintended populations. On the other hand, this section should not erode management’s confidence in the research or unduly minimise its importance.

11 **Appendices.** At the end of the report, documents can be compiled that may be used by different readers to help them to understand characteristics of the research project in more detail. These should include the letter of authorisation to conduct the research; this authorisation could include the agreed research proposal. Details that relate to individual techniques should be included relating to questionnaires, interview guides, sampling and fieldwork activities. The final part of the appendix should include lists of contacts, references used and further sources of reference.

---

**Real research**

**French marketing research looks abroad**

Mark Whiting, Research Director at Hennessy, was quite content with the support he got from French marketing research agencies. He pointed out that 99% of the cognac brand’s business was conducted outside France, and he therefore could not expect to find everything he needs among French agencies. What drives his desire to work with a particular agency?

> Above all, I’m looking to work with agencies who understand the business issues which concern us and who can make recommendations as to how to solve those issues, based on the research data that they have collected. This means searching near and far, so sometimes I find what I’m looking for in France, and sometimes I use agencies in the UK, the US and Asia.

---

**Report writing**

1 **Readers.** A report should be written for a specific reader or readers: namely, the decision makers who will use the results. The report should take into account the readers’ technical sophistication and interest in the project, as well as the circumstances under which they will read the report and how they will use it.
Technical jargon should be avoided unless the researcher is absolutely sure of the technical abilities and demands of the readers of a report. As expressed by one expert, ‘The readers of your reports are busy people; and very few of them can balance a research report, a cup of coffee, and a dictionary at one time.’\textsuperscript{12} Instead of technical terms such as maximum likelihood, heteroscedasticity and non-parametric, researchers should try to use descriptive explanations. If some technical terms cannot be avoided, definitions should be presented in a glossary or appendix. When it comes to marketing research, decision makers would rather live with a problem they cannot solve than accept a solution they cannot understand. Often the researcher must cater to the needs of several audiences with different levels of technical sophistication and interest in the project. Such conflicting needs may be met by including different sections in the report for different readers, or separate reports entirely.

\textbf{2 Easy to follow.} The report should be easy to follow.\textsuperscript{13} It should be structured logically and written clearly. The material, particularly the body of the report, should be structured in a logical manner so that the reader can easily see the inherent connections and linkages. Headings should be used for different topics, and subheadings for subtopics. A logical organisation also leads to a coherent report. Clarity can be enhanced by using well-constructed sentences that are short and to the point. The words used should express precisely what the researcher wants to communicate. Difficult words, slang and clichés should be avoided. An excellent check on the clarity of a report is to have two or three people who are unfamiliar with the project read it and offer critical comments. Several revisions of the report may be needed before the final document emerges.

\textbf{3 Presentable and professional appearance.} The look of a report is important. The report should be professionally reproduced with quality paper, typing and binding for hard copies, and with skilful graphic design for online reports. Variation in type size and skilful use of white space can greatly contribute to the appearance and readability of the report. However, a balance should be sought with styles of variation. Too much variation can lead to confusion; variation is only useful if it aids understanding.

\textbf{4 Objective.} Objectivity is a virtue that should guide report writing. Researchers can become so fascinated with their project that they overlook their ‘objective’ role. The report should accurately present the research design, results and conclusions of the project, without slanting the findings to conform to the expectations of management. Decision makers are unlikely to receive with enthusiasm a report that reflects unfavourably on their judgement or actions. Yet the researcher must have the courage to present and defend the results objectively.

\textbf{5 Reinforce text with tables and graphs.} It is important to reinforce key information in the text with tables, graphs, pictures, maps and other visual devices. Visual aids can greatly facilitate communication and add to the clarity and impact of the report. Guidelines for tabular and graphical presentation are discussed later.

\textbf{6 Reinforce tables and graphs with text.} Conversely, it is important to illustrate tables and graphs with verbatim quotes from questionnaires and interviews. Quotes can bring to life the meaning in tables and graphs and, used carefully, can make the reading of the report far more interesting than a solid body of statistics.

\textbf{7 Conciseness.} A report should be concise. Anything unnecessary should be omitted. If too much information is included, important points may be lost. Avoid lengthy discussions of common procedures. However, brevity should not be achieved at the expense of completeness.

Drawing together the above considerations in writing a good report can be challenging. There can be a delicate balance between keeping a report short and concise against superficiality and not addressing specific information needs of decision makers. The following list
should focus the mind of the report writer as it encapsulates typical mistakes that can make good research ineffective:  

- **The order in the report is based on the order of the questionnaire.** A report based on the order of questions in a questionnaire typically has no beginning or end and has to be completely rewritten by the buyer before it can be used by anybody else in the organisation.

- **The report does not discriminate between relevant subgroups but only shows totals.** The need to go back and ask for more, deeper analysis (sometimes at extra cost) can be a great factor of annoyance.

- **The report contains too much research jargon,** so that any reader outside of the profession can only guess at its meaning.

- **The report contains tables with too many figures.** In the end, there is only confusion. For researchers, the percentages derived from their data files have meaning, but not so for the reader.

- **The report does not distinguish between different audiences** in the organisation buying the research.

- **The vast majority of reports are still prepared and delivered on ‘paper’** (including virtual paper, such as Word, PowerPoint or PDF documents). In a modern-day business environment, with its fast-pace decision making, research information on ‘paper’ can be too difficult to find and penetrate. Decision makers need the right information at the right time and have no time to wait or to search through reports.

### Guidelines for graphs

As a general rule, graphical aids should be employed whenever practical. Graphical display of information can effectively complement the text and tables to enhance clarity of communication and impact. As the saying goes, a picture is worth a thousand words. This section focuses on the different types of graphical aids.

**Geographic and other maps**

Geographic and other maps, such as product positioning maps, can communicate relative location and other comparative information. Geographic maps form the bases of presentations in geodemographic analyses, as discussed in Chapter 5. The maps used in geodemographic analyses can portray customer locations and types, potential consumers, location of competitors, road networks to show consumer flows and other facilities that may attract consumers to certain locations.

**Round or pie charts**

In a pie chart, the area of each section, as a percentage of the total area of a circle, reflects the percentage associated with the value of a specific variable. Pie charts are very useful in presenting simple relative frequencies in numbers or percentages. A pie chart is not useful for displaying relationships over time or relationships among several variables (see Figure 28.2). As a general guide, a pie chart should not contain more than seven sections. Great care must be taken with 3D pie charts as the relative sizes of the pie segments can become distorted.
Line charts

A line chart connects a series of data points using continuous lines. This is an attractive way of illustrating trends and changes over time. Several series can be compared on the same chart, and forecasts, interpolations and extrapolations can be shown. If several series are displayed simultaneously, each line should have a distinctive colour or form (see Figure 28.3).

Histograms and bar charts

A bar chart displays data in various bars that may be positioned horizontally or vertically. Bar charts can be used to present absolute and relative magnitudes, differences and change. A histogram is a vertical bar chart in which the height of the bar represents the relative or cumulative frequency of occurrence of a specific variable (see Figure 28.4). Other variations on the basic bar chart include the stacked bar chart (Figure 28.5) and the 3D bar chart (Figure 28.6). Stacked and cluster bar charts can work well with a few data items presented, to represent differences qualitatively between groups. As noted with pie charts, 3D charts should be used with great caution as they can distort the message and confuse an audience. Most graphics packages have a great array of 3D options; however, there are few circumstances where they can be used to present data in a clear and unbiased manner.

---

**Figure 28.2**
Pie chart that shows the percentage of different forms of travel to work

**Figure 28.3**
Line chart of target and actual sales by month
Figure 28.4
Bar chart of preferred fast food by age

Figure 28.5
Stacked bar chart of the rating aspects of service

Figure 28.6
The 3D bar chart of preferred fast food by age
Schematic figures and flow charts

Schematic figures and flow charts take on a number of different forms. They can be used to display the steps or components of a process, as in Figure 28.1. They can also be of great value in presenting qualitative data analyses by representing the nature and interconnection of ideas that have been uncovered (see Chapter 9). Another useful form of these charts is classification diagrams. Examples of classification charts for classifying secondary data were provided in Chapter 4 (Figures 4.1 to 4.4). An example of a flow chart for questionnaire design was given in Chapter 13 (Figure 13.3).

Report distribution

The marketing research report should be distributed to appropriate personnel who may use (or influence the use of) the findings in different ways. The report could be distributed in a variety of formats, including hard copy and electronic, static and interactive. Increasingly, research reports are being published or posted directly online. Normally these reports are not located in publicly accessible areas but in locations that are protected by passwords, or on intranets. The various presentation, word-processing and spreadsheet packages have the capacity to produce material in a format that can be posted directly online. There are a number of advantages to publishing reports online. These reports can incorporate all kinds of multimedia presentations, including graphs, pictures, animation, audio and full-motion video, as illustrated in the opening example of this chapter. The dissemination is immediate and the reports can be accessed by authorised persons online on a global basis. These reports can be electronically searched to identify materials of specific interest.

Digital dashboards

The dashboard of a car, given its simplicity and broad familiarity, is a fitting visual metaphor for software that displays business performance. The purpose of a dashboard is to communicate a rich and often dense assortment of information in an instant. There should be no place for useless content and complexity that our eyes and brains must sort. To achieve data richness that is intuitive, what decision makers see on a dashboard must be the result of thoughtful and skilful design, using graphics and displays specifically designed to work well on a dashboard. It is appropriate and sometimes most effective to enhance dashboard displays with key charts, graphs or even tabular data, and so the principles of clarity we presented earlier also apply in the context of dashboards.16

Digital dashboards have long been used within organisations to consolidate data from internal and external sources, such as operational, financial and marketing data. Such a consolidation delivers at-a-glance summaries presented in a highly visual and intuitive format. It can take valuable time to sift through masses of tabular data and graphical presentations to determine how a business is performing against key business metrics. It is easy to get caught up in the analysis and miss the bigger picture. However, with dashboards, because attention is directed to the most important information, decision makers can quickly identify problem areas and take corrective action. Immediacy is a crucial element in any successful dashboard, since decision makers can only take the right action when they have timely information.17

Dashboards provide a rapid and convenient way to assess quickly how a business is doing by observing critical business, marketing and consumer metrics.18 Though sometimes difficult to capture and integrate, many business metrics can include findings from marketing research studies. The following example illustrates why and how Heineken uses a digital dashboard, and how marketing research data in the form of consumer performance indicators were integrated with other data sources.
Dashboards are typically used in businesses and in marketing research at three levels:\(^{20}\)

1. **Operational.** Managers need to be aware of short-term changes in performance, so that they can target resources appropriately to optimise performance and profitability, identify failures and work towards remedying any shortfall. A marketing research example would be for a CATI supervisor to monitor interviewers or to monitor progress with online surveys.

2. **Tactical.** Managers need to be aware of activities such as resource planning, ordering stock and monitoring the effectiveness of advertising or marketing campaigns – activities where a greater level of discretion and decision-making input is required. A marketing research application would be in managing an access panel made up of thousands of participants. A dashboard could be used in monitoring the performance of panellists; identifying ‘underperforming’ participants and identifying shortfalls in areas where recruitment needs to take place.

3. **Strategic.** Whereas the tactical or operational user’s view of data is typically restricted on a need-to-have basis, the strategic user needs to be able to roam freely across all sources of data. There is a need for the strategic dashboard to be highly tailored to individual decision makers’ needs for data, with the ability to turn controls on and off and drill down into data. Senior strategic users will expect to find the numbers they are seeking with very few mouse clicks. They may have very sophisticated analytical requirements, which may even mean creating custom reports from the raw data that make up the metrics.

Many decision makers working at these three levels are using digital dashboards to view disparate data from across their businesses. Marketing researchers need to think how they may be able to fit their research findings and reports into such formats. This is particularly important at the strategic level, where senior decision makers need to see the value of marketing research supporting major decisions. The principal use of dashboards in marketing
research, has been in large-scale studies, primarily surveys that are administered in longitudinal studies and multiple cross-sectional research designs. The most common continuous applications that use dashboards lie in customer satisfaction monitoring, brand health, brand positioning studies and in mystery shopping. With software developments in marketing research, this format may be used to deliver results from surveys and even qualitative studies. Digital dashboards offer great possibilities for ad hoc marketing research projects.

### Infographics

One popular new form of visual communication being adopted by marketing research firms is the infographic. Infographics make the most of the cognitive value of visual communication to enhance our ability to see patterns and trends that might not be so straightforward in purely textual data. Visual forms of communication, such as graphs, have been found to increase recall of data from 20% to as much as 80%. As an example of the growth of infographics within marketing research, Mintel (http://www.mintel.com/mintel-reports) now makes many of its research reports available in infographic form.

It is important to note that infographics are not replacements for traditional forms of marketing research report. Rather, they are complementary and designed to enable such reports to reach a broader and non-technical audience. As an approach there are very few formal rules on what an infographic should look like, and it is as easy to find bad examples of infographics as it is good ones. However, there are some general points that should be considered:

- Infographics are a balance between information density and the effectiveness of visual communication. This means that while they need to display a reasonable amount of data, they should not entirely replicate the contents of a research report.
- Infographics should not make assumptions as to the statistical skills of an audience – they should be non-technical and use clear language that any member of the business audience can understand.
- They should be visually appealing – effective visual design helps engagement with readers, many of whom might not be used to engaging with findings from research reports.

### Oral presentation

The entire marketing research project should be presented to the management of the organisation that has commissioned the research (bearing in mind this may be in-house). The oral presentation will help decision makers understand and accept the written report. Any preliminary questions that decision makers may have can be addressed in the presentation. Because many executives form their first and lasting impressions about the project based on the oral presentation, its importance cannot be overemphasised.

The key to an effective presentation is preparation. A written script or detailed outline should be prepared following the format of the written report. The presentation must be geared to the audience. This audience may physically be in the same room as the researcher(s) and/or they may be at remote locations through video-conferencing. Wherever the audience is located, the researcher should determine the backgrounds, interests and involvement of those in the project, as well as the extent to which they are likely to be affected by it. The presentation should be rehearsed several times before it is made. Visual aids such as tables and graphs should be displayed with a variety of media. Flip charts
mounted on an easel enable the researcher to manipulate numbers or respond in a spontaneous manner. They are particularly useful in communicating answers to technical questions. Visual aids can also be drawn on the pages in advance, and the speaker flips through the pages during the presentation. Although not as flexible, magnetic boards and felt boards allow for rapid presentation of previously prepared material. Overhead and high-definition projectors can present simple charts as well as complex overlays produced by the successive additions of new images and even certain objects to the screen. The use of presentation packages such as PowerPoint or Keynote help, but the presenter must not lose sight of the message. They must not just think that the audience have to be ‘talked to,’ and must put every effort into engaging them. The value of ‘performance’ in presenting research findings is illustrated in the following example.

### Real research

#### Researching international millionaires

In presenting the findings of a study for the Swiss Bank UBS (www.ubs.com), Spring Research (www.springresearch.co.uk) delivered a one-day workshop that brought together over 30 stakeholders from Publicis Starcom (UBS’s media partner) and UBS teams. This grouping brought together a broad mix of experience and creativity. Spring wanted to hold the session in a climate where people felt confident about themselves and could work well with one another. It picked a comfortable, relaxed hotel in Zurich that allowed freedom of movement. Spring arrived early to dress the room with insights, images and stories of individuals who took part in the research as it wanted the environment to act as a stimulus. All workshop participants were given an HNWI (High Net Worth Individual, the type of participant the research project had focused upon) in advance of the session and asked to spend time thinking about this person’s needs, wants and desires. The workshop began with objectives for the day and a quick introduction on the state of the market. Spring then asked the workshop participants to really get into the minds of the HNWIs. Each was asked to get into character and then form into teams of eight people. In their teams, each individual was asked to introduce themselves before being interviewed by a journalist from ‘The Examiner’ (a fake national newspaper), who was tasked with finding out as much as possible about them and their colleagues. Each team was then asked to put together a ‘front-page story’ that would give the world the inside scoop on the audience’s lives. Each team was then asked to present its story to the rest of the group. As well as the individual consumer profiles, the teams put together verbatim comments and six short films to bring to life individuals and key themes. There was some reluctance about role playing before the event, but for many it ended up being the most rewarding element as they really got into the minds of the people they wanted most to reach. The level of involvement generated through this approach ensured greater ownership and commitment to the outcomes of the research from UBS and Publicis Starcom, and really helped introduce consumer insight directly into the ‘bloodstream’ of each organisation. It also enabled Spring to fast-track ideas as the right people were in attendance, so the session worked as an effective means of taking key decision makers on a journey that led to consensus and an agreed forward direction that was able to be acted on immediately.
After the presentation of research findings, decision makers should be given time to read the report in detail. This means that there are two other tasks for the researchers after the oral presentation. First, the researcher should help the client understand and implement the findings and take follow-up action. Second, while it is still fresh in the researcher’s mind, the entire marketing research project should be evaluated.

**Assisting the client**

After the client has read the report in detail, several questions may arise. Parts of the report, particularly those dealing with technical matters, may not be understood and the researcher should provide the help needed. Sometimes the researcher helps implement the findings. Often, the client retains the researcher to help with the selection of a new product or advertising agency, development of a pricing policy, market segmentation or other marketing actions. An important reason for client follow-up is to discuss further research projects. For example, the researcher and decision makers may agree to repeat the study after two years. Where possible the researcher should also aim to make links between the findings of a project and other studies. By reviewing ‘historical’ findings in the context of current issues, project findings can be seen as more valid and decision makers may increase their trust in the process.\(^{24}\) Finally, the researcher should help the client firm make the information generated in the marketing research project a part of the firm’s decision support system. Ad hoc marketing research should be seen as a significant component of an ongoing link and understanding of target consumers.

A key element of researchers being able to assist marketing decision makers is the level of trust that exists between the two parties. The nature of personal interaction between managers and researchers is very important in creating trust in the researcher and consequently in the results of the research. The quality of personal interaction affects managers’ perceptions of the overall quality of the report itself. Trust between the decision maker and the researcher has been found to influence the perceived quality of user–researcher interactions, the level of researcher involvement, the level of user commitment to the relationship and the level of market research utilisation.\(^{25}\)

**A warning: avoiding oversimplification**

While it is important to make sure that research findings are communicated in a clear way, it’s equally important to ensure that research findings are not ‘dumbed down’ or oversimplified. Given the increasingly complex nature of techniques available to marketing researchers, together with the growing volumes of data open for analysis, the complexity of findings has also increased. Research findings are often not absolutely clear, but this is a characteristic of research and why it is managers who must, ultimately, make decisions. For example, what does a \(p\) value of 0.05 actually mean in terms of a business decision?

Understanding the difference between statistical significance and real-world importance is an important part of this managerial decision-making process. This issue can be demonstrated by a piece by Science journalist and Statistics Professor Regina Nuzzo, who asked a number of leading statistical experts to explain the concept of the \(p\)-value in simple terms – they couldn’t:\(^ {26}\)

> What I learned by asking all these very smart people to explain \(p\)-values is that I was on a fool’s errand. Try to distill the \(p\)-value down to an intuitive concept and it loses all its nuances and complexity. Then people get it wrong, and this is why statisticians are upset and scientists are confused. You can get it right, or you can make it intuitive, but it’s all but impossible to do both.
Evaluating the research project

Although marketing research is scientific, which may seem to imply a rigid, systematic process, it clearly involves creativity, intuition and personal judgement. Hence, every marketing research project provides an opportunity for learning, and the researcher should critically evaluate the entire project to obtain new insights and knowledge. The key question to ask is: ‘Could this project have been conducted more effectively or efficiently?’. This question, of course, raises several more specific questions. Could the problem have been defined differently so as to enhance the value of the project to the client or reduce the costs? Could a different approach have yielded better results? Was the research design that was used the best? How about the method of data collection? Should an SMS survey have been used instead of an online survey? Was the sampling plan employed the most appropriate? Were the sources of possible design error correctly anticipated and kept under control, at least in a qualitative sense? If not, what changes could have been made? How could the selection, training and supervision of fieldworkers be altered to improve data collection? Was the data analysis strategy effective in yielding information useful for decision making? Were the conclusions and recommendations appropriate and useful to the client? Was the report adequately written and presented? Was the project completed within the time and budget allocated? If not, what went wrong? The insights gained from such an evaluation will benefit the researcher and the subsequent projects conducted.

Summary

Communicating research findings is the final step in the marketing research project. This process begins with interpretation of data analysis results and leads to conclusions and recommendations. Typically, a formal report is written and an oral presentation made. However, researchers should not view dissemination of the report as sufficient on its own to ensure the research findings are followed. After decision makers have read the report, the researcher should conduct a follow-up – assisting management and undertaking a thorough evaluation of the marketing research project.

For the researcher, the oral presentation is usually considered the end of what could have been months of long hours, exhausting travel and intense data analysis, all in search of the valuable insights. The presentation is delivered and the researcher may see it is finally over, and time to move on to the next project. For the receiver of the research report, this may be just the beginning. The researcher may have delivered some provocative insights and may have considered every possible angle. Reports, however, can raise more questions, and decision makers may want more details. The researcher has to consider how to assist decision makers to get the most out of reports and presentations. Researchers also have to learn from the experience of presenting their findings, in order to plan more creative, efficient and effective research in the future.

As within other areas of marketing research, technology is enabling reports and presentations to be delivered in far more engaging and relevant formats. With the use of mobile technology, this can mean that research users can access reports and presentations anywhere and at any time. The uses of digital dashboards in marketing research are facilitating new ways to present reports. Digital dashboards can enable research data to be interrogated and juxtaposed with performance data from across an organisation. With these new forms of communicating research findings, the old style linear research report may become of less import.

This last example presents a metaphor on the use of the guitar in supporting presentations. It is a final reminder that digital developments that facilitate professional presentations can never replace the creative skills of conveying the story and impact of a piece of research upon a decision-making situation.
Real research

My paradigm is the guitar

Developments in modern technology have had a profound impact on the art of business presentation. There is no doubt that the standard of visualisation in presentations has improved immeasurably, but has the presentation itself? Technically good presentations are becoming commonplace, perhaps even predictable. Predictability precedes boredom. Presenters spend too much time creating a slide show and not enough on their performance. Presenters have forgotten to plan their personal involvement and the involvement of their audience.

My paradigm is the guitar. The guitar represents a tool that supports presentation, but that can never do the performance for you. From my own experience as a guitarist, presentations and gigs have many parallels. You have to prepare diligently, and have a good plan for the progress of the performance. You should know your material. You must be able to excite the audience and get them involved. You must be able to improvise and respond to requests. You should have a good guitar, but the good guitar on its own won't carry the day. You will.

Questions

1. Why is the quality of report presentation vital to the success of a marketing research project?
2. What is the difference between dissemination and communication of research findings?
3. Describe a commonly used format for writing marketing research reports.
4. Why is the ‘limitations and caveats’ section included in the report?
5. Discuss the importance of objectivity in writing a marketing research report.
6. Describe the guidelines for report writing.
7. What is an infographic? Why can visual communication techniques sometimes be more effective than text at communicating research findings?
8. What is a pie chart? For what type of information is it suitable? For what type of information is it not suitable?
9. Describe a line chart. What kind of information is commonly displayed using such charts?
10. What are the advantages and disadvantages of presenting data using 3D charts?
11. What is the purpose of an oral presentation? What guidelines should be followed in an oral presentation?
12. To what extent should researchers interpret the information they present in a report?
13. Why should marketing research projects be evaluated after they have been completed?
Exercises

1. Obtain a copy of an old marketing research report (many marketing research agencies or companies that have commissioned research will provide copies of old reports for educational purposes). Evaluate the ways in which you could improve the structure and style of presentation in this report.

2. Prepare an oral presentation of the report above, to be targeted at senior management. Deliver your presentation to a group of fellow students (role playing the managers) and ask them to critique the presentation.

3. Finally, for the same report create an infographic that will be effective at communicating research findings to a broad and non-technical group.

4. You are a researcher preparing a report for a high-tech firm on 'The potential demand for electric cars in Europe'. Develop a format for your report. How is that format different from the one given in this book? Discuss the format and purposes of each section with your boss (role played by a student in your class).

5. In a small group, discuss the following issues: 'Writing reports is an art. Presenting reports is an art. Reading reports is an art. It is all a matter of art.' and 'Writing a report that is concise and yet complete is virtually impossible as these two objectives are conflicting.'

Notes

17. Dover, C., ‘How dashboards can change your culture’, *Strategic Finance* 86 (4) (October 2004), 42.
The management of customer relationships is the core task of the b2b marketer. The researcher must help to unlock the nature and dynamism of these relationships.
Objectives

After reading this chapter, you should be able to:

1. explain what b2b marketing is;
2. describe the differences between b2b and consumer marketing;
3. explain the marketing research challenges that emerge from the differences between b2b and consumer marketing decision making;
4. understand how the concepts of networks and relationships underpin the distinctive challenges faced by b2b decision makers;
5. understand what competitor intelligence is and how it may supplement or even take the place of marketing research for some businesses;
6. appreciate how technology is shaping the way in which b2b research is planned and administered.

Overview

This chapter starts by defining the nature of b2b marketing, presenting a definition that introduces the concept of ‘relationships’. This is followed by a short introduction to the differences between b2b and consumer marketing. Understanding these differences is crucial to the effective practice of b2b marketing research. The chapter then sets out the key underlying concepts of relationship and networks that frame b2b marketing decision making. The key differences between b2b and consumer marketing are then outlined and explained in more detail. The ‘threat’ to conventional marketing research is explored, with a review of the growth of competitor intelligence and the ethical issues that accompany it. We frame this chapter by examining how technology is influencing approaches to b2b marketing and, in turn, b2b marketing research.

We begin with two examples illustrating how marketing research may be used in b2b marketing. The first example demonstrates the use of social media techniques within b2b marketing research. It highlights a technique that could be used by any consumer marketing organisation to generate insights. As such, this illustrates the point that all the techniques that have been presented and discussed in this text can also be used in a b2b context. It might also be used as an example to support the argument that there is no difference between marketing research in b2b contexts compared with consumer marketing.

Real research b2b social media research with Maersk

Maersk is a global shipping and energy company, has 88,000 employees and operates in more than 130 countries with revenues of in excess of 40 billion dollars. It is an effective user of social media and operates nine different channels, including LinkedIn (www.linkedin.com/company/maersk-line). It has several closed groups that enable shipping experts to debate industry challenges – with names such as the ‘Shipping Circle Group’ and the ‘Reefer Circle Group’. This gives Maersk access to shipping knowledge it would not otherwise be able to access and, at the same time, enables customers to co-create products with Maersk. This gives Maersk the ability to communicate with experts in the field as well as its own customers for research purposes.

The second example illustrates the breadth of decision-making areas that b2b research can support – in this case the importance of the interplay between price and delivery times. As with the first example, it highlights how similar techniques used in consumer research (in this example: conjoint analysis) can be applied to b2b research.
Understand the relationship between prices and sales at Premier Farnell

Premier Farnell (www.premierfarnell.com) markets and distributes electronic components and related industrial products from more than 3,000 suppliers. Premier Farnell’s proposition rests upon consistently reliable, appropriately priced deliveries. Working with specialist b2b research agency Circle Research (www.circle-research.com), Premier Farnell needed to answer the following questions:

- What is the relationship between delivery price and sales?
- What price premium do ‘value add’ elements of delivery justify (e.g. speed)?
- What is the optimum price for each delivery option – the point at which Premier Farnell can maximise profitability?

Circle was aware that Premier Farnell was going to make major commercial decisions on the basis of the research, so it needed to be highly reliable. Buying decisions involve a very complex and subtle relationship between price and benefit, and this relationship needed to be investigated if the research was to provide an accurate steer.

More than 2,000 customers globally were surveyed. Conjoint analysis (Chapter 26) was used to help understand the relationship between features, price and purchase behaviour. Different elements of the delivery proposition (including price) and the different levels at which these might be realistically set were identified, such as different delivery speeds. Using this information, a series of hypothetical delivery propositions were created, each with slightly different features and prices. These hypothetical offerings were then grouped into sets of three and customers were asked which one, if any, they would be most likely to buy under.

This was repeated several times until hundreds of potential combinations had been compared. Analysis of these data was then used to reveal the level of demand under different feature combinations and at different price points. This exercise revealed which aspects of the delivery proposition held greatest value and helped build an understanding of how changes in pricing would impact sales.

Having highlighted similarities, it is important to acknowledge that there are many researchers who believe that b2b marketing research has distinctive characteristics that set it apart from consumer marketing research. This view is supported by a professional group, the Business Intelligence Group (BIG) (www.b2bresearch.org), which was launched in 2001 to support the interests of individuals involved in b2b marketing research. We will start by evaluating the question of whether there really are distinctive characteristics of b2b marketing decision making that may require a different approach to marketing research. To begin such an evaluation, we continue by looking at the nature of b2b marketing and the similarities and distinctions when compared with consumer marketing.

What is b2b marketing and why is it important?

The term ‘b2b marketing’ is a relatively new one used to describe business marketing, industrial marketing or even organisational marketing. It is often viewed in comparison to traditional consumer marketing (typically called ‘b2c marketing’). It is a simple acronym that was initially used to distinguish online business transactions, but is now used as the generic term for business marketing. In very simple terms b2b means businesses that sell products or services to other businesses.
But why do we need a separate term for b2b marketing? The answer is that marketing focus is often driven by the issues and problems faced by managers in consumer marketing sectors. For example, many industry surveys of the opinions of ‘leading’ marketers focus on managers of large consumer-facing brands. Yet, despite this focus on consumer markets, b2b markets typically make up a larger portion of GDP in developed countries. This would not matter so much if b2b marketing managers faced the same set of issues as those in their consumer-facing counterparts. However, the similarity of the terms ‘b2b’ and ‘b2c’ masks the many differences in carrying out b2b marketing and subsequently b2b marketing research.

We can understand b2b marketing better by looking at two definitions. In the first, Dibb et al. highlight the activities involved in the process of exchange between two parties. This definition presents little distinction between b2b marketing and the generic process of marketing, with the primary difference being the nature of markets and producers:

*Industrial [b2b] marketing concerns activities directed towards facilitating and expediting exchanges between industrial markets and industrial producers.*

In the second definition, Ford et al. present a view of b2b marketing that goes beyond the more traditional marketing notions of exchange, as presented above:

*Business [b2b] marketing is the task of selecting, developing and managing customer relationships for the advantage of both customer and supplier, with regard to their respective skills, resources, technologies, strategies and objectives.*

In this definition the key element is the task of managing customer relationships. This can be seen as a process that goes beyond the facilitating and expediting of exchanges of goods, although it could be argued that the facilitation of exchanges can include the management of relationships. Nonetheless, Ford et al.’s emphasis upon the management of relationships forming the essence of b2b marketing could lead to the case that there are more differences than similarities between b2b marketing and consumer marketing.

### The distinction between b2b and consumer marketing

There are many products and services that may be clearly identified as b2b transactions, such as electrical components used in the manufacture of earthmoving equipment. Other products and services, which at first glance may appear to be b2b transactions, may also be sold to consumer markets. The distinction between b2b and consumer marketing might best be thought of as a continuum, with purely b2b products/services at one end and purely b2c products/services at the other. At the extremes of b2b marketing lie services that are sold to governments, sometimes labelled ‘b2g’ marketing. For example, in the market for nuclear-powered submarines there is typically only one purchaser (a national government) but also only one supplier (a nationally supported defence contractor).

Other examples of products and services that may be bought by both businesses and consumers include: cars, private health insurance, meals in restaurants, laptop computers and stationery equipment – the list could go on. The key factor that distinguishes b2b and consumer transactions is the *purpose for which products and services are sold.* In b2b transactions, products are bought for resale or for the production of other goods, and services are bought to facilitate the resale and production of goods. In consumer transactions, products and services are generally bought for oneself, the household or as gifts. This distinction clearly does not rule out consumers reselling products, as a search on eBay (www.ebay.com) for unwanted gifts would quickly reveal!

The underlying reason for differences between b2b and consumer marketing has often been based on an idea that business consumers tend to be seen as rational buyers, while consumers tend to be seen as more intuitive and emotive. In examining the differences between
business and consumer purchases, it is difficult to dispel these persistent images of professional committees deciding proactively on organisational purchases, and wilful or manipulated individual consumers engaging in semi-rational or impulsive buying behaviour. These stereotypes can be only defended by carefully selecting examples to illustrate the argument. For example, if we were to contrast the buying decision for a train manufacturer selecting the supplier of braking mechanisms compared with a consumer buying chocolates, there would very different time frames and stages to the decision-making process. If we were to compare the differences between the two sectors in the decision to buy a Christmas hamper as a gift, the time frame and stages to the decision-making process may be very similar. The purposes behind the decision to buy a Christmas hamper may also be very similar. There are also many examples of consumer purchasing that may be very ‘professional’ in terms of knowledge of prices, quality, source reliability, product availability and product applications. Such ‘professional’ purchasing behaviour has been supported by the growth of price comparison sites (e.g. www.moneysupermarket.com or www.uswitch.com). There are clearly many grey areas between a notion of business purchasing equating to being rational and ‘professional’ and consumer purchasing equating to being emotive and impulsive. The task of setting out clear differences is difficult given the breadth of products and services that are purchased by businesses and consumers and the great overlap in the nature and intention of the purchase. Many years ago, one of the foremost industrial marketing writers, Frederick Webster, recognised that many of the differences may be only by degree, but that there are substantial differences:

If we are to understand and intelligently attack industrial marketing problems, a number of substantial differences between industrial and consumer marketing must be recognized. While it may be true that these are often differences of degree rather than kind, the degrees of difference are substantial.

Before we examine the impact of these differences for the b2b researcher, two factors at the heart of the defence for the distinction of b2b marketing need addressing, namely relationships and networks. These factors are founded in Ford et al.’s definition of business marketing and are the basis for the contention that there are fundamental differences between b2b and consumer marketing, and thus differences in the approaches and challenges faced by b2b and consumer researchers.

### Concepts underlying b2b marketing research

#### Relationships

Ford et al. use the term ‘relationship’ to describe ‘the pattern of interactions and mutual conditioning of behaviours over time, between a company and a customer, a supplier or other organisation’. The time dimension of a relationship requires decision makers to shift their emphasis away from each single discrete transaction towards tracking how things unfold in the relationship over time and changing them when appropriate. Relationships with business customers are likely to be complex. A business’s relationships with its suppliers, development partners and financial institutions that constitute its network all depend upon its relationships with its customers and on solving their problems in those relationships. Ford et al. make the clear distinction between the growth of customer relationship management (CRM) systems and the stream of books and articles dealing with ‘relationship marketing’. They contend that the idea that underpins most relationship marketing literature is that relationships are the creation of the marketing company. Such views do not help b2b marketers, who have to cope with:

- The history of their relationship and the impact of those events upon how different individuals in separate businesses react to each other.
• Relationships that are not necessarily positive and coping with differences in aims and understanding that may result in conflict as well as cooperation.
• Both businesses interacting with each other, and both attempting to manage the relationship in a way that they think appropriate.

The b2b relationship is not a relationship that is managed in a unilateral manner, i.e. a relationship that the marketer can ‘drive’. CRM systems that hold the details relating to every customer, which are typically used to ensure all interactions with the customer are consistent and knowledge driven, are typically ‘unilateral’. Though CRM systems may measure and model characteristics of transactions that develop over time, they are electronic observations of measurable characteristics of those transactions. CRM systems are not a means to acquire a realistic understanding of the rich and qualitative complexities of continually developing b2b relationships.

In the context of understanding networks and relationships, the prime objective of researchers in business markets is to establish and support an understanding of how successful relationships evolve and how networks operate. There is a need to understand how networks develop and how businesses and individuals in them relate to each other. By being able to recognise patterns of behaviour in the network, businesses should gain some guidance on how they should act and react. To develop such an understanding of patterns requires more than analysis in the traditional sense of gathering and interpreting the available data on patterns of sales and market shares. It means capitalising on the tacit knowledge inside the business and in other networked businesses. Tacit knowledge in this sense could mean, for example, understanding the psychological barriers that may exist in managers when presented new offerings that evidently offer better monetary value than they get from their present suppliers. They may have worked with their present suppliers for many years and developed economically and socially together; what price would they pay to sever that relationship?

The network

It has been argued that the transactions between a business supplier and its customers are not isolated events that are unrelated to each other. Instead, each of the transactions takes place in a relationship and each is related to the previous experience of the companies and what they plan for the future. Business marketers have relationships with their suppliers, and these relationships are vital if the marketer aims to build strong relationships with their customers. Each of their suppliers will have relationships with other suppliers and with their customers. All of these relationships are affected by the other ones and are intertwined in a network, and it is in this network that the b2b market operates. The distinctive element of seeing b2b marketing as a series of relationships in a network is that, if researchers wish to understand the behaviour of an individual company, then they have to understand its relationships with other companies. Businesses are not seen as free agents, able to develop and implement their strategy in isolation; each is dependent upon the other in order to act and react to the strategies of others. In other words, the basic assumption of network thinking is that ‘no business is an island’. Figure 29.1 illustrates a distribution network from the perspective of a large supplying company: IBM. The figure demonstrates the different ways that computers can reach customers in Italy.

In order to understand a network, a focal relationship is usually chosen. By choosing a particular relationship the network can be examined from that perspective. As soon as the
focal relationship changes, a new set of relationships emerges. By examining a network carefully, b2b marketers can achieve a realistic and balanced understanding of their own position in the minds of customers and suppliers. It is very important to evaluate the network from different focal points because drawing the network from the perspective of just one business can lead it to believe that it is more important to others than it actually is. The existence of a network should not cloud the fact that the key task of b2b marketing is to manage each single relationship. It is through its relationships that a business learns and adapts to its surrounding network, that a business exploits and develops its own abilities and gains access to others; and it is also through relationships that a business can influence different businesses elsewhere in the network.

Faced with such a challenge in understanding networks and relationships, b2b researchers have all the techniques as detailed and illustrated in this text, at their disposal. Having the techniques available is one thing; implementing them is another. The challenge for b2b researchers is to adapt creatively and develop the techniques to overcome the obstacles in the b2b environment. In order to understand the challenge set for these researchers we now examine the implications they face from the differences between business and consumer purchases.

**Implications of the differences between business and consumer purchases for researchers**

The differences between b2b and consumer purchases have implications for the approach, research design and individual data gathering and analysis techniques that may be employed by researchers. We now examine the nature of the differences between business and consumer marketing and the challenges faced in applying marketing research techniques, using the framework of arguments as presented by Ford et al. As we work through the individual
challenges you will also see how these challenges become interrelated. The five key differ-
ences are summarised in Figure 29.2 and then individually evaluated.

**Number of people involved in purchasing decision**

The concept of the ‘buying centre’ is well established in business purchasing. Collective
decisions are more typical of complex, expensive or controversial purchasing decisions in
larger businesses, whereas routine decisions and/or decisions made by smaller organisations
are typically made by individuals rather than by groups. However, even in cases of deci-
sions apparently made by an individual, there could still be many other roles of influence
involved in the phases of the purchasing process before and after the actual decision itself.

Webster and Wind famously identified five buying ‘roles’ within the context of ‘buying
centres’. We can illustrate these roles by using an example of a b2b scenario involving an
FMCG business buying marketing research services:

1 *Users*. This may be a brand manager seeking marketing research support for the decisions
faced in the launch of a new product.

2 *Influencers*. This may be a human resources director who has used a range of research
organisations for staff surveys over the past two years.

3 *Buyers*. This may be a purchaser who is responsible for drawing up a research brief, con-
tacting research organisations, gathering research proposals and managing the negotiation
process.

4 *Deciders*. This may be the marketing director if the budget for the project exceeds a set
amount.

5 *Gatekeepers*. This may be another brand manager who may be supportive or downright
secretive and may help or hinder in feeding information and the interpretation of that
information.

Further categories have been suggested such as those of:

6 *Initiator*. This may be a more senior manager to the brand manager, who recognises the
decision problems faced by the brand manager/user and encourages that manager to purchase
marketing research support, or even champions the case for marketing research support.

7 *Analyst*. This may be an individual who has the technical ability to evaluate critically
the offerings and associated costs as presented in the proposals from competing research
agencies.
8 Spectator. This may be the brand manager of a competing brand who may react in the way the brand manager/user desires. A feeling of ‘sheer panic’ may be introduced by the thought that the competition is employing a major ethnographic study to support the development of a new integrated communications strategy.

This example shows eight people involved in the decision. In some organisations, these roles may be performed by one person, in others there may be numerous influencers and gatekeepers, sometimes working in different managerial functions, hierarchical levels and geographic locations. The people in the ‘buying centre’ will have different needs because of their different responsibilities, so a buyer is likely to be more interested in price and contractual details than a user is. Behind these roles there are individuals who will have their own perceptions, expectations and objectives based on their personalities and backgrounds. The researcher needs to help decision makers measure and understand these individuals and their interrelationships.

Marketing research challenges. The main challenge of the number of people involved in a business purchase is one of sampling. In a team such as that illustrated above, who would be the target element when putting together a sampling plan? Even if there were sampling frames that listed the managerial roles of individuals in an organisation, it is highly improbable that they would be listed by their roles in a ‘buying centre’. The following views of the researcher Ruth McNeil illustrate this point.

Real research

Open for business?19

Sampling is becoming ever more demanding. Clients are requiring specialist samples, targeting particular people with particular job titles or skill sets. Such detailed specifications require the fieldwork company to know both where to find and how to access good lists. The absence of good, globally relevant sampling frames is still an issue. Given that SIC codes are rapidly becoming out of date, the increasingly specific demands for participant type mean that a b2b researcher’s skill now lies as much in finding the right participant as in conducting and analysing a good interview.

The above example illustrates something of the ‘detective’ skills in tracking down the right participant for a survey or interview. Researchers building b2b samples via telephone typically recruit participants at their place of work, giving researchers some guarantee that participants are who they claim to be. As researchers have come to rely increasingly on online panels in b2b data collection, concerns about data quality have grown.20 These concerns can be justified, because a growing literature provides evidence that within online panels, participant behaviours and response patterns have the potential to compromise data quality.21 Even when researchers track down the right target participants, the challenge of getting them to respond in the manner desired can be great. This challenge is developed in the next difference between b2b and consumer purchases, discussed below.

Professionalism of those involved in the purchasing decision

The concept of the professional buyer is well established in business purchasing. Businesses use professional buyers to make economically sound purchases that support their strategic and operational decisions. Such professionals establish auditable systems of purchasing to cope with relatively cheap and routine goods through to expensive, complex and risky one-off products and services, such as the purchase of a new accounting information system in a
multinational company. Purchasing professionals in essence aim to manage b2b transactions in a rational and economic manner. The following example briefly describes the nature and mission of the professional body that represents purchasing professionals.

### The professional buyer – a chartered purchaser

The Chartered Institute of Purchasing and Supply (CIPS) is an international education and qualification body representing purchasing and supply chain professionals. CIPS exists to promote and develop high standards of professional skill, ability and integrity among all those engaged in purchasing and supply chain management. It is the largest organisation of its kind in Europe, and a central reference point worldwide on matters relating to purchasing and supply chain management. Its Professional Code of Ethics is the model for the international code and the domestic codes of many countries. CIPS acts as a centre of excellence for the whole profession of purchasing and supply chain management.

A body of professionals with rational, economic and ethical practices and who are audit-able in a business should make the research challenge of measuring their practices relatively easy when compared with emotive and fickle consumers. However, even assuming that it is professional buyers who make the purchasing decision, one has to consider why they would want to divulge or share their practices with researchers.

### Marketing research challenges.

The first major challenge for researchers targeting professionals is **access**. Access can be described as working at two levels:

1. **Initial contact.** Getting to meet target participants in the first instance so that they understand the nature, purpose and benefits of taking part in an interview or completing a questionnaire.

2. **True feelings.** Assuming that a researcher has managed to persuade target participants to participate, are they able to access what they really feel or think about the research subject? How guarded or sensitive may the participants be in responding to the set questions and probes? Will they be responsive to research techniques that seek to uncover issues that are difficult to conceive and/or express?

An earlier example in Chapter 2 illustrated how increasingly difficult it is to gain access to chief executive officers, especially in a b2b context. It illustrated the despair faced by researchers when they are briefed to interview managers who the researchers know have been targeted in many other studies, and they realise the difficulty or impossibility of gaining access to them, at both levels of access described above.

### Is nothing straightforward in b2b research?

Organisational changes are making it increasingly difficult to complete business research. It is, for example, harder to contact business executives. Routes to them are less likely to be through a secretary or even a switchboard. Phone numbers are more likely to be direct, unlisted or routed through a central department or an automatic exchange that is immune to the persuasive interviewer. On a wider level, researchers have also had to
Beyond quantitative or qualitative interviewing, other techniques such as ethnography are increasingly difficult to conduct through the challenges of gaining initial access. In b2b ethnography, business people may be reluctant to allow researchers into their office to shadow them, or to walk around with video cameras. Both processes are highly visible to colleagues and bosses in a way that in-depth interviews are not. While researchers can give participants incentives, for many the money given does not outweigh the inconvenience. In addition, the length of the working day and the need for work–life balance also mean that putting time aside for a lengthy research interview becomes almost impossible.23

The second level of access (‘true feelings’) also presents major challenges for the b2b researcher. The issue raised by professional purchasers at this level is whether they actually behave in a rational and economic manner and whether they understand or are willing to discuss any emotive or subjective reasons for their purchasing behaviour. The following quote illustrates that, although business purchasers may be professional and strive to be rational in economic terms, the reality is somewhat different.24

... consider how an SME or Owner/Manager buys. They typically buy as an individual would, but in a quasi-corporate context. The rationalist approach is strictly limited. Even where it is applicable, good qualitative research also needs to cover the irrational, spontaneous and emotional response set. They don’t stop being human beings just because they buy a suit and carry a briefcase.

The following example illustrates the techniques used by Insight Research Group to clarify the issues that may cloud rationalism in b2b purchases.

The only difference between doctors and other consumers is that this is a classic b2b market, in which customers are not in themselves the end consumers. However, they still have a set of beliefs about the value of a brand for themselves and their patients. It is imperative, therefore, that researchers get beyond doctors’ rational and logical outer shell. They need to find a robust way to underpin functional data with the kind of emotionally driven information that could be used to feed into differentiated pharmaceutical products. Having long known that doctors were adept at assuming and maintaining a professional, logical ‘distance’ in research, the Insight Research Group began looking at how this behaviour might affect the depth of the overall findings. The often thoughtful, cogent, technical and articulate responses from doctors were in themselves something of a barrier to getting at the more fundamental drivers and triggers for prescribing that were required to make really compelling campaigns. This led to the development of a research approach that placed a greater emphasis on non-direct questioning, increased observation and interpretation of materials, generated from purpose-designed exercises. In small workshops, doctors participated in group and individual work that helped to dismantle the ‘doctor’ behaviour and facilitate access to their deeper ‘sensing’ levels. At the analysis stage, the specific sorts of communication, imagery, language and even tone that would help the brand to trigger response at both rational and emotional levels became the focus.
It could be argued that such research approaches are commonplace in consumer marketing research; there is nothing distinctive in such an approach for b2b researchers. What makes it distinctive is the juxtaposition of the access issues discussed above, i.e. getting to interview professional purchasers in the first instance and, if access is gained, getting them to cooperate – with the implementation of qualitative techniques. The following example illustrates the difficulties and expense involved in making such approaches work.

Real research

**Engineering the group discussion – the GlobalCash solution**

Trying to bring together finance directors and cash managers from the largest companies in Europe to participate in focus groups could be viewed as an impossible task. The logistics of bringing together such senior managers, the rewards they may demand for attending such an event and the question of how much they would reveal to other managers and researchers in such a forum make the whole technique questionable. The solution demanded many months of planning, great expense to create an event that would draw managers together and the careful setting of a context that made managers relaxed enough to be open with their responses. Part of the incentive to complete a GlobalCash survey was an invitation to take part in a ‘closed forum for participants’. This meant that a date was set to present findings from the survey exclusively to participants. The date and meeting place of The Management Centre in Brussels (a forum for ‘serious’ discussion of high quality) were established well in advance to allow managers the chance to put the date in their diaries. The day started with an initial session of presenting statistical findings to the whole group of managers who had participated in a previous survey. As questions were fielded in this forum, particular topics of interest were identified and focus groups (never named as focus groups but as ‘workshops’) were built around these topics. By mid-morning, groups of around 10 to 12 managers were together tackling a theme of importance to them. With a loose set of topics to develop into questions and probes, the format for a focus group was achieved.

The second major challenge of the people involved in a business purchase being professional is one of interviewer credibility. The subject of an interview may be technical in nature given the complexity of the product or service. This was discussed in Chapter 8 in the context of qualitative in-depth interviewing. The interviewer with credibility in the eyes of the participant would appreciate the significance of particular revelations, understand the language (even technical language and jargon in certain areas) and ultimately get the participant to open up, i.e. gain a greater level of access.

The nature of networks or relationships within an industry may have a level of complexity that could prove to be difficult for an interviewer to comprehend. These complexities may not present problems when a structured interview is being conducted. However, if there are open-ended questions or areas where probing is required, as would be necessary in any qualitative interview, the ‘technical competence’ of the interviewer will be revealed. If the interviewer has technical knowledge, probing can be much more meaningful to the participant, the process of building a rapport can be much stronger and a richer and more revealing response may be obtained. In the GlobalCash example, the very precise technical nature of the subject and the seniority of the participants meant that interviewer credibility had to be tackled when the series of in-depth interviews was planned. The use of senior academics as supporting researchers from business schools in individual European countries helped in gaining access to key participants, and a local professor would be at hand to help with any language and cultural issues. The nature of the questions and probes was handled by a consultant with an international reputation in
the field of cash management, who the participants respected, wanted to talk to and could relate to at their technical level. The consultant had knowledge of the banking techniques and, just as important, the nature of networks and relationships that operated in a highly competitive industry.

**Time taken to negotiate from decision to buy to actual purchase**

Given the complexity of a business customer’s requirements, the importance or value of its purchase, the number of individuals involved in the purchase and the level of their knowledge, and the help and advice that negotiating suppliers can give, a business purchase can be a very lengthy process. The following example illustrates the time taken for what may seem to be a simple decision, i.e. to choose to work with a new bank.

---

**Real research**

**Interfering parents**

Hitachi Europe operated from offices in the UK and Germany. They managed transactions with wholesalers and retailers throughout Europe involving the euro and other currencies, e.g. Swiss francs and British pounds. They managed these transactions and the relationships with the parent company in Japan through a number of domestic and international banks. One of the key challenges that Hitachi Europe faced was trying to simplify the process of managing transactions and cutting down on the expense incurred in its thousands of transactions. The first route that it took was to purchase and implement a new accounting system, which in itself took three years from the moment of recognising the nature of the problem through to evaluating possible solutions, negotiations with alternative suppliers and on to buying and implementing the system through to changes in practices and training the staff. The second route was to concentrate the banking business by cutting down on the number of banks Hitachi Europe had accounts with and to develop a new business relationship with a bank that had the international expertise, compatible information systems and service support of the quality level it sought. For an organisation such as Hitachi, choosing a new bank and setting up a new account was not like a consumer going into a bank branch or to a website and selecting a product from a range of standard products. The main obstacle to change faced by Hitachi Europe was the parent company’s insistence that the European offices worked with certain Japanese banks. It is left to your imagination to appreciate the nature and intricacy of the networks and relationships between individuals working in Hitachi headquarters, regional offices, country offices, wholesalers, retailers and the banks that support their operations. Developing a new relationship between Hitachi Europe and a new bank, which would involve the demise of many established relationships, would involve much negotiation within Hitachi and between existing banks and the new bank. For Hitachi Europe, the process started at the time of choosing a new accounting system. Working with the new bank took another two years to complete, five years in all.
In this example, the compounding factors of the time taken from the moment when an issue is first raised to final delivery, emerge from the numbers of individuals who may be involved in the negotiations and the fact that they are professionals expected to present clear cost/benefit analyses. Assuming, then, that researchers can identify who to talk to and gain access to them, what new challenges emerge given lengthy decision-making processes?

**Marketing research challenges.** The main challenge of the time taken to make a business purchase is one of *participant error*.

In Chapter 13 we discussed the errors caused when administering questionnaires through the inability of participants to remember events. *Telescoping* takes place when an individual telescopes or compresses time by remembering an event as occurring more recently than it actually occurred. The ability to remember an event is influenced by: (1) the event itself; (2) the time elapsed since the event; and (3) the presence or absence of things that would aid memory. We tend to remember events that are important or unusual, or that occur frequently. Decision makers that are part of a ‘buying centre’ are more likely to remember the negotiations, events and individuals associated with their most recent decisions. In the Hitachi example, the time taken to conduct negotiations developed over five years. During that time, negotiations may unfold in different geographical locations, involving different business functions and types of decision maker. The personnel involved may even change as decision makers move on to other projects or other organisations. For the researcher this presents challenges in terms of accessing potential participants who were present through the process of negotiations. If such decision makers can be accessed, the next challenge is to get them to remember key events and individuals. Questions that do not provide the participant with cues to the event, and that rely on unaided recall, can underestimate the actual occurrence and nature of an event.

In Chapter 3 we discussed the non-sampling errors termed ‘response errors’. It was noted that a non-sampling error is likely to be more problematic than a sampling error. Its problematic nature emerges from the difficulties involved in identifying the error, measuring it and making changes in estimates. Response errors can be broken down into ‘participant inability’ and ‘participant unwillingness’:

- *Inability error* results from the participant’s inability to provide accurate answers. Participants may provide inaccurate answers because language and logic used in a survey or questionnaire bear no relevance to their experiences, or the question format and content may be taking them into issues that are meaningless in their work context. Such an experience may result in participants suffering from fatigue, boredom and a general lack of engagement with the process of questioning. For example, in the GlobalCash example, imagine a participant being asked to respond to a series of Likert-scale items about the service quality of online technical support. Though the organisation may use such support, a professional buyer responding to the scales may see the overall issue of online technical support as being of very low priority in the context of all the issues involved in negotiating with a new bank. Could the researcher trust that the participant has thought through the measured issues carefully and is being honest?

- *Unwillingness error* arises from the participant’s unwillingness to provide accurate information. Participants may intentionally misreport their answers because of a desire to provide socially acceptable answers, to avoid embarrassment or to please the interviewer, or, more especially in the b2b scenario, their answers have great commercial sensitivity and responding truthfully would reveal their commercial intellectual property. For example, to impress the interviewer participants may intentionally say that their business works with The Cooperative Bank in order to portray themselves as having relationships with organisations that profess a socially responsible agenda. They may not have any business with this bank, but would the interviewer be able to validate this response? As another example, the interviewer may pose questions about weaknesses in
the services offered by a particular bank. The participants may consider this sensitive as the weaknesses may reveal flaws and, by implication, the individuals involved in these flaws in their own organisation. The participants may also question what may happen to their responses. If given directly to other banks in an unaggregated form, it would present all the elements required for another bank to make a sales pitch that may upset an established relationship.

Overcoming telescoping and participant errors raises fundamental questions about the techniques used to elicit information and the benefits and rewards given to participants. These types of error cannot simply be managed by larger samples, as we will explore in the next subsection.

**Importance of individual consumer to supplier**

An example to illustrate this difference between b2b and consumer marketing is the extreme situation of dependence that can occur in commercial aviation, where there are only two main suppliers of airliners and only a few dozen major customers. In the following example, IAG conducted research to better understand its customer needs. The outcome resulted in an analysis of and focus upon individual customers. This can occur in consumer marketing, but the depth of individual analyses and the resources allocated to important individual customers are a distinctive characteristic of b2b marketing.

### Real research: Researching customer priorities at IAG Cargo

IAG Cargo emerged out of the merger between British Airways World Cargo and Iberia Cargo. Its mission is to be the world’s leading air cargo provider. Specialist b2b research agency Circle Research (www.circle-research.com) worked with the organisation before its merger to identify what really mattered to its customers.

As with many b2b organisations, success is measured by operational metrics; for example, in this industry, numbers of waybills written, proportions of shipments flown-as-booked and success in notification of delivery. These metrics are business-and employee-performance indicators but are not directly related to customer satisfaction or loyalty. They may measure success but cannot shed light on what matters to customers.

A series of in-depth customer interviews were scheduled in the organisation’s principal trading locations: USA, Germany, UK, India and China. The discussions were informal and enjoyable and ensured participants opened up and spoke freely. Circle also used a variety of exploratory and projective techniques to identify the most important ‘moments of truth’ when customers come into contact with the airline. Importantly, the ways in which those moments of truth sometimes fail to live up to expectations and a definition of excellence was elicited.

Armed with this information, Circle used a series of internal focus groups to establish how employees viewed their customers. What did they feel to be the most important customer priorities and, of course, what was preventing them from offering the best possible levels of service at each of those key moments?

Circle then quantified performance across the key customer touch points. With over 2,000 respondents, this was the largest survey of its kind and it enabled competitors to be evaluated against the priority touch points. This research then improved not only traditional performance indicators but enabled the customer priorities to be embedded in its culture.
Not all b2b marketers have few target customers. A manufacturer selling photocopier paper could have potentially huge numbers of businesses to sell its wares to, from major multinationals through to home businesses. In consumer marketing, a manufacturer of bespoke shoes such as John Lobb (www.johnlobb.com) may retail at $3,000 a pair. John Lobb may have relatively small numbers of target consumers who are responsible for a significant proportion of its total sales.

In b2b and consumer marketing, examples can be found of businesses that have a few high-value customers and those that have huge numbers of customers with low-value transactions. In general, however, b2b marketers have a higher propensity to deal with fewer customers of high value when compared with consumer marketers. The comparison between the two is illustrated in Figure 29.3.

---

**Figure 29.3**

**Customer number/value trade-off**

<table>
<thead>
<tr>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value of customers</td>
<td>Value of customers</td>
</tr>
<tr>
<td>Tends towards b2b marketing relationships</td>
<td>Tends towards consumer marketing relationships</td>
</tr>
</tbody>
</table>

---

**Real research**

**Size matters**

Imagine yourself going on holiday and wanting to exchange your local currency for Australian dollars. All banks can help you make currency exchanges. The transaction is paid for through an exchange rate that is constantly changing and a commission fee. If you were a small business conducting transactions that involved a few currency exchanges per year, then you may have to pay the ‘going rates’ at your local bank, or shop around for the best rates. However, for a company such as Renault, imagine the variation in its profits depending upon the relative value of the euro to the US dollar and how much it costs for each currency transfer. Think of the currencies that Renault may have to deal in and the number of transactions and flows of funds. To Renault, the fluctuations in currency values and timing of cash transfers are crucial factors that can make the difference between sound profits and a loss. Given the volume of its business and the size of its transactions, Renault would not pay the ‘going rate’ to a bank that you or a small business would. Renault would expect a cash-management banking service tailored specifically to its operations, which may be radically different from the operations and expectations of, for example, BMW. The target markets in cash-management banking...
sought by major banks are those companies that operate internationally or even globally, dealing in huge sums and a variety of currencies. There may be millions of individual transactions to manage, huge networks of transactions across many countries or very high values to the transactions. When examining the nature of businesses that fulfil these requirements, there are relatively few compared with the total number of businesses, which is why the GlobalCash study, conducted on behalf of 15 of the largest pan-European banks, targeted just the largest 5,000 companies in Europe – a very small fraction of the total number of European businesses.

This example illustrates how the essence of relatively few consumers may be of high value – through careful target marketing. Some businesses may have a mass-marketing strategy that aims to target a great breadth of business types; others may have to tailor their offerings specifically to suit the individual needs of quite distinctive businesses.

**Marketing research challenges.** The main challenge of each business customer being individually important to a supplier and responsible for a significant proportion of its total sales is one of coping with relatively few target consumers. As most quantitative marketing research techniques tend to assume large numbers of potential target consumers and survey participants, the challenge faced by b2b researchers is one of sampling methods and the subsequent analyses that may be performed given sample selection.

We have already presented the challenges of ‘element’ definition in a sampling plan, gaining access to participants (and the effect upon response rates) and response error. If we add on the challenge of conducting surveys when there are relatively few target participants, it is clear to see that the whole sampling process becomes very challenging.

In choosing a sampling method for a small target population, probability methods such as random and systematic sampling can be utilised. With simple random sampling it is often difficult to construct a sampling frame that will permit a simple random sample to be drawn. Simple random sampling may or may not result in a representative sample; this is the paradox faced when drawing a random sample – one does not know if it will be representative of a target population, only the probability that it will be, within margins of error. Although samples drawn will represent the population well on average, a given simple random sample may grossly misrepresent the target population. This is more likely if the size of the sample is small, as faced in many b2b surveys.

With systematic sampling, when the ordering of the sample elements is related to the characteristic of interest the technique increases the representativeness of the sample. If businesses within an industry are arranged in increasing order of annual sales, a systematic sample will include some small and some large firms. A simple random sample may be unrepresentative because it may contain, for example, only small firms or a disproportionate number of small firms. Choosing the right characteristics by which to order sample elements is crucial. With the wrong criteria, systematic sampling may decrease the representativeness of the sample. Thus, the power of systematic sampling lies in the accuracy of the sampling frame and the criteria used to order or arrange the sample elements.

With the time and cost factors of sourcing and building up-to-date and accurate sampling frames, with details of sample elements, many b2b researchers will favour administrative, i.e. timing and cost, criteria in preference to statistical criteria, and ultimately be forced to use non-probability sampling techniques. **Non-probability sampling** relies on the personal judgement of the researcher, rather than on chance, to select sample elements. The b2b researcher would aim to build the elements to include in a sample, rather than starting from a point of having an up-to-date and accurate sampling frame that resembles the target population. Building up the sample in this manner leads the b2b researcher commonly to use judgemental sampling and snowball sampling techniques (as discussed in Chapter 14). Samples
created using these techniques may yield good estimates of the population characteristics, but they do not allow for objective evaluation of the precision of the sample results. Because there is no way of determining the probability of selecting any particular element for inclusion in the sample, the estimates obtained are not statistically projectable to the population.

**Real research**

**Targeting business elites in India**

In a study of the ‘business elite’ in India (senior executives living very comfortably, travelling widely, consuming luxury goods and services and making important business purchases for their companies), many sampling challenges were faced. Though the number of participants surveyed was relatively high, researchers recognised that their work should be considered a pilot and that much more work was needed to generate a complete sampling frame. For their study, a systematic random sample was drawn from a ‘cleaned-up’ database of companies. In an initial telephone screening exercise, they targeted 1,714 companies and made successful contact with 859 of them (50.1%). They asked each of these companies: (1) who the most senior person in the company in that city was; (2) whether the company employed heads of a pre-defined list of other functions; and (3) what the contact details were for the most senior person and a randomly selected other function. Job functions were those core to the decision-making process and included: chief executive (most senior person); deputy chief executive/managing director (second-most senior person); head of finance; head of international/domestic sales; head of marketing and communications; head of production management/operations; head of information technology. From the interviews, they estimated that the universe of eligible business executives in qualifying companies across eight Indian cities totalled 106,307. This was based on the incidence, at each of the companies sampled, of a randomly generated list of job functions. They also pinpointed 1,499 executives they wanted to contact, of whom 600 (40%) agreed to be interviewed face to face.

**Summary of sampling challenges.** While the theory of sampling is the same for all types of markets, whatever their nature, there are key differences between sampling in b2b and consumer markets. These may be summarised as:

1. **Unit definition.** Is it the site (establishment), organisation, legal entity or some other business unit? Each definition offers different benefits and drawbacks, depending upon the research objectives. In consumer research, only the individual or household has to be considered.

2. **Element definition.** In b2b research, an individual is interviewed as a representative of the business. We have to be sure to interview the right individual in each business, and be consistent across businesses. This can be complex, as business titles and responsibilities vary widely across businesses of different sizes and sectors.

3. **Heterogeneity.** There is a lack of homogeneity in the business universe. There is much more variance between a small business and a large organisation than between any two consumers. There is also great variation between different types of small business.

4. **Sampling frames.** The available sampling frames of businesses and the nature of their detail could allow stratification to vary considerably in accuracy and coverage.

5. **Public/private sector.** The public sector generally counts as business, though the usage and buying patterns are frequently very different from the private sector.
Relationship development

Salespeople, purchasing professionals and indeed anyone making decisions in a ‘buying centre’ do not just meet, negotiate a deal and move on to other things. Imagine a cement manufacturer wishing to buy a furnace that is expected to be part of its cement production process for over 20 years. There would be many meetings with staff from the cement company, the various competing furnace manufacturers and many potential suppliers of key components for the furnace. Even when the decision to buy from one particular supplier has been made, the interactions between technical, financial, production and legal staff could take place over many months, or even years. The purchase could be the forerunner to servicing and repair contracts and the installation of similar equipment in other cement-making plants. In buying a new furnace, there could be a time when modifications need to be made. There are locations where local authorities allow cement manufacturers to burn old car tyres in their furnaces. Adding old tyres to a gas-fired furnace may require modifications to allow the tyres to be fed in, changes to the chimneys to get rid of different fumes and the lining of the furnace. All of these developments may again unfold over time, involving purchasing, technical, production, logistics, marketing and legal personnel. There may be components that need to be replaced frequently, given the immense temperatures in the furnace. The delivery of these components may involve a repeat order, which may need a simple telephone call or even be automatically generated without human intervention.

In all of these cases, the customer and supplier interact on the basis of their experiences of previous purchases between them, and given the nature of their expectations for future purchases. The interaction between a customer and supplier is a single episode in the relationship between them. Each episode is affected by the relationship of which it forms part and each interaction in turn affects the relationship itself. Each interaction and each purchase or sale can only be understood in the context of that relationship, and ultimately within the network or businesses that enable the relationships to work.

Marketing research challenges. The main challenge of a b2b purchase or sale not being an isolated event is finding a research design that is appropriate to understanding complex networks and relationships. The cross-sectional study is the most frequently used descriptive design in marketing research. Cross-sectional designs involve the collection of information from each given sample of population elements only once. They may be either single cross-sectional or multiple cross-sectional designs. In single cross-sectional designs, only one sample of participants is drawn from the target population, and information is obtained from this sample only once. These designs are also called sample survey research designs. In multiple cross-sectional designs, there are two or more samples of participants, and information from each sample is obtained only once. In either variation of the design, much of the richness of the context of individual relationships and the network of relationships is lost. A more appropriate though more expensive and resource-intensive design is the longitudinal design. In longitudinal designs, a fixed sample (or samples) of population elements is measured repeatedly. A longitudinal design differs from a cross-sectional design in that the sample or samples remain the same over time. In other words, the same people are studied over time. In contrast to the typical cross-sectional design, which gives a snapshot of the variables of interest at a single point in time, a longitudinal study provides a series of ‘pictures’. These ‘pictures’ give an in-depth view of the situation and the changes that take place over time.

A key feature of creating such ‘pictures’ of relationships and networks is the building of contextual material from sources such as sales data, customer data, secondary data statistics, intelligence through press and trade commentary that focuses upon particular markets or industries, and a vast resource of intelligence held within the employees of a business that may be seeking research support.

However, there may be a lack of resources devoted to allowing b2b researchers to use longitudinal studies and develop knowledge management systems. Depending solely upon cross-sectional studies may not uncover the wider contextual issues that would allow detailed
knowledge of relationships and networks. There could be a limitation on the way that b2b researchers view the value of contextual material. It has been argued that many b2b researchers demonstrate ‘tunnel vision’, which fails to recognise the wider business context of business findings. Many researchers work comfortably within the standard research process of a brief, proposal, research setup, fieldwork, presentation and report. They continue to argue that ‘desk research is a dying art and that the multitude of excellent internet resources is sadly neglected’; many b2b researchers are consistently failing to put their research into a wider market or business context. Such a failing can affect the briefing/proposal stage as well as the analysis/reporting stage. This means that research findings are often set in a ‘vacuum’ without reference to the challenges faced by b2b marketers. The danger of this is that b2b marketing research is seen by decision makers as a ‘nice-to-know’ or luxury item rather than a key part of the planning and decision-making process. Adding value by drawing on the various sources of market intelligence available reduces the risk of marketing research appearing irrelevant to decision makers. It can also improve the research process so that decision makers value the information provided.

The weaknesses of cross-sectional research designs, the resources required to perform longitudinal designs and the limitations of some b2b researchers to appreciate the wider context of their investigations may result in b2b decision makers looking to other sources for decision support. Over recent years there has been a growth in the use and practice of competitor intelligence. Many organisations have developed competitor intelligence systems that allow them to have a relatively low-cost ‘picture’ of their environment, competitors and sometimes even their customers. Competitive intelligence uses many marketing research techniques and by using multiple sources aims to set a broad context to allow the b2b decision makers to understand the networks in which they operate. The next section briefly explores the nature of competitive intelligence and its ‘threat’ to the nature and standards of conventional marketing research.

The growth of competitive intelligence

The research designs and techniques employed in competitive intelligence (CI) differ in some respects from the structured methods of marketing research; in other respects there are many similarities. Over the past 20 years or so, those who professionally gather competitive intelligence have continued to refine their research techniques, while also ensuring that their activities are distinguished from industrial espionage. In general, the research design employed for competitive intelligence is exploratory, using primarily secondary data, intelligence sources and qualitative primary data. Competitive intelligence has been defined as a systematic process by which a firm gathers, analyses and disseminates information about its rivals, or as a process of researching a competitor’s organisation, products, prices, financial performance, technology and strategy.

From these definitions we can see, in ‘systematic’ and ‘process’ the continuous development of an understanding or knowledge of competitors. In the first definition we see the elements of managing data that replicate the marketing research process in terms of gathering, analysing and disseminating data. In the second definition we see the focus of data gathering in terms of products, prices, financial performance, technology and strategy. These are areas of measurement and understanding that go beyond the remit of marketing researchers.

While the nature of competitive intelligence has evolved, there has been much confusion over what competitive intelligence is and what it is not. Competitive intelligence is not corporate espionage, stealing competitive documents or accessing competitors’ computer files. Rather, the discipline is a structured approach to a different type of research, which has evolved as an outgrowth of strategic planning and market research. The Society of Competitive Professionals (SCIP) was formed in 1986 to develop behavioural standards and a code
of ethics. This includes a focus on ethical information acquisition – for example using information that is in the public domain. SCIP has been criticised for essentially being a way of making industrial-level ‘spying’ more acceptable to corporations who are concerned about their own reputations. The ethical dilemmas that surround the ownership and extent of ‘public’ data on social media also apply here, and we will explore this in more depth in the following chapter (30) on research ethics.

The most commonly used techniques in competitive intelligence are:

1 *Review of public records.* This is the monitoring of secondary sources of information, such as government records, commercial databases, media reports and news clippings and company-produced literature, for potential threats and opportunities. Increasingly it involves the use of information gathered from the growing range of online data sources.

2 *Observational techniques.* Directly observing competitors’ activities or facilities through overt surveillance is another way to acquire competitive data, though such practices may be viewed with suspicion. Likewise, learning about a competitor’s capabilities, strengths and weaknesses through physical inspection of its products or actual use of its services is seen to be within the bounds of acceptable practice. Observers contribute to the gathering of ‘informal’ information concerning the market and business at different levels. Observers are not formal researchers but members of business departments, marketing specialists, technicians in engineering departments or plant-building departments. Employees in every department, including sales, purchasing and research and development, hear industry news well before it appears in a trade journal or in databases. These observers and their contacts form key components of b2b relationships set in the context of networks.

3 *Face-to-face interviews.* Conversing with informed sources is beneficial when hard-to-find information about a competitor’s strategies and intentions is used to fill critical gaps in secondary data and provide a more complete understanding of the competition.

In the gathering and interpretation of ‘public records’, conducting face-to-face interviews and overt observations, competitive intelligence targets individuals from the following types of organisation:

- Competitor companies
- Customers
- Suppliers
- Distributors
- Government organisations
- Trade associations
- Financial institutions.

Given the range of data sources, data-gathering techniques, institutions and individuals that may be targeted (including consumers in some instances), and the array of employees that may be used to ‘observe’, competitive intelligence is clearly a ‘broad-brush’ approach. Competitive intelligence can offer the broad context, and in many instances detail specific areas to b2b decision makers that may be missing in conventional marketing research. Marketing research techniques may be more error free, less subjective and carried out with much stronger and more well-established codes of conduct when compared with competitive intelligence. However, b2b decision makers may forgo an amount of error, interpret subjective and biased views and even push the boundaries of ethical practice to gain the information that they need to make decisions. An example of this is contained in the following example of competitive intelligence on a new type of pizza.
**Chapter 29**  
**Business-to-business (b2b) marketing research**

**Is competitive intelligence ethical?**

Competitive intelligence studies do not generally reveal the purpose of the study to research ‘participants’, nor do they describe how the information will be used. Essentially, the competitive intelligence interviewers must develop a ‘story’ as to why they are calling the participants – e.g. they are interested in their products, they are conducting a general industry study, they are conducting a study as part of their degree or they are looking at specific issues within the industry (such as legislation or product safety). This may generate a response and some participants may be happy to cooperate. However, this would clearly be considered unethical by traditional marketing research organisations. Being misleading in order to gain access to participants could potentially damage the reputation of legitimate researchers and ultimately damage response rates, making access continually more difficult. Nevertheless, the value of some of the data points that can be collected by competitive intelligence practitioners, as seen in the following example, makes it a popular choice among b2b managers.

---

**Real research**

**Research leads to better-tasting frozen pizza**

Schwan, a leading US frozen food specialist, faced a key strategic problem. It learnt that its main competitor – Kraft – was working on a new type of frozen pizza that had a rising crust. Schwan knew that if Kraft could succeed in creating a better-tasting frozen pizza, then it had the potential to command a market that was dominated by lower-quality products. As one article put it ‘... it was often hard to taste the difference between a frozen pizza and the cardboard box it came in.’ What Schwan didn’t know was how fast Kraft was planning on rolling out this new product and, therefore, how quickly it needed to respond.

To find this information out it contracted a corporate intelligence firm (a SCIP member), who in turn hired a former undercover law enforcement specialist who had built his skills by spending years infiltrating criminal gangs. Through adopting a series of ‘fake’ phone disguises, including a journalist, environmental campaigner and potential supplier, the specialist made phone calls to various individuals involved with the construction and operation of a new plant, together with public employees involved with approving construction and running. Through this he was able to piece together an accurate picture of a very high projected volume of sales. Based on this advice, Schwan invested considerable resources into launching its own ‘Freschetta’ brand, which was able to secure a large part of this important new market.

---

**Real research**

**What information can you get from competitive intelligence?**

The ethical issues surrounding competitive intelligence (CI) can be understood by looking at some of the activities that practitioners of CI claim they can undertake. The following list comes from an article profiling a CI professional in the USA and lists some of the things they claim they can undertake, the likelihood of success and how long it will take to gather the information:

- Cell-phone number of your competitor’s main contact with Walmart:
  - 80% chance; five minutes.
- The names and contact information of the people suing your biggest rival:
  - 80% chance; 30 minutes.
In many ways, b2b marketing faces similar sets of forces as those impacting consumer marketing, particularly in terms of technology. Although b2b marketing may not (usually!) be carried out on Facebook, the increasing availability of online information is threatening some of the traditional dynamics that drive b2b relationships. In particular, parts of the role of the salesperson as a gatekeeper are being threatened by the easy availability of information online that would have previously been filtered through the salesperson. On the other hand, research has suggested that the internet has played an important role in making sales teams more effective by improving the flow of information within companies.

Moving onto the specific case of b2b marketing research, the increasing use of online communication tools has created opportunities to engage with business participants in more convenient and less intrusive manners than other forms of data collection. With the growth of mobile device usage, research engagement can occur at a time and place that are convenient for the participant. However, researchers face challenges when researching business participants online, similar to the issues currently facing consumer online research. If researchers do not treat business participants with respect, if they are not engaged and rewarded fairly, they can be easily alienated. It has been argued that business participants should not be treated in the same way that many panel companies treat their consumer panellists. Measures should be taken to avoid the more common examples of poor practice, such as:

- too many survey invitations. . . and reminders;
- too many ‘screen outs’ (establishing whether a participant has the qualities sought for a study), especially those that could have been avoided with adequate profiling information and sample selection protocols;
- long, dull and repetitive surveys;
- poorly designed and irrelevant surveys;
- a heavy reliance on prize draws, which typically do not deliver sustained engagement and loyalty.
Summary

This chapter explored the key question of whether there are substantial differences between b2b and consumer marketing and how these differences influence b2b marketing researchers. In the context of understanding relationships and networks, the prime objective of researchers in business markets therefore is to support an understanding of how successful relationships evolve and how the network operates. The nature of relationships and networks underpins five key differences between b2b marketing and consumer marketing. These can be summarised as differences in: the number of people who may be involved in a b2b purchasing decision; the professionalism of those involved in the purchasing decision; the time taken to negotiate from decision to buy to actual purchase; the importance of individual consumers to a supplier; and b2b purchases or sales not being isolated events. These are the reasons why there are distinctive differences in the approaches adopted and challenges faced by b2b and consumer researchers.

The key challenges b2b marketing researchers face are in:

- Administering effective sampling plans with the associated problems of finding appropriate sampling techniques and the limitations of inference from the statistics that they may generate.
- Gaining access to key participants, in terms of getting to interview participants in the first instance and getting them to be open and honest. A key element of this access lies in how credible interviewers are perceived to be by business participants.
- Business participants actually remembering what has happened and why they or their organisation behaved as they did. The events may have taken a long time to unfold, involved numerous individuals and taken a great deal of time subsequently.
- Creating research designs that can measure or help to create an understanding of the dynamics of relationships and networks.

b2b researchers face further challenges from practitioners in competitor intelligence who have to work with decision makers who may forgo an amount of error, interpret subjective and biased views and even push the boundaries of ethical practice to gain support that is more attuned to the decisions they face.

b2b researchers tackle the challenges summarised above mostly in very creative ways, as illustrated in the examples throughout this chapter and indeed throughout this text. They do this so well that b2b researchers sometimes see themselves as superior to consumer researchers! Digital developments have enabled the management and control of international b2b marketing research to become far more cost effective. Social media research techniques are proving to be of great value in b2b research. Such techniques do not replace face-to-face engagement, which may not be feasible in many studies. They do, however, support the initial contact with participants, and the nurturing and growth of relationships. They can help to demonstrate the respect and integrity of researchers – a vital attribute in b2b marketing research.

Questions

1. Why is it important to ask the question ‘Is b2b marketing research significantly different from consumer marketing research?’
2. What characteristics distinguish b2b marketing from consumer marketing?
3. What challenges do b2b marketers face in managing relationships?
4. How do the concepts of business networks and relationships relate to each other?
5 What are the five major differences between b2b and consumer marketing?
6 Describe the sampling challenges that the b2b researcher faces.
7 What does ‘access’ mean in the context of b2b marketing research?
8 What is b2g marketing? What kinds of challenges might be associated with b2g marketing research?
9 Evaluate the reasons why gaining access to key participants may be so difficult. Why may gaining access grow more difficult over time?
10 What is meant by ‘interviewer credibility’? What may interviewers do to be seen as more credible in the eyes of target participants?
11 Describe the potential participant errors that may occur in b2b marketing research. What may be done to reduce these potential errors?
12 What is competitive intelligence? How does this definition differ from notions of ‘conventional marketing research’?

Exercises

1 Visit the website of Business Intelligence Group (BIG) (www.b2bresearch.org). Evaluate why it came into existence and present a case for why b2b researchers need a distinctive professional body to represent their interests.
2 You are the marketing research manager of a bank. Management have asked you to assess the demand potential for ‘high-growth start-up businesses’. What sources of secondary data would you consult? What kinds of information would you expect to obtain from each source? Ask a group of fellow students to play the role of management and explain to them the role of secondary data in this project.
3 You are a marketing manager for a company that manufactures adhesives for the construction industry. You wish to invest in an online focus-group study of construction engineers and architects. Explain how you would identify and recruit such participants from across the globe. What incentive(s) would you offer potential participants?
4 Re-read the case study around competitive intelligence and the pizza industry. In a small group discuss the following statement: ‘There can never be any convergence in values between the professional bodies representing marketing research and competitive intelligence because competitive intelligence is unethical.’

Notes

5. David Ford conducts his work with a team of researchers in the IMP (International Marketing and Purchasing) Group. This group was founded in 1976 by researchers from five European countries. The group’s ‘interaction approach’ is based on the importance for both researchers and managers of understanding the interaction between


All marketing research is underpinned by effective ethical practice. Marketing researchers have a duty to participants and society to behave ethically. Applying ethical principles to marketing research is essential to producing high-quality research findings.
Objectives

After reading this chapter, you should be able to:

1. understand the importance of research ethics within marketing research;
2. understand the context in which research ethics has been developed;
3. apply key research ethics codes to your own research projects;
4. evaluate key concepts of research ethics including anonymity and consent;
5. apply the principles of research ethics within the context of the marketing research process;
6. consider research ethics from the participants' perspective, taking into account the role of privacy and the need to maintain trust;
7. understand the key ethical challenges facing marketing research in the future.

Overview

Research ethics is a key defining characteristic of marketing research. One strength of marketing research that is often lacking from other fields of marketing is a commitment towards embedding ethical practice in all areas of activity. This commitment dates back to the early days of marketing research in the late 1940s. In fact, marketing research was one of the first areas of business to adopt ethics standards into everyday business practice. Reflecting its growing importance, in this edition research ethics has been expanded to cover a full chapter. This is also the last chapter of the book, but this is not because research ethics should be viewed as an afterthought! Rather, it is such an important part of the research that it needs a full understanding of the research process in order to apply it. By the same token, research ethics should not be understood as a ‘step’ in the research process. For example, many students view research ethics as the process through which their research is approved by a research ethics committee. This chapter demonstrates that research ethics is something that pervades the research process at each stage.

While most researchers will agree on the importance of ethical behaviour, the difficulty arises when trying to understand how this translates into actual behaviour. To many marketing researchers, ethics remains a nebulous and ambiguous context when put to use in a commercial context. If there is one lesson we can draw from case studies of unethical business practice, it is that it is easy for firms to talk about being ethical but embedding it in practice is far more difficult. However, this commitment to research ethics has been critical to the success of marketing research for more than 70 years, and this chapter seeks to build a practical understanding of applied research ethics.

A theme through this text has been the impact of technology, and corresponding social and economic changes, upon marketing research. These changes also present challenges to existing approaches to research ethics. Indeed, it is precisely because research ethics is so well embedded into the practice of marketing research that anything that undermines ethical principles creates large risks for research. Some have argued that maintaining existing ethical principles is essential for marketing research, while others suggest that they are holding research back. As industry expert Ray Poynter puts it: 1

If market research companies abide by the old ethics, in particular anonymity and informed consent, they will not be able to compete for business in most areas where market research is growing.

This chapter addresses the key issues in marketing research ethics. It first addresses the background to ethics becoming an important part of research practice. We then move onto discussion of the specifics of ethical practice within marketing research – particularly the role of codes of conduct. Following this the chapter then looks further into several of the core concepts that underlie research ethics within marketing research, including
anonymity and informed consent. We consider the importance of ethical research practice for maintaining consumer trust and conclude by looking at several of the major future themes that present challenges to the marketing research sector.

Despite the centrality of ethics within contemporary management research and practice, the concept itself is relatively new. The core ideas of research ethics, such as the central role and importance of minimising harm and ensuring informed consent, emerged as a response to the ethical issues resulting from actions of scientists in the Second World War. From this starting point two ethical traditions emerged. The first relates to the development of ethical guidelines within academic and scientific research, most notably medical fields that involve research on human subjects. A second tradition of research ethics emerged among commercial research firms, such as those in the market and social research sectors. This led to the development of the first ethics code by ESOMAR in 1948. The drivers for this were pragmatic as much as philosophical, with practitioners recognising the need to build public trust and a desire to avoid the kinds of regulation that might limit the scope of their commercial activity.

### Real research

**Research ethics and the Milgram experiments**

Perhaps the most famous example of ethical issues in social research came from a set of experiments carried out by Yale University psychologist Stanley Milgram. In the Summer of 1961 more than 700 people came to Yale in order to take part in an experiment that, they were told, was about memory and learning. As part of the experiment one research participant (the ‘teacher’) was asked to administer electric shocks to a second research participant (the ‘learner’) in order to test their ability to remember words. However, the experiment was fixed – the learner was a confederate (i.e. an insider who worked with Milgram). The experiment proceeded as follows:

The teacher was told to administer an electric shock every time the learner makes a mistake, increasing the level of shock each time. There were 30 switches on the shock generator marked from 15 volts (slight shock) to 450 (danger – severe shock).

The learner gave mainly wrong answers (on purpose) and for each of these the teacher gave him an electric shock. When the teacher refused to administer a shock the experimenter was to give a series of orders/prods to ensure they continued. There were four prods and if one was not obeyed then the experimenter (Mr. Williams) read out the next prod, and so on.

Prod 1: Please continue.
Prod 2: The experiment requires you to continue.
Prod 3: It is absolutely essential that you continue.
Prod 4: You have no other choice but to continue.

After the experiments were completed, Milgram claimed that two-thirds of respondents had gone to the final switch (450 volts), creating the fear that they may have seriously harmed or even killed the ‘learner’.

The experiment raised a broad range of ethical issues for researchers and has created debate around human behaviour ever since. In terms of factors relevant to marketing research, the ethical issues raised by Milgram’s experiments centred on the potential for harm to the research participants. The participants were misled during the experimental process so could not have been considered to have given informed consent. Furthermore, there was a potential for trauma for research participants following the experiment. The ethics of the research methods used, as much as the findings, have been a source of discussion every since.
Ever since this time, the maintenance of both ethical standards and self-regulation has become a key feature of commercial research. Although developed by different groups with different motivations, these commercial codes have similarities with the scientific codes that, in many cases, they pre-date. Namely, they seek to encapsulate the concept of professional research standards and protect research participants – for example, through the policies requiring a right-to-privacy and informed consent.

Ethics in marketing research

The need for a focus on ethics in marketing research is driven by specific characteristics that do not necessarily exist in other areas of marketing. Marketing research often involves direct contact with the participants and the wider public, usually by way of data collection, dissemination of the research findings and marketing activities such as advertising campaigns based on these findings. Because of this, there is the potential to abuse or misuse marketing research by taking advantage of these people. If participants feel that they or their views are being misused or misrepresented, they either will not take part in future studies or may do so without honesty or full engagement in the issues being researched. They may also lobby politicians to protect them from what they see as intrusions into their privacy and liberties. In short, unethical research practices can severely impair the quality of the research process, undermine the validity of research findings and ultimately inflict serious damage upon the body of professional researchers. If participants cannot distinguish between genuine marketing research and unethical telemarketing or direct marketing, there can be severe repercussions for the marketing research industry through legislation designed to protect the privacy of citizens. Given these factors, it is not surprising that the marketing research industry in Europe and the USA puts significant effort into defending its practices.

Professional bodies, such as the MRS and ESOMAR, distinguish marketing research from other competitive forms of data gathering, primarily through the issue of the anonymity of participants. They stress that in marketing research the identity of the provider of information is not disclosed. Within the codes of conduct they provide, they make a clear distinction between marketing research and database or direct marketing where the names and addresses of the people contacted are to be used for individual selling, promotional, fundraising or other non-research purposes. With the growth in use of information from online sources, such as social media, the distinction between marketing research and the database as a research tool is ultimately not so clear. There is a growing amount of support given to marketing decision makers from database analyses and digital activities that are not ‘participant specific’. We shall address some of the issues relating to the impact of technology upon research ethics later in this chapter.

Professional ethics codes

On a day-to-day basis, ethical practice within marketing research is governed by professional ethics codes produced by professional research associations. Key codes of conduct have been created by ESOMAR and the MRS, although other national or regional professional associates representing marketing research have their own codes. A full list of research associations is available on the ESOMAR site at: https://www.esomar.org/knowledge-and-standards/research-associations.php. Examples of the core principles of each set of codes are contained in Table 30.1 and Table 30.2 below. While these codes use different language, they cover the same broad principles. Firstly, they emphasise that participation in research is voluntary and is based on informed consent – note that the ESOMAR code describes
informed consent but doesn’t use those exact terms. Secondly, that research should not cause any harm to participants and that particular care should be taken with vulnerable groups, such as children. Thirdly, that participant privacy should be protected and data should not be used for purposes other than research – such as direct marketing, as has already been discussed. Finally, like in the majority of professional codes, there is a requirement to uphold the standards of the research profession, behave with integrity and abide by all relevant laws.

The existence of these codes of conduct are driven, in part, by a desire within the marketing research industry to maintain the ability to self-regulate. By developing strong codes of conduct, marketing research firms seek to avoid the creation of new government-level regulations that could curtail their activities. The fear of regulation is not driven by a fear that marketing research will be specifically limited by governments, as this would be
counter-intuitive given how much of the public sector as well as government decision making is informed by aspects of social and opinion research. Rather, the concern is that vaguely worded regulations targeted more generally at marketers or firms that collect data on customers will have unintentional consequences for marketing research. Some of these concerns were realised when proposals for a new set of EU-wide data protection laws were made – a topic discussed in the following case study.

Ultimately, the strength of codes of conduct lies in the willingness of firms to abide by these codes, and here lies a weakness. While there are formal mechanisms within professional associations through which to investigate and sanction firms – for example, by preventing them from being a member of a professional association – the professional associations rely on members of the public to report transgressions. It also requires marketing researchers to be a member of an appropriate professional association to be punished in the first place. Although the number of complaints is increasing, it is still at a very low level in comparison to the size of the marketing research sector. For example, in 2014 ESOMAR upheld only one complaint against a member firm, while over the same period the MRS upheld two complaints against member firms and none against individual members. The question is whether the existing self-regulation processes are strong enough to survive the challenges that are being faced by marketing research going forward. The need to keep codes updated in response to the changes facing marketing research is acknowledged by ESOMAR:

We cannot be naive about the wide range of new, passive, and in some cases, unseen mechanisms for collecting and analysing data. Our Code and associated guidelines need to be reviewed with increasing regularity, in order that we can continue to provide the most up-to-date best practice references, and deliver the most relevant and practical guidance to help researchers.

Real research: New EU-data protection laws and marketing research

One of the most significant current events that has the potential to impact market research is the development of a new European data protection policy. The new laws are due to take effect in 2018. They are important for two reasons. Firstly, data protection law is the most significant regulatory factor that impacts the day-to-day operation of marketing research. Many existing data protection laws were drafted before the use of the internet became widespread and are generally agreed to be ineffective in the light of technological advances and the corresponding change in uses of data. Secondly, these changes herald the start of a pan-European data protection policy. Given the interconnected nature of internet data, what impacts Europe has broader implications throughout the world, and many countries outside the EU are looking to adopt the European model of data protection. ESOMAR summarises the changes as follows:

European citizens get a whole set of new rights that market, opinion, and social research agencies and research clients alike will need to cater for. Ranging from a right
to be forgotten, a right to object to profiling activities, a strengthened right to prior notification before data collection, a right to data portability, European citizens now have – more than ever – a right to know before, during and after you collect their data. These requirements will need to be incorporated into business practices if they are not already.

Another important development focuses on profiling, one of the most hotly contested points in the reform. Any profiling that may have a significant or legal effect on an individual has been banned by the reform, and in all cases European citizens have a right to object, including research. This may create a need to adapt how sampling activities are conducted as they would likely fall under the broad definition of profiling adopted by the negotiators.

In addition to rights for consumers, the new legislation could apply to any company collecting data on EU citizens – regardless of where they are based in the world. This has important implications for many US internet firms that serve EU-based customers, which will now need to follow the legislation rather than less stringent US laws. As part of the process of developing the legislation there was also a considerable amount of lobbying by professional research associations to ensure that legitimate research activity was not treated in the same way as direct marketing. Full details of the legislation and the role of ESOMAR in the process of developing legislation is available at the following address: https://www.esomar.org/utilities/news-multimedia/news.php?idnews=195

Although Tables 30.1 and 30.2 outline a number of key principles of ethics codes, there is more detailed and in-depth documentation available on the ESOMAR or MRS websites. In addition, both ESOMAR and the MRS provide a number of guideline documents that not only help researchers to comply with ethical guidelines, but provide practical advice to assist researchers in undertaking research in specific domains, as listed in Table 30.3.

<table>
<thead>
<tr>
<th>Guideline name</th>
<th>Published by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food and Drink Hall Test Check List</td>
<td>MRS</td>
</tr>
<tr>
<td>Code of practice for conducting market research in town centres</td>
<td>MRS</td>
</tr>
<tr>
<td>Mobile Research Guidelines</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for business-to-business research</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for mystery shopping research</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for online research</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for qualitative research</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for questionnaire design</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for researching children and young people</td>
<td>MRS</td>
</tr>
<tr>
<td>Guidelines for research with employees</td>
<td>ESOMAR</td>
</tr>
<tr>
<td>Guideline for Online Sample Quality</td>
<td>ESOMAR</td>
</tr>
<tr>
<td>Guideline on Opinion Polls and Published Surveys</td>
<td>ESOMAR</td>
</tr>
<tr>
<td>Guideline for Conducting Mobile Market Research</td>
<td>ESOMAR</td>
</tr>
<tr>
<td>Interviewing Children and Young People</td>
<td>ESOMAR</td>
</tr>
<tr>
<td>Guidelines on Social Media Research</td>
<td>ESOMAR</td>
</tr>
</tbody>
</table>
As stated earlier in this chapter, ethics is not simply a step in the research process but something that exists throughout the research process. Often, research ethics can only be fully understood by looking at the ways it is applied practically in day-to-day research. With this in mind, in this section we outline some of the more specific examples of where ethical factors come into play at each stage of the research process.

**Ethics in problem definition and developing a research approach**

Ethical situations arising from the process of problem definition and developing an approach are likely to occur between the researcher and the client. As explained earlier, identifying the correct marketing research problem is crucial to the success of the project. This process can, however, be compromised by the personal agendas of the researcher or the decision maker. For example, the researcher, after performing the tasks involved in problem definition and analysing the environmental context of the problem, realises that the correct marketing research problem may be defined in a way that makes primary research unnecessary. This would reduce the cost of the project and the research firm’s profit margin substantially. Does the researcher define the problem correctly, fabricate a research problem that involves primary data collection, or refuse to proceed with this project in lieu of those more profitable? The researcher is faced with an ethical dilemma, as in the following example.

**Real research**

**Taste (profits) or image (ethics)?**

A marketing research firm was hired by a soft drinks company to conduct taste tests to determine why its newly introduced soft drink brand had not captured the expected market share. The researcher, after following the process outlined in this chapter, determined that the problem was not one of taste but of image and product positioning. The client, however, had already defined the problem as a taste problem and not as the broader, market-share problem. The researcher had to weigh the relatively high profit margin of taste test research against the less lucrative survey research needed to answer questions pertaining to soft drink image. What should the research firm have done? Should it have simply conducted the research the client wanted, rather than the research it felt the client needed?

Such ethical situations would be satisfactorily resolved if the client–researcher relationship is based upon communication, cooperation and a high level of confidence. This would provide a relationship of mutual trust that would check any unethical tendencies.

Ethical situations affecting the researcher and the client may also arise in developing an approach to the problem. When researchers conduct studies for different clients in related industries (e.g. banking and financial services), or in similar research areas (e.g. customer satisfaction), they may be tempted to cut corners in theoretical framework and
model development. Take an example where a grocery-chain client has on its board of directors the chairman of a bank. The bank had recently conducted customer satisfaction research using a client-specific model, and the bank-affiliated board member has access to this research. The researcher feels that a customer satisfaction model for the bank could be easily adapted to work for the grocery chain. The client feels that it would not be a good business decision to have access to this information and not use it. Is it ethical for the client and researcher to obtain and use this model developed for another company by another research firm? There is an underlying trust between the researcher and the client that the research firm is honour bound not to reuse client-specific models or findings for other projects.

The client also has an ethical responsibility not to solicit proposals merely to gain the expertise of the research firms without pay. It is unethical for a client to solicit proposals from a few research firms, then adopt one, or a combination of the approaches suggested in them, and conduct the project in-house. The client must respect the rights of a firm by realising that an unpaid proposal belongs to the research firm that generated it. However, if the client firm pays for the development of the proposal, it has a right to use the information contained in it. However, as research clients are not subject to the same codes of conduct as researchers, enforcement of such practices comes down to good business practice and a level of trust between client and researcher.

**Ethics in research design**

During the research design stage, not only are the concerns of the researcher and the client involved, but the rights of the participants also must be respected. Although normally there is no direct contact between the participants and the other stakeholders (client and researcher) during the research design phase, this is the stage when decisions with ethical ramifications, such as using hidden video- or audiotape recorders, are made. Responsibilities to research participants must not be overlooked. The researcher should design the study so as not to violate the participants’ rights to safety, rights to privacy, or rights to choose. Furthermore, the client must not abuse its power to jeopardise the anonymity of the participants. These concerns are exacerbated with developments in social media that create new privacy, security and safety issues. Social media have changed the rules on how ‘findable’ somebody is. This has enormous implications for privacy and safety of respondents and has generated considerable discussion over whether respondent privacy can be guaranteed in the future. We cover this important issue in depth later in this chapter in the section on anonymity.

Research ethics may also be applied to the fundamental question of the type of research design that should be adopted (i.e. descriptive or causal, cross-sectional or longitudinal). For example, when studying brand switching in toothpaste purchases, a longitudinal design is the only actual way to assess changes in an individual participant’s brand choice. A research firm that has not conducted many longitudinal studies may try to justify the use of a cross-sectional design. Is this ethical? Researchers must ensure that the research design utilised will provide the information needed to address the marketing research problem that has been identified. The client should have the integrity not to misrepresent the project and should describe the constraints under which the researcher must operate and not make unreasonable demands. Longitudinal research takes time. Descriptive research might require interviewing customers. If time is an issue, or if customer contact has to be restricted, the client should make these constraints known at the start of the project. The client buying services from a marketing research firm should not take undue advantage of it to ask for unreasonable concessions or discounts for a current project by making false promises of future research contracts, as illustrated in the following example.
Big Brother or Big Bully?

Ethical dilemmas may arise due to the strong desire of marketing research firms to become suppliers to large organisations that invest heavily in marketing research projects. Many companies in financial services, airlines, beverages and automobiles, for example, have enormous marketing budgets and regularly employ external marketing research firms. Large clients can manipulate the price for a current project or demand unreasonable concessions in the research design (e.g. the examination of additional variables, more focus groups, a larger or more targeted sample for the survey, or additional data analyses) by implying that there is the potential for the marketing research firms to become a regular supplier. This may be considered just business, but it becomes unethical when there is no intention to follow up with a larger study or to use the research firm in the future.

Ethics in data collection

This section considers ethical issues raised by specific aspects of the data collection process. Before we address these, there are some general ethical points that researchers must consider when collecting data – not least that researchers and survey fieldworkers should make participants feel comfortable when participating in research activities. This is vital in order to elicit the correct responses for a specific project, but also more broadly for the health of the marketing research industry. A participant who feels that their trust has been abused, who found an interview to be cumbersome and boring, or who fails to see the purpose of a particular study, is less likely to participate in further marketing research efforts. Collectively, the marketing research industry has the responsibility to look after its most precious assets – willing and honest participants.

Many researchers that craft research designs do not meet participants face to face, or if they have it may have occurred many years ago. Not being in the field, researchers can lose an awareness of what it is like actually to collect data in the field. Without this awareness, research designs that on paper seem feasible are difficult to administer in the field in a consistent manner. If there are problems in collecting data in the field, these may not always be attributable to the training and quality of fieldworkers; the blame may lie with the research designer. The researcher, therefore, has an ethical responsibility to the fieldworker and the participant. The researcher’s responsibility lies in an awareness of the process that the fieldworker and participant go through in the field for each individual piece of research they design. Poor design can leave fieldworkers facing very disgruntled participants and can cause great damage.

Good researchers have an awareness of their responsibilities to fieldworkers and participants. The researcher may take great care in understanding the difficulties of collecting data in the field and go to great pains to ensure that the data-gathering process works well for the
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fieldworker and participant alike. The fieldworker may have been told about the purpose of the study, the purpose of particular questions, the means to select and approach participants and the means to elicit responses correctly from participants. However, fieldworkers may behave in an unethical manner. They may cut corners in terms of selecting the correct participants, posing questions and probes and recording responses. In such circumstances the fieldworker can cause much damage to an individual study and to the long-term relationship with potential participants. Thus, it becomes a vital part of fieldworker training to demonstrate the ethical responsibilities that fieldworkers have in collecting data.

Ethics when working with secondary data

Possible ethical dilemmas exist when using secondary data including the unnecessary collection of primary data, the converse of cutting corners through the use of only secondary data and compromising the anonymity of participants.

The unnecessary collection of expensive primary data when the research problem can be addressed using only secondary data is unethical. In this case, the researcher is using a more expensive method that is less appropriate. Similarly, the exclusive reliance on secondary data when the research problem requires primary data collection could raise ethical concerns. This is particularly true if the researcher is charging a fixed fee for the project and the research design was not specified in advance. Here again, the researcher’s profit goes up, but at the expense of the client. The researcher is ethically obliged to ensure the relevance and usefulness of secondary data to the problem at hand.

Finally, the ethical issues related to the growth of digital measurement of consumers in creating secondary data have to be considered. A lot of attention has been focused on the array of digital measurement tools and how much secondary data are collected, analysed and reported online. Relatively less consideration has been given to people’s acceptance of these devices and processes. The challenge that researchers face is overcoming the perception and, in many cases the practices that digital measurement poses as a privacy threat. Protecting participant privacy and client confidentiality has never been as challenging for researchers as it is now, and we return to these important issues later in the chapter.

Sample size

Although the statistical determination of sample size is mainly objective, it is nonetheless susceptible to ethical concerns. As outlined earlier in the book, the sample size is heavily dependent on the standard deviation of the variable and there is no way of knowing the standard deviation until the data have been collected. An estimate of the standard deviation is used to calculate the sample size. This estimate is derived based on secondary data, judgement or a small pilot study. By inflating the standard deviation, it is possible to increase the required sample size and thus the revenue to be generated from the project. Using the sample size formula, it can be seen that increasing the standard deviation by 20%, for example, will increase the sample size by 44%. It is clearly unethical to inflate the standard deviation, and thereby increase the sample size, simply to enhance the revenue of a research company. Ethical dilemmas can arise even when the standard deviation is estimated honestly. It is possible, indeed common, that the standard deviation in the actual study is different from that estimated initially. When the standard deviation is larger than initially estimated, the confidence interval will also be larger than desired. In such a situation, the researcher has the responsibility to discuss this with the client and jointly decide on a course of action.

Bias

Researchers also have the ethical responsibility to investigate the possibility of non-response bias, and make a reasonable effort to adjust for non-response. The research design adopted and the extent of non-response bias found should be clearly communicated. There are ethical
ramifications of poor communications that affect non-response and confidence intervals of survey estimates based on statistical samples.

**Ethics in qualitative research**

Qualitative researchers have an ethical responsibility to the participants with whom they engage and to their clients or the decision makers they are supporting. The researchers have a duty to ensure that the intentions of their research are transparent, that participants engage in activities on a voluntary basis and that they have sufficient knowledge and understanding of what may be involved in a project to make this decision. The best researchers ensure that transparency, informed consent, knowledge and control are paramount in all research, regardless of medium. However, as some of the examples in this chapter illustrate, accessing the rich array of qualitative data available through internet developments presents ethical challenges that researchers have yet to resolve clearly. One major qualitative technique that has benefited from internet and social media developments is ethnography. A number of ethical challenges relate to ethnography in electronic community research. These surround the protection of participants, the means of collecting research data and the reporting of results. These challenges address the implications of attempting to be transparent, gaining informed consent and delivering knowledge and control to participants. The challenges are summarised here, based on the work of US and UK academics, Neil Hair and Moira Clark:

- **Challenge 1: Preventing harm or wrongdoing to participants, and preserving their dignity.** What is harm, physical and psychological, in an electronic context? The answer will often be dependent on the nature of the community. What is dignity in the specific electronic community? This is particularly difficult to answer given the research that identifies people often playing out alternative personalities in electronic environments, perhaps within the same community. Who defines what is right and wrong in research terms within the community? Community members? The researcher? The owners of the community’s technical infrastructure or the sponsors of the research?

- **Challenge 2: Preserving the confidentiality, anonymity and privacy of participants.** While the ethical principles of confidentiality, anonymity and privacy are well known in marketing research, these issues present a number of unique challenges in virtual environments. Throughout the field of electronic community research there has been a tendency to consider community postings as ‘public’. Ensuring privacy through name changes and pseudonyms and offering participants access to materials held on them are also well-cited steps in ensuring ethical practice. However, the nature of the internet continues to exacerbate potential issues of privacy. An increasing sophistication with search engines such as Google makes it possible for readers to search for quotes taken verbatim from community postings.

- **Challenge 3: Avoiding deception and remaining honest.** A major issue is one of whether research should be conducted covertly or overtly with the researcher as a participant and community member. Issues here surround the impact the researcher will have on that which is being researched. Clearly, acting as a member of the community will have some impact upon it. To be involved may be to damage, pollute and alter. A further challenge to researchers is being honest and open about the aims of a project while maintaining participants’ agreed involvement and preserving their trust. One means of maintaining honesty and avoiding deception is through the challenge of ensuring informed consent.

- **Challenge 4: Ensuring informed consent.** Traditionally, ethnographers would seek the written permission of every participant in their research. That may extend itself to the entire community. This is clearly not always possible in electronic communities that may have tens of thousands of participants, and given the transient nature of community membership. Ethnographic research often lacks a predetermined definition of the study’s aims, favouring highly exploratory and inductive research processes. This poses the question: to what extent can researchers ever offer a comprehensive view of the study? Doing so
ignores the organic and participative nature of qualitative research. Ensuring informed consent in its own right is not sufficient, especially given the interconnectedness of these challenges.

- **Challenge 5: Maintaining transparency, avoiding misrepresentation and ensuring reciprocity through the reporting of results.** Ethnographers have, in the past, tended towards larger monologues that capture the essence of the culture they purport to examine; in this way they claim transparency. Researchers have the difficulty that 50 pages of script are unlikely to impress decision makers. A challenge exists for researchers trying to capture sufficient depth and richness without the length normally associated with ethnographers, and this can lead to ethical lapses. One way of meeting this challenge is by publishing details of the steps taken. This is traditionally done by returning results to participants and the wider community for assessment.

- **Challenge 6: The challenge of diversity.** The above challenges are perhaps eclipsed by one final issue for the virtual ethnographer and that is the diverse nature of online communities and the technology they use. What counts as ethical research in one community will clearly differ from the next. Exploring a sports community versus a community of social support will involve differing degrees of challenge. While the nature and diversity of electronic communities make it difficult to be prescriptive, the answers to these complex situations and considerations are perhaps best served in ethical relativism. With a relativistic approach comes the need to open up the decision-making process of researchers to the external scrutiny of other stakeholders.

Qualitative research is dependent on participant cooperation and trust. Researchers rely on participants’ cooperation in order to tap into an in-depth understanding of consumers. But the non-directive and open-ended nature of qualitative questioning and observation techniques means that researchers also rely on participants being positively engaged by the process, willing and eager to apply their minds and happy to reveal their behaviour, thoughts and aspirations.

**Ethics in qualitative research: focus groups**

A number of ethical issues related to running focus groups have emerged in this chapter. The focus group can be a direct qualitative research technique, where the purpose of the discussion is made clear to participants before it starts. However, the focus group can incorporate observational and projective techniques that introduce elements of indirectness, i.e. elements or all of the purpose of the discussion being hidden from participants. This is where researchers face a real ethical dilemma. If they fully reveal the purpose of their study, would this put off potential participants whose views are important to the success of the study? Even if they do manage to recruit potential participants, the researchers have to consider how they may feel when the real purpose of the study becomes apparent through the nature of the discussion or by the moderator revealing all at the end. The nature of the dilemma faced by researchers is that by revealing too much at the start of the study they may compromise the quality of their discussion. A full revelation may not be conducive to participants reflecting, making new connections and expressing themselves about issues that may be deeply held and difficult to conceive and express.

Researchers should take all reasonable precautions to ensure that participants are in no way adversely affected or embarrassed as a result of the focus group. What is meant by an adverse effect and embarrassment will largely depend upon the issues being explored and how they are perceived by target participants. Some participants may find personal hygiene issues very embarrassing to talk about in a group scenario, but not financial issues. Other individuals may be very frank about their sexual behaviour, while others would be shocked at the notion of talking about sex with a group of strangers. The researchers must get to know how the issues they wish to explore are perceived by their target participants by examining the literature, secondary data and the use of experimental focus groups.
Another major ethical problem that is research issue and participant specific is the use of alcoholic drinks during focus groups. For certain groups of participants, relaxing and socialising in a comfortable context drinking wine or beer is very natural. Researchers with experience of running many focus groups would argue that serving alcoholic drinks can help to reduce tension in certain participants and give them the confidence to express their particular viewpoint. Other researchers would argue that this is unethical practice, that in effect the researcher is ‘drugging’ the participants. Whatever the researcher decides is right for the type of participants, the issues they are questioning them about and the context in which the discussion takes place, there are practical problems involved with serving alcohol. Controlling the flow of alcohol and how much is given to certain participants may take attention away from the discussion. If control is not exerted, particular participants may get out of hand and disrupt or even destroy the discussion. Researchers could be accused of not taking reasonable precautions to ensure that participants are in no way adversely affected or embarrassed as a result of the focus group, should the use of alcohol be abused by certain participants. In no circumstances should researchers use audio or video recording or two-way mirrors in focus groups without gaining the consent of participants. It must be made clear to participants that recording or observation equipment is to be used and why it needs to be used. Participants must then be free to decline any offer to take part in a discussion.

Many of the challenges of physically managing traditional focus groups have been overcome with e-groups. Children can be more comfortable and engaged in the use of online discussions. This, however, brings major ethical challenges for the researcher in understanding who is actually contributing to a discussion, what the child’s characteristics are and what the impact of the discussion may be upon that child. Research companies such as Dubit (www.dubitlimited.com) use e-groups that allow children to air/share their views in ways that children may have not been able to do before. Speaking through an avatar, they have found that children are often much more comfortable than they would be in a face-to-face focus group where concerns about confidence and appearance are much more acute. E-groups may be a natural location for youth research and marketing but many ethical challenges emerge from this development. ESOMAR has codes of practice that address the challenges of researching children but the emergence of new online techniques presents ethical challenges that have yet to be fully debated and addressed in a manner that gives clear guidance to researchers.

**Ethics in qualitative research: interviews**

The essence of qualitative research is that consumers are examined in great depth. They may be questioned and probed about subjects they hardly reflect upon on a day-to-day basis, never mind talk to strangers about. Great care must be taken not to upset or disturb participants through such intensive questioning. In survey work, reassuring participants that their responses will be confidential can work if there is a demonstrable link between their responses to questions and a means of aggregating all of the findings, making the individual response ‘hidden’. In qualitative research, the process is far more intimate and the link between the response and the participant is far more difficult to break.

The marketing research industry is so concerned about how qualitative research participants are handled because more consumers are being questioned in both domestic and business scenarios. If they are to ‘open up’ and reveal deeply held feelings, perhaps in front of a group of strangers, or if they are to take part in projective techniques that they may see as being unorthodox, they have to be reassured about how the data captured will be used. As well as the ethical questions of potentially damaging participants come the problems of participants either not being willing to take part or, if they are, being very guarded with their responses.

Ethical questions also arise when video-recording sessions with participants. Some of the pertinent questions involve how to tell participants and when clients should be allowed access. When video-recording participants, regardless of whether or not they were aware of the camera during the meeting, at the end of the meeting they should be asked to sign a written declaration conveying their permission to use the recording. This declaration should
disclose the full purpose of the video, including who will be able to view it. If any participant refuses, the tape should be either destroyed or edited to omit that participant’s identity and comments completely. The researcher should be sensitive to the comfort level of the participants, and respect for the participants should warrant restraint. When a participant feels uncomfortable and does not wish to go on, the researcher should not aggressively probe or confront any further. It has also been suggested that participants should be allowed to reflect on all they have said at the end of the interview and should be given the opportunity to ask questions. This may help return the participants to their pre-interview emotional state.

**Ethics in quantitative research: experiments**

As was explained in Chapter 10, it is often believed that if participants are aware of the purpose of a research project, they may give biased responses. In these situations, a deliberate attempt is made by the researcher to disguise the purpose of the research. This is often necessary with experimentation, where disguise is needed to produce valid results. One solution is to disclose the possible existence of deception before the start of the experiment and allow the participants the right to redress at the conclusion of the experiment. The following four items should be conveyed: (1) inform participants that in an experiment of this nature a disguise of the purpose is often required for valid results; (2) inform them of the general nature of the experiment and what they will be asked to do; (3) make sure they know that they can leave the experiment at any time; and (4) inform them that the study will be fully explained after the data have been gathered and at that time they may request that their information be withdrawn.

The procedure outlined in item (4) is called debriefing. It could be argued that disclosure in this way would also bias results. There is evidence, however, indicating that data collected from subjects informed of the possibility of deception and those not informed are similar. Debriefing can alleviate the stress caused by the experiment and make the experiment a learning experience for the participants. However, if not handled carefully, debriefing itself can be unsettling to subjects. The researcher should anticipate and address this issue in the debriefing session.

**Ethics in quantitative research: scales**

Researchers have an ethical responsibility to use scales that have reasonable reliability, validity and generalisability. Research findings generated by scales that are unreliable, invalid or not generalisable to stated target populations are questionable and at best raise serious ethical issues. Moreover, researchers should not bias scales so as to slant the findings in any particular direction. This is easy to do by biasing the wording of statements (Likert-type scales), the scale descriptors or other aspects of the scales. Consider, for example, the use of scale descriptors. The descriptors used to frame a scale can be chosen to bias results in a desired direction, e.g. to generate a positive view of the client’s brand or a negative view of a competitor’s brand. A researcher who wants to project the client’s brand favourably can ask participants to indicate their opinion of the brand on several attributes using seven-point scales framed by the descriptors ‘extremely poor’ to ‘good’. In such a case, participants may be reluctant to rate the product extremely poorly. Using a strongly negative descriptor with only a mildly positive one has an interesting effect. As long as the product is not the worst, participants will be reluctant to rate the product extremely poorly. In fact, participants who believe the product to be only mediocre will end up responding favourably.

Thus, we see how important it is to use balanced scales with comparable positive and negative descriptors. When this guide is not practised, responses can be biased and should be interpreted accordingly. This concern also underscores the need to establish adequately the reliability, validity and generalisability of scales before using them in a research project. Scales that are invalid, unreliable or not generalisable to the target population provide the client with flawed results and misleading findings, thus raising serious ethical issues. The researcher has a responsibility to both the client and participants to ensure the applicability and usefulness of the scale.
Ethics in quantitative research: questionnaire design

Several ethical issues related to the researcher–participant relationship and the researcher–client relationship may have to be addressed in questionnaire design. Of particular concern are the use of overly long questionnaires, asking sensitive questions, combining questions of more than one client in the same questionnaire or survey (piggybacking) and deliberately biasing the questionnaire. Participants are volunteering their time and should not be overburdened by soliciting too much information. The researcher should avoid overly long questionnaires. An overly long questionnaire may vary in length or completion time depending upon variables such as the topic of the survey, the effort required, the number of open-ended questions, the frequency of use of complex scales and the method of administration. According to the guidelines of the Canadian Marketing Research and Intelligence Association (www.mria-arim.ca), with the exception of home face-to-face interviews, questionnaires that take more than 30 minutes to complete are generally considered ‘overly long’. Face-to-face home interviews can take up to 60 minutes without overloading the participants. Overly long questionnaires are burdensome on the participants and adversely affect the quality of responses. Similarly, questions that are confusing, exceed the participants’ ability, are difficult, or are otherwise improperly worded should be avoided.

Sensitive questions deserve special attention. A real ethical dilemma exists for researchers investigating social problems such as poverty, drug use and sexually transmitted diseases such as AIDS, or conducting studies of highly personal products such as feminine hygiene products or financial products. Candid and truthful responses are needed to generate meaningful results. But how do researchers obtain such data without asking sensitive questions that invade participants’ privacy? When asking sensitive questions, researchers should attempt to minimise the discomfort of the participants. It should be made clear at the beginning of the questionnaire that participants are not obligated to answer any question that makes them uncomfortable.

An important researcher–client issue is piggybacking, which occurs when a questionnaire contains questions pertaining to more than one client. This is often done in omnibus surveys (see Chapter 4) that different clients can use to field their questions. One sponsor’s questions may take up a part of the questionnaire, while a second sponsor’s study takes up the rest. Although there is some risk that one study will contaminate the other or that the questionnaire may not be very coherent, piggybacking can substantially reduce the cost. Thus, it can be a good way for clients with limited research budgets to collect primary data they would not be able to afford otherwise. In these cases, all clients must be aware of and consent to the arrangement. Unfortunately, piggybacking is sometimes used without disclosure to the clients for the sole purpose of increasing the researcher’s income. This is unethical.

Finally, the researcher has the ethical responsibility of designing the questionnaire so as to obtain the required information in an unbiased manner. Deliberately biasing the questionnaire in a desired direction, e.g. by asking leading questions, cannot be condoned. In deciding the question structure, the most appropriate rather than the most convenient option should be adopted. Also, the questionnaire should be thoroughly pilot-tested before fieldwork begins, or an ethical breach has occurred.

Data analysis

It is interesting to note that within the ESOMAR code of conduct, little reference is made to ethical data analysis, be that quantitative or qualitative. This is understandable, as the chief concern for the marketing research industry is how participants are handled, i.e. the process of eliciting data from them. Care must be taken to ensure that the precious resource of participants is not misled or manipulated. However, with the emergence of social media research techniques, the ability to gather characteristics and views of consumers from multiple sources has generated new ethical challenges.

With quantitative data there are many established and consistent procedures of analysis. With qualitative data, even though there exists a broad framework to manage analysis
procedures, the body of consistent and established procedures of analysis is less established. The difficulty in establishing consistent procedures lies primarily in the great diversity of data that can be included in the analysis procedure. Combining the researcher’s notes, transcripts of interviews, pictures, audio and video recordings and mood boards does not lead to a structured process. It is a messy process that owes much to individual patience, creativity and vision.

In searching for support of ethical practice to cope with such a ‘messy process’, there is one area of support that comes from the 2014 Code of Conduct of the Market Research Society. In its section ‘Analysis and reporting of findings’, Rules 52 to 54 state:

52. Members must ensure that data include sufficient technical information to enable reasonable assessment of the validity of results.
53. Members must ensure that reports include sufficient information to enable reasonable assessment of the validity of results.
54. Members must ensure that outputs and presentations clearly distinguish between facts, opinion, and interpretation.

The key element of these rules is that the researcher should be explicit about their interpretation of the data collected. This takes us back to the start, when we discussed the self-reflection of the social and cultural values of researchers. If qualitative researchers fail or cannot be bothered to reflect upon their own values and cultural norms, their interpretation of qualitative data may be extremely biased. It therefore follows that, for the most valid as well as the most ethical interpretation of qualitative data, researchers must continually reflect and test the extent and effect of their social and cultural values.

**Data integrity**

Ethical issues that arise during the data integrity and analysis step of the marketing research process pertain mainly to the researcher. While checking, editing, coding, transcribing and cleaning, researchers should try to get some idea about the quality of the data. An attempt should be made to identify participants who have provided data of questionable quality. Consider, for example, a participant who ticks the ‘7’ response to all the 20 items measuring attitude to spectator sports on a 1–7 Likert scale. Apparently, this participant did not realise that some of the statements were negative whereas others were positive. Thus, this participant has indicated an extremely favourable attitude towards spectator sports on all the positive statements and an extremely negative attitude on the statements that were reversed. Decisions on whether such participants should be discarded, i.e. not included in the analysis, can raise ethical concerns. A good rule of thumb is to make such decisions during the data integrity phase before conducting any analysis.

In contrast, suppose that the researcher conducted the analysis without first attempting to identify unsatisfactory responses. The analysis, however, does not reveal the expected relationship; the analysis does not show that attitude towards spectator sports influences attendance at spectator sports. The researcher then decides to examine the quality of data obtained. In checking the questionnaires, a few participants with unsatisfactory data are identified. In addition to the type of unsatisfactory responses mentioned earlier, there were responses of ‘4’, the ‘neither agree nor disagree’ response, to all the 20 items measuring attitude towards spectator sports. When these participants are eliminated and the reduced data set is analysed, the expected results are obtained showing a positive influence of attitude on attendance of spectator sports. Discarding participants after analysing the data raises ethical concerns, particularly if the report does not state that the initial analysis was inconclusive. Moreover, the procedure used to identify unsatisfactory participants and the number of participants discarded should be clearly disclosed.

While analysing the data, the researcher may also have to deal with ethical issues. The assumptions underlying the statistical techniques used to analyse the data must be satisfied to obtain meaningful results. Any departure from these assumptions should be critically examined to determine the appropriateness of the technique for analysing the data at hand. The researcher has the responsibility of justifying the statistical techniques used for analysis.
When this is not done, ethical questions can be raised. Moreover, there should be no inten-
tional or deliberate misrepresentation of research methods or results. Similarly, ethical issues
can arise in interpreting the results, drawing conclusions, making recommendations and in
implementation. For example, the error terms in bivariate regression must be normally dis-
tributed about zero, with a constant variance, and be uncorrelated. The researcher has the
responsibility to test these assumptions and take appropriate corrective actions if necessary.
Although interpretations, conclusions, recommendations and implementations necessarily
involve subjective judgement, this judgement must be exercised honestly free from personal
biases or agendas of the researcher or the client.

**Ethical communication of research findings**

Report preparation and presentation involves many problem issues relating to research integ-
ernity. These issues include defining the research problem to suit hidden agendas, ignoring
pertinent data, compromising the research design, deliberately misusing statistics, falsifying
figures, altering research results, misinterpreting the results with the objective of supporting
a personal or corporate point of view and withholding information. A survey of 254 research-
ers found that 33% believed that the most difficult ethical problems they face encompass
issues of research integrity. The researcher must address these issues when preparing the
report and presenting the findings. The dissemination of research results to the client and
other stakeholders, as may be appropriate, should be honest, accurate and complete.

Ethical challenges are also faced when research procedures and analyses do not reveal
anything new or significant. For example, the discriminant function may not classify better
than chance. Ethical dilemmas can arise in these instances if the researcher nevertheless
attempts to draw conclusions from such analyses. The researchers are being paid for their
expert interpretation of data, and can nothing meaningful be said?

Like researchers, clients also have the responsibility for full and accurate disclosure of
the research findings and are obligated to employ these findings honourably. For example,
consumers can be negatively affected by a client who distorts the research findings to
develop a biased advertising campaign that makes brand claims that have not been substanti-
ated by marketing research. Ethical issues also arise when client firms, such as tobacco com-
panies, use marketing research findings as a foundation to formulate questionable marketing
campaigns. This is reflected in the 2014 MRS Code of Conduct, which states, in rule 57:

*If members are aware, or ought reasonably to be aware, that findings from a pro-
ject have been incorrectly or misleadingly reported by a client they must at the
earliest opportunity:*

- refuse permission for the client to use the member’s name further in connection
  with the incorrect or misleading published findings; and
- publish in an appropriate forum (e.g. their website) the relevant technical
details of the project to correct any incorrect or misleading reporting.

**Key issues in research ethics: informed consent**

We now address in more detail some of the key contemporary issues in research ethics, start-
ing with the concept of informed consent. Put simply, this requires that research participants
have formally agreed to take part in marketing research purposes and demonstrated an under-
standing of the implications of providing data. Informed consent is typically gathered through
the research participant being asked to sign, or otherwise indicate acceptance, that they
understand the purpose of the research and agree to take part. This can be via a paper form,
verbal communication (for example, in a recorded interview) or electronic acceptance in the case of an online survey.

Like other ethical issues, informed consent arose out of the changing status of professionals and the progress of the ethics movement within health care after the Second World War.\(^\text{16}\) Thus, while informed consent may appear to be highly embedded within marketing research, as with ethics as a whole the concept is a relatively recent one. The challenge, and dilemma, for marketing research is how to deal with consent when information is gathered online.

To stay relevant, marketing researchers need to use the best sources of data available in their research. In an age where marketing is increasingly data-driven, and even the most junior marketing employee often has access to a wide range of easily accessible online analytics and transactional data, researchers cannot ignore online sources of data. However, to stay in business, market researchers need to adopt an approach that is seen as ethical both by consumers (i.e. research participants) and clients. To ensure effective self-regulation, professional ethics guidelines must reflect the environment in which they operate and consider changing consumer norms, however contradictory they may be. The privacy paradox, where consumers freely provide private data but then object to its use,\(^\text{17}\) contributes to four challenges facing existing concepts of informed consent:

1. Much of the actual collection of data via social media is carried out before the purpose of the data collection has been determined. Even if the data are collected for their pre-determined purpose, a wealth of other forms of analysis can be carried out on collected data. Unlike in traditional forms of commercial research, where the scope of the research is determined in advance, many of the research questions can only be developed after data have been collected.

2. Social media data collection is often unintentional, or at least unanticipated. In offline interactions a significant proportion of human activity goes unrecorded or unnoticed, even under conditions of widespread surveillance. However, the nature of online activity means that a ‘digital exhaust’ is created, regardless of whether the data at the time are intended for collection.

3. The inherently participative and co-creative nature of social media. Informed consent has been criticised as a one-directional approach that fails to take account of the dyadic and collaborative nature of social media, and the way in which value is created online.

4. Where does the ownership of data lie? Individuals are sometimes giving information about other people through their online activity. If they are being asked for informed consent it could apply not just to themselves but also to their friends, family and acquaintances.

---

**Real research**

**Informed or uninformed consent?**

The increasing use of social networks as a source of data in marketing research has raised questions as to the extent to which researchers have consent from individuals to use data. A 2013 paper by Nunan and Yenicoglu in the *International Journal of Market Research*\(^\text{18}\) argues that many social networks actively seek a form of uninformed consent when users of these services agree to privacy policies. Such privacy policies appear commercially fair, but they also encourage a culture of information sharing. In this case the penalty is a reduction of value derived from the social graph and less utility from the site overall. The label ‘uninformed consent’ is used because while these policies provide a form of legal protection for the service, they do not inform the user of the service of the full range of potential uses. Read the consent policies for the social networks highlighted in the table below and judge for yourself whether you think these could be classified as ‘informed consent’:
One of the weaknesses of ethics within marketing research is that there is often insufficient reflection on why research ethics is important. If you asked a room full of professional researchers whether they follow ethical guidelines there would most likely be a unanimous show of hands. If you asked them why ethics was so important, the answers might be less certain. No doubt, people would point out the need to protect participants and also the need to follow professional codes of conduct. There might be some knowledge of the historical basis of research ethics, such that we have already highlighted in this chapter, but less so of their relevance to contemporary practice in marketing research. The more honest researchers might also mention the need to abide by their organisations’ ethics policies, and the severe penalties in not doing so to their careers. However, it is likely that relatively few would be able to consider some of the broader consequences of not doing so.
Perhaps the most serious of these relates to the potential for the loss of trust in research in the face of ethical breaches. A survey of UK and US consumers carried out in 2014 by several leading research associations found that 41% of consumers did not trust marketing research companies with their data. More worryingly, people were more trusting of search engine companies, mobile phone providers and even national security agencies – not organisations normally associated with high levels of consumer trust!

Trust has long been recognised as a key factor in facilitating the forms of relationships upon which market research relies. It plays a key role in reducing the perception of risks in research, while having a positive impact on respondent engagement in research. Any factors that have the potential to impact the trust that the public has in the research process are therefore significant. Within the context of the growing importance of secondary online data, the role of respondent trust has been recognised as playing an increasingly important role in the level of and quality of responses. Conversely, a lack of trust has been associated with a number of negative impacts for researchers. These include lower response rates, fabrication of personal information as well as other forms of obfuscation taken as acts to protect personal privacy. The consequences of unethical behaviour leading to the potential loss of trust are therefore particularly problematic for market research. If we look further into the reasons why individuals feel a lack of trust, not just over marketing researchers but all organisations who are collecting data, it often comes down to concerns over individual privacy. Given that marketing research has long differentiated itself by working with anonymous data, the existence of such public concern is particularly troubling.

**Key issues in research ethics: anonymity and privacy**

Anonymisation is rooted in the defining principle of research ethics: that participants in research should not be harmed as a result of participation. Data collected during a research process could, if gathered in the wrong hands, cause harm to respondents by making public information that was not designed to be. Harm can be caused both directly and indirectly. In the direct case, the reidentification of personal identifiers such as name or address could lead to linking back personal details, such as financial or health information. In the indirect case, reidentification can happen through the combination of multiple data sets, even without any active or malicious attempt to reidentify the data.

**Real research Does anonymity matter?**

What if we were to create research methods where anonymity did not matter? Where clients could ask straight questions of customers on customer databases or customer websites, and get straight answers back from them? John Griffiths (www.planningaboveandbeyond.com) offers the view:

*I am reminded of my induction into digital telephony over 20 years ago, where a technologist explained that by going digital, telephone companies had found a way to put voices and computer data into packets that they could send down a wire. Once they had...*
The importance of understanding anonymisation is two-fold. Firstly, working with anonymised data has been adopted by the research profession as a defining characteristic of the field. Ensuring that any data collected is correctly anonymised is a core feature of market research. Secondly, anonymisation has also become, in legal and regulatory terms, a boundary against what might be considered as personal data and thus subject to data protection legislation. The importance of anonymisation has partly been driven by a view that anonymised data is of little interest to regulators. Thus, in an environment where personal data is coming increasingly under regulatory scrutiny anonymisation provides a route through which to more easily protect the existence of self-regulation.

Secondly, due to rising concern over the potential for reidentification, with scare stories such as those highlighted in the case studies below appearing in the media on a near-daily basis, if the techniques that underlie the principles of anonymisation are shown to be broken there are serious implications for those who rely upon it to maintain trust. The concept that anonymisation might be broken has become the subject of increasing debate among experts, with two alternative, and competing, views. On the one hand there is the importance of anonymisation to maintain the key legal underpinnings of research. Without anonymisation, it is argued, the broader utility of market research will be severely harmed. On the other hand are those who argue that the anonymisation cannot be guaranteed in a way that can be aligned with the patterns of data collection and usage seen within the contemporary ‘big’ data strategies. The core of these two arguments are highlighted below:

**Real research**

**Reidentifying the health details of Governor Weld**

The story of how the health details of former Massachusetts Governor William Weld were reidentified highlights both the risks of reidentification, but also the danger of exaggeration from media hype. A graduate student named Latanya Sweeney, now a Professor at Harvard, carried out the analysis. The Massachusetts Group Insurance Commission had...
made available to researchers (supposedly) anonymised data containing information on
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treatment date, ZIP code and gender. At the same time, Sweeney was able to purchase,
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for $20, a full set of electoral roll data containing ZIP code, birth date and gender.30 Based

upon these variables it is not difficult to see how the data sets could be easily combined,

and from this a single match was identified and Sweeney was able to send the correct set

of reidentified health records to the Governor.

This example has since been widely used to illustrate the risks of data reidentification in

the internet era. If the Governor of Massachusetts can have his health data reidentified so
easily, couldn't anyone? However, there are some flaws in this argument. The provision of ZIP
code and gender narrows the field of potential individuals to such a great extent that the
addition of even a small number of additional variables enables reidentification. In
addition to the way that the data was anonymised there are the characteristics of the
data subjects themselves. This example included a high-profile individual for whom there
existed a set of existing public data. It was therefore possible to verify with a high level of
certainty that the individual was the one identified from the data.

Real research
How much do celebrities really tip? Analysing New York taxi data

An example of the impact of reidentification among large data sets emerged from a set

of anonymised data made available by the NYC Taxi and Limousine Commission, operator

of New York’s famous Yellow Taxi. By making use of a freedom of information request,
a developer was able to secure a set of data files containing details of more than

170 million New York taxi trips.31 These were provided with certain key information (the

medallion and licence numbers that identify individual drivers) anonymised. However,

the anonymisation technique used a cryptographic function that assumed that you
didn’t know anything about what the original encrypted data looked like.32 This was a
problem as it’s very easy to work out what a New York taxi licence number should look
like as they are visible to anyone taking a ride in a taxi. As a result it took only two min-
utes to reidentify the data and a further hour of computer processing time to link it back
to individual journeys.

Of course, this only tells you which journeys were taken – not who was taking them.
However, this was taken further by an intern working at US information analytics firm

Neustar, who built a database using public photos of celebrities getting into taxis and
then matched this back to the original database of taxi journeys.33 From this data we
were able to find out that celebrities – including Bradley Cooper and Jessica Alba – did
not leave a tip when they took a taxi. This information is relatively harmless, even by the
standards of celebrity news. It nevertheless puts information into the public domain that
was previously private and demonstrates how combining multiple public data sets can
threaten privacy. Who knows what other private information might be lurking in this
database of taxi rides that has yet to have been made public?

1 Anonymisation must work. This perspective focuses on wider social and economic bene-

fits of anonymisation while playing down the extent of the technical risks. Effectively, this
argues that critics of anonymisation are highlighting purely theoretical risks that matter far
less in the real world. In other words, the risks that have been related to anonymisation
have been exaggerated.34 A number of explanations are provided. The first is that many of
the problems associated with anonymisation are really down to the data not having been properly anonymised in the first place. Secondly, the issues with reidentification assume that there is someone willing and able to exploit the misuse of data. If someone wants to access personal data, and they are willing to ignore the law, there are far simpler mechanisms to gaining personal data than a complex reidentification process. Finally, there is the low level of risk posed by reidentification compared to tolerated risks. In a widely cited example of US health data being reidentified, the reidentification rate was 0.04% – similar to the lifetime risk of being hit by lightning and considerably less risky than dying in an accident at home. Even as risks grow over time, as the scope of data and power of technology increase these must be put into perspective in terms of other general risks within society.

2 Anonymisation can’t work. This perspective argues that however much we would wish for anonymisation to work, changes in the technological environment surrounding research mean that anonymity is incompatible with the characteristics of present-day data collection. Although anonymisation worked well over the early era of the internet, in the face of increasing computer power and availability of data sets it is no longer effective. The barriers to reidentification are lower than might be supposed, with 87% of Americans being uniquely identifiable from a ZIP code, birth date and sex. The key point is not that data cannot be anonymised, but that doing so effectively removes much of the usefulness that might be gained from analysing the data. Even bearing in mind the need to understand risks due to the difficulties in identifying future technology capabilities and the inability to delete data once made public, it is not just that the risk is unknown – it is unknowable.

How can market researchers address these two, apparently incompatible, views? One answer is that a combination of regulatory and technical solutions are required to protect the public from the risks of reidentification of personal data and determine levels of acceptable risk. However, for marketing research this is not a straightforward issue. As with the wider research sector, there is a desire for the status quo not only in terms of anonymisation but also in terms of self-regulation. The key limit of self-regulation is that it can only apply to the actions of those organisations that have chosen to be part of a particular regulatory regime. As the ‘data sector’ has grown to be much broader in scope that the traditionally defined market research sector, so has the potential for externalities that cannot be controlled through self-regulation.

With the growth of big data and the subsequent trend towards collection and analysis of secondary data such as social media or sensor data, many areas of research involve a shift from researchers being ‘creators’ of data to ‘users’ of data created by others. To appreciate the extent of this, one only has to look at how many leading firms that used to define themselves as being in marketing research now describe their business as ‘data science’. In this shift to analysis, a dependency is created upon the norms of organisations driven by a commercial imperative to work with individual-level rather than anonymised data. An approach that pushes for statutory legislation to protect the effectiveness of anonymisation therefore carries with it an implicit acceptance of the limits of self-regulation.

These issues underline the importance of the management of current and future potential risks related to anonymisation and of communicating them to research participants. These risks should not be seen as being entirely, or even wholly, related to the potential for data reidentification. To re-emphasise the point made earlier: given the large volumes of data being collected, the risk of accidental reidentification remains comparatively low. Rather, the potential risk is that participants in research perceive the concept of anonymisation to be misleading, or ineffective, and that this perception impacts upon the types of data that they are willing to share with researchers. The collection of data carries with it risk, and researchers need to share these risks with the public. The question for the future is how marketing researchers can ensure that participants are better aware of the risks while still maintaining the principle of anonymity.

Sugging
The use of marketing research to deliberately disguise a sales effort. ‘Sugging’ is a market research industry term, meaning ‘selling under the guise of research’. Sugging occurs when individuals or companies pretend to be market researchers conducting a research, when in reality they are trying to build databases, generate sales leads or directly sell products or services.
A growing challenge facing the marketing research industry is image, as the public may not distinguish between ‘genuine’ research and telemarketing. This identity crisis is exacerbated by the action of some firms in carrying out **sugging** and **frugging** – industry terms for selling or fundraising under the guise of a survey. The overall effect of these activities has given a poor image in particular to telephone research, raising the cost and making it difficult for researchers to obtain full and representative samples.

Frugging
Fundraising under the guise of market research is referred to as ‘frugging’.

**Real research**

**Responding to sugging and frugging**[^39]

The potential impact of sugging and frugging has created concerns among marketing research industry bodies around the long-term impact upon research. In 2013 the MRS received approximately 1,250 complaints relating to nuisance calls that were ‘disguised’ as research. To respond to this challenge, the MRS has launched a hotline to enable the public to raise issues directly relating to incidences of sugging or frugging.

Jane Frost, CEO of the MRS, highlighted the importance of addressing sugging in terms of maintaining trust in research:

> We all know that that little word ‘trust’ is a critical basis in all industries, but the research sector probably relies on it more overtly than most. Which is why MRS will always take on complaints about sugging as a critical part of promoting the standards of the sector.

[^39]: The reference number is not present in the image.

**Summary**

Understanding and applying ethical practices within the marketing research process is a key part of carrying out effective research. Marketing research provides a rare example of a business discipline in which principles of ethics are widely accepted and implemented by the profession. This is done through the adoption of, and adherence to, a set of marketing research codes. Key concepts that ensure continuing ethical research practice include the preservation of participant anonymity, ensuring that research participants have given informed consent and protecting participants from harm – particularly when they are members of vulnerable groups.

This chapter has demonstrated the importance of research ethics within the practice of successful market research. However, while the concept of research ethics appears to be well established, there are a number of threats that could impact the future effectiveness of current ethics procedures. Many of the core principles of research ethics have their origins in the post-war period and are therefore built around the methods that were common at that time. Changes in technology, the increasing role of regulation and the difficulty marketing research has in differentiating itself from other marketing activities are all sources of future risk. However, of all factors that have been discussed in this text, it is the effectiveness of ethics that, arguably, is the greatest guarantor of the future of marketing research. Most importantly, only through continuing ethical practice can the cornerstone of future research success – participant trust – be maintained.
Questions

1. Why is participant anonymity so important in market research?
2. How can you ensure you have properly gained informed consent when carrying out a survey?
3. Explain the concept of uninformed consent.
4. Describe the key concepts embedded in the ESOMAR code of conduct.
5. What are the consequences of unethical behaviour by marketing researchers?
6. Why does research into children create particular ethical challenges?
7. How can researchers prevent adverse effects from occurring when carrying out focus groups?
8. What are the particular ethical challenges associated with the use of secondary data?
9. Summarise the threats presented by new technologies to the effectiveness of anonymisation of participant data.
10. Why is self-regulation viewed as important by professional bodies in marketing research?

Exercises

1. Re-read the ‘Real research’ segment on anonymity. The author quoted in this piece, John Griffiths, questions whether marketing research can exist without anonymisation of personal data. In groups, discuss the extent to which you agree with this view.
2. Go to Facebook and read the currently available Data Policy (https://www.facebook.com/about/privacy). Discuss what you believe would be ethical use of data from Facebook for research purposes based upon the kinds of consent gathered when individuals sign-up to Facebook.
3. Read the full ESOMAR or MRS codes of conduct. Consider whether any of the requirements would be difficult to implement within your own research projects.

Notes


Access panel  A general ‘pool’ of individuals or households who have agreed to be available for surveys of widely varying types and topics.

Acquiescence bias (yea-saying)  This bias is the result of some participants’ tendency to agree with the direction of a leading question.

Action research  A team research process, facilitated by a professional researcher(s), linking with decision makers and other stakeholders who together wish to improve particular situations.

Active social media research  Researchers engaging with communities themselves or starting them (i.e. the active generation of social media data, such as through an MROC).

Agglomerative clustering  A hierarchical clustering procedure where each object starts out in a separate cluster. Clusters are formed by grouping objects into bigger and bigger clusters.

Alpha error (α)  See Type I error.

Alternative-forms reliability  An approach for assessing reliability that requires two equivalent forms of the scale to be constructed and then the same participants to be measured at two different times.

Alternative hypothesis  A statement that some difference or effect is expected. Accepting the alternative hypothesis will lead to changes in opinions or actions.

Analysis of covariance (ANCOVA)  An advanced ANOVA procedure in which the effects of one or more metric-scaled extraneous variables are removed from the dependent variable before conducting the ANOVA.

Analysis of variance (ANOVA)  A statistical technique for examining the differences among means for two or more populations.

Analysis sample  Part of the total sample used to check the results of the discriminant function.

Analytical model  An explicit specification of a set of variables and their interrelationships designed to represent some real system or process in whole or in part.

Analytical services  Companies that provide guidance in the development of research design.

A posteriori contrasts  Contrasts made after conducting the analysis. These are generally multiple comparison tests.

A priori contrasts  Contrasts determined before conducting the analysis, based on the researcher’s theoretical framework.

Area sampling  A common form of cluster sampling in which the clusters consist of geographical areas such as counties, housing tracts, blocks or other area descriptions.

Association techniques  A type of projective technique in which participants are presented with a stimulus and are asked to respond with the first thing that comes to mind.

Asymmetric lambda  A measure of the percentage improvement in predicting the value of the dependent variable given the value of the independent variable in contingency table analysis. Lambda also varies between 0 and 1.

Audit  A data collection process derived from physical records or performing inventory analysis. Data are collected personally by the researcher, or by representatives of the researcher, and are based on counts usually of physical objects rather than people.

Average linkage  A linkage method based on the average distance between all pairs of objects, where one member of the pair is from each of the clusters.

Back translation  A translation technique that translates a questionnaire from the base language by a translator whose native language is the one into which the questionnaire is being translated. This version is then retranslated back into the original language by someone whose native language is the base language. Translation errors can then be identified.
**Balanced scale**  A scale with an equal number of favourable and unfavourable categories.

**Bar chart**  A chart that displays data in bars positioned horizontally or vertically.

**Bayesian approach**  A selection method where the elements are selected sequentially. The Bayesian approach explicitly incorporates prior information about population parameters as well as the costs and probabilities associated with making wrong decisions.

**Beta error** \( (\beta) \)  See Type II error.

**Bibliographic databases**  Databases composed of citations to articles in journals, magazines, newspapers, marketing research studies, technical reports, government documents, and the like. They often provide summaries or abstracts of the material cited.

**Binary logit model**  The binary logit model commonly deals with the issue of how likely an observation is to belong to each group. It estimates the probability of an observation belonging to a particular group.

**Binominal test**  A goodness-of-fit statistical test for dichotomous variables. It tests the goodness of fit of the observed number of observations in each category to the number expected under a specified binominal distribution.

**Bivariate regression**  A procedure for deriving a mathematical relationship, in the form of an equation, between a single metric-dependent variable and a single metric-independent variable.

**Blog and buzz mining**  Provide the means to observe, track, or initiate views in research communities, social networks, and anywhere else that people post comments, visuals, music, and other forms of art on the Internet.

**Branching question**  A question used to guide an interviewer (or participant) through a survey by directing the interviewer (or participant) to different spots on the questionnaire depending on the answers given.

**Branded market research products**  Specialised data collection and analysis procedures developed to address specific types of marketing research problems.

**Broad statement of the problem**  The initial statement of the marketing research problem that provides an appropriate perspective on the problem.

**Buzz score**  A score based on the total number of people searching for specific subjects on Internet search engines.

---

**Carryover effects**  Where the evaluation of a particular scaled item significantly affects the participant’s judgement of subsequent scaled items.

**Cartoon tests**  Cartoon characters are shown in a specific situation related to the problem. Participants are asked to indicate the dialogue that one cartoon character might make in response to the comment(s) of another character.

**Case study**  A detailed study based upon the observation of the intrinsic details of individuals, groups of individuals, and organisations.

**Casewise deletion**  A method for handling missing responses in which cases or participants with any missing responses are discarded from the analysis.

**Category equivalence**  A construct equivalence issue that deals specifically with whether the categories in which brands, products, and behaviour are grouped are the same in different countries.

**Causal research**  A type of conclusive research where the major objective is to obtain evidence regarding cause-and-effect (causal) relationships.

**Causality**  Causality applies when the occurrence of X increases the probability of the occurrence of Y.

**Census**  A complete enumeration of the elements of a population or study objects.

**Centroid method**  A variance method of hierarchical clustering in which the distance between two clusters is the distance between their centroids (means for all the variables).

**Characteristic profile**  An aid to interpreting discriminant analysis results by describing each group in terms of the group means for the predictor variables.

**Chi-square distribution**  A skewed distribution whose shape depends solely on the number of degrees of freedom. As the number of degrees of freedom increases, the chi-square distribution becomes more symmetrical.

**Chi-square statistic**  The statistic used to test the statistical significance of the observed association in a cross-tabulation. It assists us in determining whether a systematic association exists between the two variables.

**Classification information**  Socio-economic and demographic characteristics used to classify respondents.

**Cluster sampling**  A two-step probability sampling technique where the target population is first divided into mutually exclusive and collectively exhaustive subpopulations called clusters, and then a random sample of clusters is selected based on a probability sampling technique such as SRS. For each selected cluster, either all the elements are included in the sample, or a sample of elements is drawn probabilistically.
**Co-creation**  The practice of developing new designs including products or marketing communications through collaboration with consumers.

**Codebook**  A book containing coding instructions and the necessary information about the questions and potential answers in a survey.

**Coding**  Assigning a code to represent a specific response to a specific question along with the data record and column position that the code will occupy.

**Coding and data entry services**  Companies whose primary service offering is their expertise in converting completed surveys or interviews into a usable database for conducting statistical analysis.

**Coding data**  Breaking down qualitative data into discrete chunks and attaching a reference to those chunks of data.

**Coefficient alpha**  A measure of internal consistency reliability that is the average of all possible split-half coefficients resulting from different splittings of the scale items.

**Coefficient of variation**  A useful expression in sampling theory for the standard deviation as a percentage of the mean.

**Cohort analysis**  A multiple cross-sectional design consisting of surveys conducted at appropriate time intervals. The cohort refers to the group of participants who experience the same event within the same time interval.

**Common factor analysis**  An approach to factor analysis that estimates the factors based only on the common variance. Also called principal axis factoring.

**Communality**  Communality is the variance of a measured variable that is explained by the construct on which it loads.

**Comparative scales**  One of two types of scaling technique in which there is direct comparison of stimulus objects with one another.

**Complete linkage**  A linkage method that is based on maximum distance of the farthest neighbour approach.

**Completion rate**  The percentage of qualified participants who complete the interview. It enables researchers to take into account anticipated refusals by people who qualify.

**Completion technique**  A projective technique that requires participants to complete an incomplete stimulus situation.

**Conceptual equivalence**  A construct equivalence issue that deals with whether the interpretation of brands, products, consumer behaviour and the marketing effort are the same in different countries.

**Conceptual map**  A way to link the broad statement of the marketing decision problem to the marketing research problem.

**Conclusive research**  A research design characterised by the measurement of clearly defined marketing phenomena.

**Concomitant variation**  A condition for inferring causality that requires that the extent to which a cause, X, and an effect, Y, occur together or vary together is predicted by the hypothesis under consideration.

**Concurrent validity**  A type of validity that is assessed when the data on the scale being evaluated and on the criterion variables are collected at the same time.

**Confidence intervals**  The range into which the true population parameter will fall, assuming a given level of confidence.

**Configural equivalence**  Concerns the relationships of measured items to the latent constructs and implies that the patterns of factor loadings should be the same across countries or cultural units.

**Confounding variables**  Variables used to illustrate that extraneous variables can confound the results by influencing the dependent variable; synonymous with extraneous variables.

**Conjoint analysis**  A technique that attempts to determine the relative importance consumers attach to salient attributes and the utilities they attach to the levels of attributes.

**Conjoint analysis model**  The mathematical model expressing the fundamental relationship between attributes and utility in conjoint analysis.

**Consistency checks**  A part of the data cleaning process that identifies data that are out of range, logically inconsistent or have extreme values. Data with values not defined by the coding scheme are inadmissible.

**Constant sum scaling**  A comparative scaling technique in which respondents are required to allocate a constant sum of units such as points, euros, chits, stickers or chips among a set of stimulus objects with respect to some criterion.

**Construct**  A specific type of concept that exists at a higher level of abstraction than do everyday concepts. Also called a factor, a construct is measured by multiple indicators or observed variables.

**Construct equivalence**  A type of equivalence that deals with the question of whether the marketing constructs have the same meaning and significance in different countries.

**Construct validity**  A type of validity that addresses the question of what construct or characteristic the scale is
measuring. An attempt is made to answer theoretical questions of why a scale works and what deductions can be made concerning the theory underlying the scale.

**Construction technique**  A projective technique in which participants are required to construct a response in the form of a story, dialogue or description.

**Content analysis**  The objective, systematic and quantitative description of the manifest content of a communication.

**Content validity**  A type of validity, sometimes called face validity, that consists of a subjective but systematic evaluation of the representativeness of the content of a scale for the measuring task at hand.

**Contingency coefficient**  A measure of the strength of association in a table of any size.

**Contingency table**  A cross-tabulation table; it contains a cell for every combination of categories of the two variables.

**Continuous rating scale**  A measurement scale that has participants rate the objects by placing a mark at the appropriate position on a line that runs from one extreme of the criterion variable to the other. The form may vary considerably. Also called graphic rating scale.

**Contrasts**  In ANOVA, a method of examining differences among two or more means of the treatment groups.

**Contrived observation**  Observing behaviour in an artificial environment.

**Controlled test market**  A test-marketing programme conducted by an outside research company in field experimentation. The research company guarantees distribution of the product in retail outlets that represent a predetermined percentage of the market.

**Convenience sampling**  A non-probability sampling technique that attempts to obtain a sample of convenient elements. The selection of sampling units is left primarily to the interviewer.

**Convergent validity**  A measure of construct validity that measures the extent to which the scale correlates positively with other measures of the same construct.

**Cookie**  A group of letters and numbers stored in a web surfer’s browser that identifies the browser’s computer.

**Correspondence analysis**  An MDS technique for scaling qualitative data that scales the rows and columns of the input contingency table in corresponding units so that each can be displayed in the same low-dimensional space.

**Covariance**  A systematic relationship between two variables in which a change in one implies a corresponding change in the other ($COV_{xy}$).

**Covariate**  A metric-independent variable used in ANCOVA.

**Cramer’s $V$**  A measure of the strength of association used in tables larger than $2 \times 2$.

**Criterion validity**  A type of validity that examines whether the measurement scale performs as expected in relation to other selected variables as meaningful criteria.

**Critical request**  The target behaviour being researched.

**Cross-cultural analysis**  A type of across-countries analysis in which the data could be aggregated for each country and then aggregate statistics analysed.

**Cross-sectional design**  A type of research design involving the collection of information from any given sample of population elements only once.

**Cross-tabulation**  A statistical technique that describes two or more variables simultaneously and results in tables that reflect the joint distribution of two or more variables that have a limited number of categories or distinct values.

**Cross-validation**  A test of validity that examines whether a model holds on comparable data not used in the original estimation.

**Customer database**  A database that details characteristics of customers and prospects that can include names and addresses, geographic, demographic and buying behaviour data.

**Customer relationship management (CRM)**  The processes involved in the identification of profitable customers and/or customer groups and the cultivation of relationships with these customers. The aim of such processes is to build customer loyalty, raise retention rates and therefore increase profitability.

**Customised services**  Companies that tailor research procedures to best meet the needs of each client.

**D**

**Data assembly**  The gathering of data from a variety of disparate sources.

**Data cleaning**  Thorough and extensive checks for consistency and treatment of missing responses.

**Data display**  Involves summarising and presenting the structure that is seen in collected qualitative data.

**Data reduction**  The organising and structuring of qualitative data.

**Data verification**  Involves seeking alternative explanations of the interpretations of qualitative data, through other data sources.

**Debriefing**  After a disguised experiment, informing participants and subjects what the experiment was about and how the experimental manipulations were performed.
Decomposition of the total variation  In one-way ANOVA, separation of the variation observed in the dependent variable into the variation due to the independent variables, plus the variation due to error.

Deduction  A form of reasoning in which a conclusion is validly inferred from some premises, and must be true if those premises are true.

Demand artefacts  Responses given because the participants attempt to guess the purpose of the experiment and respond accordingly.

Dependence techniques  Multivariate techniques appropriate when one or more of the variables can be identified as dependent variables and the remaining ones as independent variables.

Dependent variables  Variables that measure the effect of the independent variables on the test units.

Derived approaches  In MDS, attribute-based approaches to collecting perception data requiring participants to rate the stimuli on the identified attributes using semantic differential or Likert scales.

Description  The unique labels or descriptors that are used to designate each value of the scale. All scales possess description.

Descriptive research  A type of conclusive research that has as its major objective the description of something, usually market characteristics or functions.

Design control  A method of controlling extraneous variables that involves using specific experimental designs.

Determinism  A doctrine espousing that everything that happens is determined by a necessary chain of causation.

Dichotomous question  A structured question with only two response alternatives, such as yes and no, often supplemented by a neutral alternative.

Direct approach  A type of qualitative research in which the purposes of the project are disclosed to the participant or are obvious given the nature of the interview.

Direct method  An approach to discriminant analysis that involves estimating the discriminant function so that all the predictors are included simultaneously.

Directory databases  Databases that provide information on individuals, organisations and services.

Discriminant analysis  A technique for analysing marketing research data when the criterion or dependent variable is categorical and the predictor or independent variables are interval in nature.

Discriminant analysis model  The statistical model on which discriminant analysis is based.

Discriminant function  The linear combination of independent variables developed by discriminant analysis that will best discriminate between the categories of the dependent variable.

Discriminant validity  A type of construct validity that assesses the extent to which a measure does not correlate with other constructs from which it is supposed to differ.

Disordinal interaction  The change in the rank order of the effects of one factor across the levels of another.

Distance  The characteristic of distance means that absolute differences between the scale descriptors are known and may be expressed in units.

Divisive clustering  A hierarchical clustering procedure where all objects start out in one giant cluster. Clusters are formed by dividing this cluster into smaller and smaller clusters.

Double-barrelled question  A single question that attempts to cover two issues. Such questions can be confusing to participants and result in ambiguous responses.

Double cross-validation  A special form of validation in which the sample is split into halves. One half serves as the estimation sample and the other as a validation sample. The roles of the estimation and validation halves are then reversed and the cross-validation process is repeated.

Double sampling  A sampling technique in which certain population elements are sampled twice.

Dummy variables  A respecification procedure using variables that take on only two values, usually 0 or 1.

E

Editing  A review of the questionnaires with the objective of increasing accuracy and precision.

Elbow criterion  A plot of stress versus dimensionality used in MDS. The point at which an elbow or a sharp bend occurs indicates an appropriate dimensionality.

Electronic observation  An observational research strategy in which electronic devices, rather than human observers, record the phenomenon being observed.

Element  An object that possesses the information sought by the researcher and about which inferences are to be made.

Empiricism  A theory of knowledge; a broad category of the philosophy of science that locates the source of all knowledge in experience.

Estimated or predicted value  The value $Y_i = a + bX$, where $a$ and $b$ are, respectively, estimators of $\beta_0$ and $\beta_1$, the corresponding population parameters.
Ethnography  A research approach based upon the observation of the customs, habits and differences between people in everyday situations.

Euclidean distance  The square root of the sum of the squared differences in values for each variable.

Evolving research design  A research design where particular research techniques are chosen as the researcher develops an understanding of the issues and respondents.

Experiment  The process of manipulating one or more independent variables and measuring their effect on one or more dependent variables, while controlling for the extraneous variables.

Experimental design  The set of experimental procedures specifying: (1) the test units and sampling procedures; (2) the independent variables; (3) the dependent variables; and (4) how to control the extraneous variables.

Experimental group  An initial focus group, run to test the setting of the interview, the opening question, the topic guide and the mix of participants that make up the group.

Exploratory research  A research design characterised by a flexible and evolving approach to understanding marketing phenomena that are inherently difficult to measure.

Expressive technique  A projective technique in which participants are presented with a verbal or visual situation and are asked to relate the feelings and attitudes of other people to the situation.

External analysis of preferences  A method of configuring a spatial map such that the ideal points or vectors based on preference data are fitted in a spatial map derived from the perception data.

External data  Data that originate outside the organisation.

External suppliers  Outside marketing research companies hired to supply marketing research services.

External validity  A determination of whether the cause-and-effect relationships found in the experiment can be generalised.

Extraneous variables  Variables, other than dependent and independent variables, that may influence the results of an experiment.

Eye-tracking equipment  Instruments that record the gaze movements of the eye.

Factor  An underlying dimension that explains the correlations among a set of variables.

Factor analysis  A class of procedures primarily used for data reduction and summarisation.

Factor scores  Composite scores estimated for each participant on the derived factors.

Factorial design  A statistical experimental design used to measure the effects of two or more independent variables at various levels and to allow for interactions between variables.

Factors  Categorical independent variables in ANOVA. The independent variables must all be categorical (non-metric) to use ANOVA.

F distribution  A frequency distribution that depends upon two sets of degrees of freedom: the degrees of freedom in the numerator and the degrees of freedom in the denominator.

Field environment  An experimental location set in actual market conditions.

Field force  Both the actual interviewers and the supervisors involved in data collection.

Field notes  A log or diary of observations, events and reflections made by a researcher as a study is planned, implemented and analysed.

Field services  Companies whose primary service is offering their expertise in collecting data for research projects.

Filter question  An initial question in a questionnaire that screens potential participants to ensure they meet the requirements of the sample.

Fixed-response alternative questions  Questions that require participants to choose from a set of predetermined answers.

Focus group  A discussion conducted by a trained moderator among a small group of participants in an unstructured and natural manner.

Forced rating scale  A rating scale that forces participants to express an opinion because a ‘no opinion’ or ‘no knowledge’ option is not provided.

Frequency distribution  A mathematical distribution whose objective is to obtain a count of the number of responses associated with different values of one variable and to express these counts in percentage terms.

Friendship pair  A technique used to interview children as two friends or classmates together.

Frugging  The use of marketing research to deliberately disguise fundraising activities.

F statistic  The ratio of two sample variances.

F test  A statistical test of the equality of the variances of two populations.

Full-service suppliers  Companies that offer a full range of marketing research activities.
Full-text databases  Databases that contain the complete text of secondary source documents comprising the database.

Functional equivalence  A construct equivalence issue that deals specifically with whether a given concept or behaviour serves the same role or function in different countries.

Funnel approach  A strategy for ordering questions in a questionnaire in which the sequence starts with the general questions followed by progressively specific questions, to prevent specific questions from biasing general questions.

Galvanic skin response  Changes in the electrical resistance of the skin that relate to a participant’s affective state.

Gamification  The process of adding game mechanics to processes, programs and platforms that wouldn’t traditionally use such concepts.

Gamma  A test statistic that measures the association between two ordinal-level variables. It does not make an adjustment for ties.

Generalisability  The degree to which a study based on a sample applies to the population as a whole.

Geodemographic classification  This groups consumers together based on the types of neighbourhood in which they live. If a set of neighbourhoods are similar across a wide range of demographic measures, they may also offer similar potential across most products, brands, services and media.

Geodemographic information system (GIS)  At a base level, a GIS matches geographic information with demographic information. This match allows subsequent data analyses to be presented on maps.

Graphic rating scale  See Continuous rating scale.

Graphical models  Analytical models that provide a visual picture of the relationships between variables.

Grounded theory  A qualitative approach to generating theory through the systematic and simultaneous process of data collection and analysis.

Grounded theory data coding  A form of shorthand that distils events and meanings without losing their essential properties.

Histogram  A vertical bar chart in which the height of the bar represents the relative or cumulative frequency of occurrence.

History  Specific events that are external to the experiment but that occur at the same time as the experiment.

Hit ratio  The percentage of cases correctly classified by discriminant analysis.

Hybrid conjoint analysis  A form of conjoint analysis that can simplify the data collection task and estimate selected interactions as well as all main effects.

Hypothesis  An unproven statement or proposition about a factor or phenomenon that is of interest to a researcher.

Identification information  A type of information obtained in a questionnaire that includes name, address and phone number.

Implicit alternative  An alternative that is not explicitly expressed.

Implicit assumptions  An assumption that is not explicitly stated in a question.

Imputation  A method to adjust for non-response by assigning the characteristic of interest to the non-participants based on the similarity of the variables available for both non-participants and participants.

Incidence rate  Refers to the rate of occurrence or the percentage of persons eligible to participate in a study.

Independent samples  The samples are independent if they are drawn randomly from different populations.

Independent variables  Variables that are manipulated by the researcher and whose effects are measured and compared.

In-depth interview  An unstructured, direct, personal interview in which a single participant is probed by an experienced interviewer to uncover underlying motivations, beliefs, attitudes and feelings on a topic.

Indirect approach  A type of qualitative research in which the purposes of the project are disguised from the participants.

Induction  A form of reasoning that usually involves the inference that an instance or repeated combination of events may be universally generalised.

Instrumentation  An extraneous variable involving changes in the measuring instrument, in the observers, or in the scores themselves.

Integrating analysis  Creating an order and connectivity that is seen to be emerging from memos.
Interaction When assessing the relationship between two variables, an interaction occurs if the effect of $X_1$ depends on the level of $X_2$, and vice versa.

Interactive testing effect An effect in which a prior measurement affects the test unit’s response to the independent variable.

Interdependence technique A multivariate statistical technique in which the whole set of interdependent relationships is examined.

Internal analysis of preferences A method of configuring a spatial map such that the spatial map represents both brands or stimuli and participant points or vectors and is derived solely from the preference data.

Internal consistency reliability An approach for assessing the internal consistency of a set of items, where several items are summated in order to form a total score for the scale.

Internal data Data available within the organisation for whom the research is being conducted.

Internal secondary data Data held within an organisation for some purpose other than a research problem at hand.

Internal validity A measure of accuracy of an experiment. It measures whether the manipulation of the independent variables, or treatments, actually caused the effects on the dependent variable(s).

Interquartile range The range of a distribution encompassing the middle 50% of the observations.

Interval scale A scale in which the numbers are used to rank objects such that numerically equal distances on the scale represent equal distances in the characteristic being measured.

Intra-cultural analysis Within-country analysis of international data.

Itemised rating scale A measurement scale having numbers or brief descriptions associated with each category. The categories are ordered in terms of scale position.

Judgemental sampling A form of convenience sampling in which the population elements are purposely selected based on the judgement of the researcher.

Kolmogorov-Smirnov (K-S) two-sample test Non-parametric test statistic that determines whether two distributions are the same. It takes into account any differences in the two distributions, including median, dispersion and skewness.

Kruskal–Wallis one-way ANOVA A non-metric ANOVA test that uses the rank value of each case, not merely its location relative to the median.

k-sample median test A non-parametric test used to examine differences among more than two groups when the dependent variable is measured on an ordinal scale.

Kurtosis A measure of the relative peakedness of the curve defined by the frequency distribution.

L

Laboratory environment An artificial setting for experimentation in which the researcher constructs the desired conditions.

Laddering A technique for conducting in-depth interviews in which a line of questioning proceeds from product characteristics to user characteristics.

Latin square design A statistical design that allows for the statistical control of two non-interacting external variables in addition to the manipulation of the independent variable.

Leading question A question that gives the participant a clue as to what the answer should be.

Least squares procedure A technique for fitting a straight line into a scattergram by minimising the vertical distances of all the points from the line.

Level of significance The probability of making a Type I error.

Lifestyles Distinctive patterns of living described by the activities people engage in, the interests they have and the opinions they hold of themselves and the world around them.

Likert scale A measurement scale with five response categories ranging from ‘strongly disagree’ to ‘strongly agree’ that requires participants to indicate a degree of agreement or disagreement with each of a series of statements related to the stimulus objects.

Limited-service suppliers Companies that specialise in one or a few phases of a marketing research project.

Line chart A chart that connects a series of data points using continuous lines.

Linguistic equivalence The equivalence of both spoken and written language forms used in scales and questionnaires.
Linkage methods  Agglomerative methods of hierarchical clustering that cluster objects based on a computation of the distance between them.

Listening  Involves the evaluation of naturally occurring conversations, behaviours and signals. This information that is elicited may or may not be guided, but it brings the voice of consumers’ lives to brand.

Longitudinal design  A type of research design involving a fixed sample of population elements measured repeatedly. The sample remains the same over time, thus providing a series of pictures that, when viewed together, vividly illustrate the situation and the changes that are taking place.

Loyalty card  At face value, a sales promotion device used by supermarkets, pharmacists, department stores, petrol stations and even whole shopping centres and towns to encourage repeat purchases. For the marketing researcher, the loyalty card is a device that can link customer characteristics to actual product purchases.

M

Mahalanobis procedure  A stepwise procedure used in discriminant analysis to maximise a generalised measure of the distance between the two closest groups.

Main testing effect  An effect of testing occurring when a prior observation affects a later observation.

Mann–Whitney U test  A statistical test for a variable measured on an ordinal scale, comparing the differences in the location of two populations based on observations from two independent samples.

Market research reports and advisory services  Companies that provide off-the-shelf reports as well as data and briefs on a range of markets, consumer types and issues.

Marketing decision problem  The problem confronting the marketing decision maker, which asks what the decision maker has to do.

Marketing intelligence  Qualified observations of events and developments in the marketing environment.

Marketing research  A key element within the total field of marketing information. It links the consumer, customer and public to the marketer through information that is used to identify and define marketing opportunities and problems; to generate, refine and evaluate marketing actions; and to improve understanding of marketing as a process and of the ways in which specific marketing activities can be made more effective.

Marketing Research Online Community  An invited group of consumers with a common focus on a particular brand. This group is brought together online to develop conversations and to react to set quantitative and qualitative tasks.

Marketing research problem  A problem that entails determining what information is needed and how it can be obtained in the most feasible way.

Marketing research process  A set of six steps that define the tasks to be accomplished in conducting a marketing research study. These include problem definition, developing an approach to the problem, research design formulation, fieldwork, data integrity and analysis communicating research findings.

Matching  A method of controlling extraneous variables that involves matching participants on a set of key background variables before assigning them to the treatment conditions.

Mathematical models  Analytical models that explicitly describe the relationship between variables, usually in equation form.

Maturation  An extraneous variable attributable to changes in the test units themselves that occur with the passage of time.

Mean  The average; that value obtained by summing all elements in a set and dividing by the number of elements.

Measure of location  A statistic that describes a location within a data set. Measures of central tendency describe the centre of the distribution.

Measure of variability  A statistic that indicates the distribution’s dispersion.

Measurement  The assignment of numbers or other symbols to characteristics of objects according to certain pre-specified rules.

Measurement equivalence  Deals with the comparability of responses to particular (sets of) items. Measurement equivalence includes configural (structural), metric (measurement unit) and scalar equivalence.

Measurement error  The variation in the information sought by the researcher and the information generated by the measurement process employed.

Media panels  A data-gathering technique composed of samples of participants whose TV viewing behaviour is automatically recorded by electronic devices, supplementing the purchase information recorded in a diary.

Median  A measure of central tendency given as the value above which half of the values fall and below which half of the values fall.

Memo writing  Anything from loosely written makes through to fully formed analytical arguments, which are added to the original data and interpretations.
**Metric data** Data that are interval or ratio in nature.

**Metric equivalence** See Scalar equivalence.

**Metric MDS** An MDS scaling method that assumes the input data are metric.

**Metric scale** A scale that is either interval or ratio in nature.

**Missing responses** Values of a variable that are unknown because the participants concerned provided ambiguous answers to the question or because their answers were not properly recorded.

**Mode** A measure of central tendency given as the value that occurs with the most frequency in a sample distribution.

**Model fit** Model fit is determined by comparing how closely the estimated covariance matrix $\Sigma_k$, matches the observed (sample) covariance matrix, $S$, i.e. the fit statistics are based on $|S – \Sigma_k|$. 

**Model identification** Model identification concerns whether there is enough information in the covariance matrix to enable us to estimate a set of structural equations.

**Moderator** An individual who conducts a focus group interview, by setting the purpose of the interview, questioning, probing and handling the process of discussion.

**Monadic scale** See Non-comparative scale.

**Mood board** A collage created in a focus group setting. Focus group participants are asked to snip words and pictures from magazines that they see as representing the values a particular brand is perceived to have. In some circumstances, collages can also be made up from audio- and videotapes.

**Mortality** An extraneous variable attributable to the loss of test units while the experiment is in progress.

**Multicollinearity** A state of high intercorrelations among independent variables.

**Multidimensional scaling (MDS)** A class of procedures for representing perceptions and preferences of participants spatially by means of a visual display.

**Multi-item scale** A multi-item scale consists of multiple items, where an item is a single question or statement to be evaluated.

**Multiple comparison tests** A posteriori contrasts that enable the researcher to construct generalised confidence intervals that can be used to make pairwise comparisons of all treatment means.

**Multiple cross-sectional design** A cross-sectional design in which there are two or more samples of participants, and information from each sample is obtained only once.

**Multiple discriminant analysis** Discriminant analysis technique where the criterion variable involves three or more categories.

**Multiple $\eta^2$** The strength of the joint effect of two (or more) factors, or the overall effect.

**Multiple regression** A statistical technique that simultaneously develops a mathematical relationship between two or more independent variables and an interval-scaled dependent variable.

**Multiple regression model** An equation used to explain the results of multiple regression analysis.

**Multiple time series design** A time series design that includes another group of test units to serve as a control group.

**Multivariate analysis of variance (MANOVA)** An ANOVA technique using two or more metric dependent variables.

**Multivariate techniques** Statistical techniques suitable for analysing data when there are two or more measurements on each element and the variables are analysed simultaneously. Multivariate techniques are concerned with the simultaneous relationships among two or more phenomena.

**Mystery shopper** An observer visiting providers of goods and services as if they were really a customer, and recording characteristics of the service delivery.

**N**

**Natural observation** Observing behaviour as it takes place in the environment.

**Netnography** An adaptation of ethnography that analyses the free behaviour of individuals in online environments.

**Neuromarketing** The application of neuroscience in marketing, primarily to measure emotions through brain imaging.

**Nominal scale** A scale whose numbers serve only as labels or tags for identifying and classifying objects with a strict one-to-one correspondence between the numbers and the objects.

**Nomological validity** A type of validity that assesses the relationship between theoretical constructs. It seeks to confirm significant correlations between the constructs as predicted by a theory.

**Non-comparative scale** One of two types of scaling techniques in which each stimulus object is scaled independently of the other objects in the stimulus set. Also called monadic scale.

**Non-hierarchical clustering** A procedure that first assigns or determines a cluster centre and then groups all objects within a pre-specified threshold value from the centre.
Non-metric ANOVA  An ANOVA technique for examining the difference in the central tendencies of more than two groups when the dependent variable is measured on an ordinal scale.

Non-metric correlation  A correlation measure for two non-metric variables that relies on rankings to compute the correlation.

Non-metric data  Data derived from a nominal or ordinal scale.

Non-metric MDS  A type of MDS that assumes that the input data are ordinal.

Non-metric scale  A scale that is either nominal or ordinal in nature.

Non-parametric tests  Hypothesis-testing procedures that assume that the variables are measured on a nominal or ordinal scale.

Non-probability sampling  Sampling techniques that do not use chance selection procedures but rather rely on the personal judgement of the researcher.

Non-response bias  Bias caused when actual participants differ from those who refuse to participate.

Non-response error  A type of non-sampling error that occurs when some of the participants included in the sample do not respond. This error may be defined as the variation between the true mean value of the variable in the original sample and the true mean value in the net sample.

Non-sampling error  An error that can be attributed to sources other than sampling and that can be random or non-random.

Normal distribution  A basis of classical inference that is bell shaped and symmetrical in appearance. Its measures of central tendency are all identical.

Null hypothesis  A statement in which no difference or effect is expected. If the null hypothesis is not rejected, no changes will be made.

Numeric databases  Databases containing numerical and statistical information that may be important sources of secondary data.

n-way analysis of variance  An ANOVA model where two or more factors are involved.

Omnibus survey  A distinctive form of survey that serves the needs of a syndicated group. The omnibus survey targets particular types of participants, such as those in specific geographic locations, e.g. Luxembourg residents, or consumers of particular types of products, e.g. business air travellers. With that target group of participants, a core set of questions can be asked, with other questions added as syndicate members wish.

One-group pre-test–post-test design  A pre-experimental design in which a group of participants is measured twice.

One-shot case study  A pre-experimental design in which a single group of participants is exposed to a treatment X, and then a single measurement of the dependent variable is taken.

One-tailed test  A test of the null hypothesis where the alternative hypothesis is expressed directionally.

One-way analysis of variance  An ANOVA technique in which there is only one factor.

Online community providers  Online research communities where researchers can employ a wide variety of quantitative and qualitative techniques to connect to consumers.

Online databases  Databases that require a telecommunications network to access.

Online focus groups and streaming  Provide platforms for running online focus groups and streaming the results.

Online services  Companies that specialise in the use of the internet to collect, analyse and distribute marketing research information.

Operational data  Data generated about an organisation’s customers, through day-to-day transactions.

Operational equivalence  A type of equivalence that measures how theoretical constructs are operationalised in different countries to measure marketing variables.

Operationalised  The derivation of measurable characteristics to encapsulate marketing phenomena; e.g. the concept of ‘customer loyalty’ can be operationalised through measurements such as frequency of repeat purchases or the number of years that a business relationship has existed.

Optimising partitioning method  A non-hierarchical clustering method that allows for later reassignment of objects to clusters to optimise an overall criterion.

Order  The relative sizes or positions of the descriptors. Order is denoted by descriptors such as greater than, less than and equal to.
**Order bias** A participant’s tendency to choose an alternative merely because it occupies a certain position, or is listed in a certain order.

**Ordinal interaction** An interaction where the rank order of the effects attributable to one factor does not change across the levels of the second factor.

**Ordinal scale** A ranking scale in which numbers are assigned to objects to indicate the relative extent to which some characteristic is possessed. Thus, it is possible to determine whether an object has more or less of a characteristic than some other object.

**Origin** The origin characteristic means that the scale has a unique or fixed beginning or true zero point.

**Orthogonal rotation** Rotation of factors in which the axes are maintained at right angles.

**Paired comparison scaling** A comparative scaling technique in which a participant is presented with two objects at a time and asked to select one object in the pair according to some criterion. The data obtained are ordinal in nature.

**Paired samples** The samples are paired when the data for the two samples relate to the same group of participants.

**Paired samples t test** A test for differences in the means of paired samples.

**Pairwise deletion** A method for handling missing responses in which all cases or participants with any missing responses are not automatically discarded; rather, for each calculation, only the cases or participants with complete responses are considered.

**Pan-cultural analysis** Across-countries analysis in which the data for all participants from all the countries are pooled and analysed.

**Panel** A sample of participants who have agreed to provide information at specified intervals over an extended period.

**Panel providers** Provide access to consumer, b2b and specialist panels of participants alongside scripting and hosting surveys.

**Paradigm** A set of assumptions consisting of agreed-upon knowledge, criteria of judgement, problem fields and ways to consider them.

**Parallel threshold method** A non-hierarchical clustering method that specifies several cluster centres at once. All objects that are within a pre-specified threshold value from the centre are grouped together.

**Parallel translation** A translation method in which a committee of translators, each of whom is fluent in at least two languages, discuss alternative versions of a questionnaire and make modifications until consensus is reached.

**Parametric tests** Hypothesis-testing procedures that assume that the variables of interest are measured on at least an interval scale.

**Part correlation coefficient** A measure of the association between $Y$ and $X$ when the linear effects of the other independent variables have been removed from $X$ (but not from $Y$).

**Partial correlation coefficient** A measure of the association between two variables after controlling or adjusting for the effects of one or more additional variables.

**Passive social media research** Analysing what is already being discussed in social media channels (i.e. the analysis of pre-existing data).

**Perceived participant anonymity** The participants’ perceptions that their identities will not be discerned by the interviewer or researcher.

**Personal observation** An observational research strategy in which human observers record the phenomenon being observed as it occurs.

**Personification technique** Participants are asked to imagine that the brand is a person and then describe characteristics of that person.

**Phi coefficient ($\phi$)** A measure of the strength of association in the special case of a table with two rows and two columns (a $2 \times 2$ table).

**Picture response technique** A projective technique in which participants are shown a picture and are asked to tell a story describing it.

**Pie chart** A round chart divided into sections.

**Pilot-testing** Testing the questionnaire on a small sample of participants for the purpose of improving the questionnaire by identifying and eliminating potential problems.

**Population** The aggregate of all the elements, sharing some common set of characteristics, that comprise the universe for the purpose of the marketing research problem.

**Position bias** See Order bias.

**Positivism** A philosophy of language and logic consistent with an empiricist philosophy of science.

**Post-test-only control group design** Experimental design in which the experimental group is exposed to the treatment but the control group is not, and no pre-test measure is taken.

**Power of a statistical test** The probability of rejecting the null hypothesis when it is in fact false and should be rejected.
Pre-coding  In questionnaire design, assigning a code to every conceivable response before data collection.

Predictive validity  A type of validity that is concerned with how well a scale can forecast a future criterion.

Pre-experimental designs  Designs that do not control for extraneous factors by randomisation.

Pre-test–post-test control group design  An experimental design in which the experimental group is exposed to the treatment but the control group is not. Pre-test and post-test measures are taken on both groups.

Primary data  Data originated by the researcher specifically to address the research problem.

Principal axis factoring  See Common factor analysis.

Principal components analysis  An approach to factor analysis that considers the total variance in the data.

Probability proportionate to size (PPS)  A selection method where the probability of selecting a sampling unit in a selected cluster varies inversely with the size of the cluster. Therefore, the size of all the resulting clusters is approximately equal.

Probability sampling  A sampling procedure in which each element of the population has a fixed probabilistic chance of being selected for the sample.

Probing  A motivational technique used when asking questions to induce the participants to enlarge on, clarify or explain their answers.

Problem audit  A comparative examination of a marketing problem to understand its origin and nature.

Problem definition  A broad statement of the general problem and identification of the specific components of the marketing research problem.

Problem-identification research  Research undertaken to help identify problems that are not necessarily apparent on the surface, yet exist or are likely to arise in the future.

Problem-solving research  Research undertaken to help solve marketing problems.

Product moment correlation \((r)\)  A statistic summarising the strength of association between two metric variables.

Projective technique  An unstructured and indirect form of questioning that encourages participants to project their underlying motivations, beliefs, attitudes or feelings regarding the issues of concern.

Psycho-galvanometer  An instrument that measures a participant’s galvanic skin response.

Psychographics  Quantified profiles of individuals based upon lifestyle characteristics.

Pupilometer  An instrument that measures changes in the eye pupil diameter.

Purchase panels  A data-gathering technique in which participants record their purchases in a diary.

\(p\) value  This is the probability of observing a value of the test statistic as extreme as, or more extreme than, the value actually observed, assuming that the null hypothesis is true.

Q

Q-sort scaling  A comparative scaling technique that uses a rank order procedure to sort objects based on similarity with respect to some criterion.

Qualitative research  An unstructured, primarily exploratory design based on small samples, intended to provide depth, insight and understanding.

Quantitative observation  The recording and counting of behavioural patterns of people, objects and events in a systematic manner to obtain information about the phenomenon of interest.

Quantitative research  Research techniques that seek to quantify data and, typically, apply some form of statistical analysis.

Quasi-experimental designs  Designs that apply part of the procedures of true experimentation yet lack full experimental control.

Questionnaire  A structured technique for data collection consisting of a series of questions, written or verbal, that a participant answers.

Quota sampling  A non-probability sampling technique that is two-stage restricted judgemental sampling. The first stage consists of developing control categories or quotas of population elements. In the second stage, sample elements are selected based on convenience or judgement.

R

Random error  An error that arises from random changes or differences in participants or measurement situations.

Random sampling error  The error because the particular sample selected is an imperfect representation of the population of interest. It may be defined as the variation between the true mean value for the sample and the true mean value of the population.

Randomisation  A method of controlling extraneous variables that involves randomly assigning test units to experimental groups by using random numbers. Treatment conditions are also randomly assigned to experimental groups.
**Randomised block design** A statistical design in which the test units are blocked on the basis of an external variable to ensure that the various experimental and control groups are matched closely on that variable.

**Range** The difference between the smallest and largest values of a distribution.

**Rank order scaling** A comparative scaling technique in which participants are presented with several objects simultaneously and asked to order or rank them according to some criterion.

**Ratio scale** The highest scale. This scale allows the researcher to identify or classify objects, rank order the objects and compare intervals or differences. It is also meaningful to compute ratios of scale values.

**Regression analysis** A statistical procedure for analysing associative relationships between a metric-dependent variable and one or more independent variables.

**Reliability** The extent to which a scale produces consistent results if repeated measurements are made on the characteristic.

**Repeated measures ANOVA** An ANOVA technique used when participants are exposed to more than one treatment condition and repeated measurements are obtained.

**Reporting** Offers research companies reporting solutions that seek to engage clients in oral and electronic presentations beyond conventional reporting methods, such as hard-copy reports and PowerPoint.

**Research brief** A document produced by the users of research findings or the buyers of a piece of marketing research. The brief is used to communicate the perceived requirements of a marketing research project.

**Research design** A framework or blueprint for conducting the marketing research project. It specifies the details of the procedures necessary for obtaining the information needed to structure or solve marketing research problems.

**Research proposal** The official layout of the planned marketing research activity.

**Research questions** Refined statements of the specific components of the problem.

**Residual** The difference between the observed value of \( Y_i \) and the value predicted by the regression equation \( \hat{Y}_i \). In SEM, the residuals are the differences between the observed and estimated covariance matrices.

**Response error** A type of non-sampling error arising from participants who do respond but who give inaccurate answers, or whose answers are mis-recorded or mis-analysed. It may be defined as a variation between the true mean value of the variable in the net sample and the observed mean value obtained in the market research project.

**Response latency** The amount of time it takes to respond to a question.

**Response rate** The percentage of the total attempted interviews that are completed.

**Role playing** Participants are asked to assume the behaviour of someone else.

**Runs test** A test of randomness for a dichotomous variable.

**S**

**Sample** A subgroup of the elements of the population selected for participation in the study.

**Sample control** The ability of the survey mode to reach the units specified in the sample effectively and efficiently.

**Sample size** The number of elements to be included in a study.

**Sampling control** An aspect of supervising that ensures that the interviewers strictly follow the sampling plan rather than select sampling units based on convenience or accessibility.

**Sampling distribution** The distribution of the values of a sample statistic computed for each possible sample that could be drawn from the target population under a specified sampling plan.

**Sampling frame** A representation of the elements of the target population that consists of a list or set of directions for identifying the target population.

**Sampling unit** An element, or a unit containing the element, that is available for selection at some stage of the sampling process.

**Sampling with replacement** A sampling technique in which an element can be included in the sample more than once.

**Sampling without replacement** A sampling technique in which an element cannot be included in the sample more than once.

**Scalar equivalence** The demonstration that two individuals from different countries with the same value on some variable will score at the same level on the same test. Also called metric equivalence.

**Scale transformation** A manipulation of scale values to ensure compatibility with other scales or to otherwise make the data suitable for analysis.

**Scaling** The generation of a continuum upon which measured objects are located.
Scanner data  Data obtained by passing merchandise over a laser scanner that reads the UPC from the packages.

Scanner panels  Scanner data where panel members are identified by an ID card, allowing information about each panel member’s purchases to be stored with respect to the individual shopper.

Scanner panels with cable TV  The combination of a scanner diary panel with manipulations of the advertising that is being broadcast by cable TV companies.

Secondary data  Data previously collected for some purpose other than the problem at hand.

Selection bias  An extraneous variable attributable to the improper assignment of test units to treatment conditions.

Semantic differential  A seven-point rating scale with end points associated with bipolar labels.

Semiotics  The study of signs in the context of consumer experience.

Sentence completion  A projective technique in which participants are presented with a number of incomplete sentences and are asked to complete them.

Sequential sampling  A probability sampling technique in which the population elements are sampled sequentially, data collection and analysis are done at each stage and a decision is made as to whether additional population elements should be sampled.

Sequential threshold method  A non-hierarchical clustering method in which a cluster centre is selected and all objects within a pre-specified threshold value from the centre are grouped together.

Shadow team  A small cross-functional boundary-spanning group that learns everything about a competitive unit.

Sign test  A non-parametric test for examining differences in the location of two populations, based on paired populations, that compares only the signs of the differences between pairs of variables without taking into account the magnitude of the differences.

Significance of the interaction effect  A test of the significance of the interaction between two or more independent variables.

Significance of the main effect of each factor  A test of the significance of the main effect for each individual factor.

Significance of the overall effect  A test that some differences exist between some of the treatment groups.

Simple random sampling (SRS)  A probability sampling technique in which each element has a known and equal probability of selection. Every element is selected independently of every other element, and the sample is drawn by a random procedure from a sampling frame.

Simulated test market  A quasi-test market in which participants are preselected; they are then interviewed and observed on their purchases and attitudes towards the product.

Single cross-sectional design  A cross-sectional design in which one sample of participants is drawn from the target population and information is obtained from this sample once.

Single linkage  A linkage method based on minimum distance, or the nearest neighbour rule.

Skewness  A characteristic of a distribution that assesses its symmetry about the mean.

Snowball sampling  A non-probability sampling technique in which an initial group of participants is selected randomly. Subsequent participants are selected based on the referrals or information provided by the initial participants. By obtaining referrals from referrals, this process may be carried out in waves.

Social desirability  The tendency of respondents to give answers that may not be accurate but may be desirable from a social standpoint.

Social media  Activity that reflects the sharing of user-generated content without necessarily leveraging existing connections between users.

Social network  Tools that enable communication between people who are already connected through some form of social group. Social networking sites can therefore be seen as making use of social media technologies (i.e. they are a subset of social media), but not all social media technology is necessarily a social network.

Software providers  Provide software packages that create platforms to script, host and analyse surveys, or Software as a Service (SaaS) options.

Solomon four-group design  An experimental design that explicitly controls for interactive testing effects, in addition to controlling for all the other extraneous variables.

Special-purpose databases  Databases that contain information of a specific nature, e.g. data on a specialised industry.

Specific components of the problem  The second part of the marketing research problem definition that focuses on the key aspects of the problem and provides clear guidelines on how to proceed further.

Specification search  An empirical approach that uses the model diagnostics and trial and error to find a better-fitting model.
Split-half reliability A form of internal consistency reliability in which the items constituting the scale are divided into two halves and the resulting half scores are correlated.

Standard deviation The square root of the variance.

Standard error The standard deviation of the sampling distribution of the mean or proportion.

Standard test market A test market in which the product is sold through regular distribution channels. For example, no special considerations are given to products simply because they are being test marketed.

Standardisation The process of correcting data to reduce them to the same scale by subtracting the sample mean and dividing by the standard deviation.

Standardised residuals Used as a diagnostic measure of model fit, these are residuals each divided by its standard error.

Stapel scale A scale for measuring attitudes that consists of a single adjective in the middle of an even-numbered range of values.

Static group A pre-experimental design in which there are two groups: the experimental group (EG), which is exposed to the treatment, and the control group (CG). Measurements on both groups are made only after the treatment, and test units are not assigned at random.

Statistical control A method of controlling extraneous variables by measuring the extraneous variables and adjusting for their effects through statistical methods.

Statistical designs Designs that allow for the statistical control and analysis of external variables.

Statistical inference The process of generalising the sample results to a target population.

Statistical regression An extraneous variable that occurs when test units with extreme scores move closer to the average score during the course of the experiment.

Stepwise discriminant analysis Discriminant analysis in which the predictors are entered sequentially based on their ability to discriminate between the groups.

Stepwise regression A regression procedure in which the predictor variables enter or leave the regression equation one at a time.

Story completion A projective technique in which participants are provided with part of a story and are required to give the conclusion in their own words.

Stratified sampling A probability sampling technique that uses a two-step process to partition the population into subsequent subpopulations, or strata. Elements are selected from each stratum by a random procedure.

Structural equation modelling (SEM) Collection of statistical techniques including factor analysis and multiple regression. It allows the researcher to examine relationships between several continuous or discrete independent variables and several continuous or discrete dependant variables. The independent and dependent variables can be latent or measured variables.

Structured data collection Use of a formal questionnaire that presents questions in a prearranged order.

Structured observation Observation where the researcher clearly defines the behaviours to be observed and the techniques by which they will be measured.

Structured questions Questions that pre-specify the set of response alternatives and the response format. A structured question could be multiple-choice, dichotomous or a scale.

Substitution A procedure that substitutes for non-respondents other elements from the sampling frame who are expected to respond.

Sugging The use of marketing research to deliberately disguise a sales effort.

Surrogate variables A subset of original variables selected for use in subsequent analysis.

Survey method A structured questionnaire administered to a sample of a target population, designed to elicit specific information from participants.

Survey techniques Techniques based upon the use of structured questionnaires given to a sample of a population.

Surveys Interviews with a large number of people using a questionnaire.

Symmetric lambda The symmetric lambda does not make an assumption about which variable is dependent. It measures the overall improvement when prediction is done in both directions.

Syndicated services Companies that collect and sell common pools of data designed to serve information needs shared by a number of clients.

Syndicated sources (services) Information services offered by marketing research organisations that provide information from a common database to different firms that subscribe to their services.

Systematic error An error that affects the measurement in a constant way and represents stable factors that affect the observed score in the same way each time the measurement is made.

Systematic sampling A probability sampling technique in which the sample is chosen by selecting a random starting point and then picking every $i$th element in succession from the sampling frame.
**Target population** The collection of elements or objects that possess the information sought by the researcher and about which inferences are to be made.

**tau b** A test statistic that measures the association between two ordinal-level variables. It makes an adjustment for ties and is the most appropriate when the table of variables is square.

**tau c** A test statistic that measures the association between two ordinal-level variables. It makes an adjustment for ties and is most appropriate when the table of variables is not square but a rectangle.

**t distribution** A symmetrical bell-shaped distribution that is useful for sample testing ($n < 30$). It is similar to the normal distribution in appearance.

**Telescoping** A psychological phenomenon that takes place when an individual telescopes or compresses time by remembering an event as occurring more recently than it actually occurred.

**Territorial map** A tool for assessing discriminant analysis results by plotting the group membership of each case on a graph.

**Test market** A carefully selected part of the marketplace particularly suitable for test marketing.

**Test marketing** An application of a controlled experiment done in limited, but carefully selected, test markets. It involves a replication of the planned national marketing programme for a product in test markets.

**Test statistic** A measure of how close the sample has come to the null hypothesis. It often follows a well-known distribution, such as the normal, $t$, or chi-square distribution.

**Test units** Participants, organisations or other entities whose response to independent variables or treatments is being studied.

**Testing effects** Effects caused by the process of experimentation.

**Test–retest reliability** An approach for assessing reliability, in which respondents are administered identical sets of scale items at two different times, under as nearly equivalent conditions as possible.

**Thematic maps** Maps that solve marketing problems. They combine geography with demographic information and a company’s sales data or other proprietary information and are generated by a computer.

**Theoretical sampling** Data gathering driven by concepts derived from evolving theory and based on the concept of ‘making comparisons’.

**Theory** A conceptual scheme based on foundational statements, or axioms, that are assumed to be true.

**Third-person technique** A projective technique in which participants are presented with a verbal or visual situation and are asked to relate the beliefs and attitudes of a third person in that situation.

**Time series design** A quasi-experimental design that involves periodic measurements of the dependent variable for a group of participants. Then the treatment is administered by the researcher or occurs naturally. After the treatment, periodic measurements are continued to determine the treatment effect.

**Topic guide** A list of topics, questions and probes that are used by a moderator to help manage a focus group discussion.

**Total error** The variation between the true mean value in the population of the variable of interest and the observed mean value obtained in the marketing research project.

**Trace analysis** An approach in which data collection is based on physical traces, or evidence, of past behaviour.

**Transcripts** ‘Hard copies’ of the questions and probes and the corresponding answers and responses in focus groups or in-depth interviews.

**Transitivity of preference** An assumption made to convert paired comparison data into rank order data. It implies that if Brand A is preferred to Brand B, and Brand B is preferred to Brand C, then Brand A is preferred to Brand C.

**Treatment** In ANOVA, a particular combination of factor levels or categories.

**Trend analysis** A method of adjusting for non-response in which the researcher tries to discern a trend between early and late participants. This trend is projected to non-participants to estimate their characteristic of interest.

**Triangulation** A process that facilitates the validation of data through cross-verification from more than two sources.

**True experimental designs** Experimental designs distinguished by the fact that the researcher can randomly assign test units to experimental groups and also randomly assign treatments to experimental groups.

**True score model** A mathematical model that provides a framework for understanding the accuracy of measurement.

**t statistic** A statistic that assumes that the variable has a symmetric bell-shaped distribution, that the mean is known (or assumed to be known) and that the population variance is estimated from the sample.
t test A univariate hypothesis test using the $t$ distribution, which is used when the standard deviation is unknown and the sample size is small.

Two-group discriminant analysis Discriminant analysis technique where the criterion variable has two categories.

Two-sample median test Non-parametric test statistic that determines whether two groups are drawn from populations with the same median. This test is not as powerful as the Mann–Whitney $U$ test.

Two-tailed test A test of the null hypothesis where the alternative hypothesis is not expressed directionally.

Type I error An error that occurs when the sample results lead to the rejection of a null hypothesis that is, in fact, true. Also known as alpha error ($\alpha$).

Type II error An error that occurs when the sample results lead to acceptance of a null hypothesis that is, in fact, false. Also known as beta error ($\beta$).

Variance method An agglomerative method of hierarchical clustering in which clusters are generated to minimise the within-cluster variance.

Varimax procedure An orthogonal method of factor rotation that minimises the number of variables with high loadings on a factor, thereby enhancing the interpretability of the factors.

Verbal models Analytical models that provide a written representation of the relationships between variables.

Verbal protocol A technique used to understand participants’ cognitive responses or thought processes by having them think aloud while completing a task or making a decision.

Voice-pitch analysis Measurement of emotional reactions through changes in the participant’s voice.

Volume-tracking data Scanner data that provide information on purchases by brand, size, price and flavour or formulation.

U

Univariate techniques Statistical techniques appropriate for analysing data when there is a single measurement of each element in the sample, or, if there are several measurements on each element, when each variable is analysed in isolation.

Unstructured observation Observation that involves a researcher monitoring all relevant phenomena, without specifying the details in advance.

Unstructured questions Open-ended questions that participants answer in their own words.

V

Validation sample That part of the total sample used to check the results of the estimation sample.

Validity The extent to which a measurement represents characteristics that exist in the phenomenon under investigation.

Variable respecification The transformation of data to create new variables, or the modification of existing variables so that they are more consistent with the objectives of the study.

Variance The mean-squared deviation of all the values of the mean.

W

Ward’s procedure A variance method in which the squared Euclidean distance to the cluster means is minimised.

Web analytics The process of collection, measurement and analysis of user activity on a website to understand and help achieve the intended objective of that website.

Weighting A statistical procedure that attempts to account for non-response by assigning differential weights to the data depending on the response rates.

Wilcoxon matched-pairs signed-ranks test A non-parametric test that analyses the differences between the paired observations, taking into account the magnitude of the differences.

Word association A projective technique in which participants are presented with a list of words, one at a time. After each word, they are asked to give the first word that comes to mind.

Z

z test A univariate hypothesis test using the standard normal distribution.

z value The number of standard errors a point is away from the mean.
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<td>confidentiality 895</td>
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<tr>
<td></td>
<td>ethics 901–4</td>
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<tr>
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<td>participants 884, 889, 891, 892</td>
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<tr>
<td></td>
<td>ANOVA (analysis of variance) 601–4, 908</td>
</tr>
<tr>
<td></td>
<td>assumptions 613–14</td>
</tr>
<tr>
<td></td>
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<tr>
<td></td>
<td>covariance see ANCOVA</td>
</tr>
<tr>
<td></td>
<td>decomposition of total variation 607–8</td>
</tr>
<tr>
<td></td>
<td>dependent variables 606</td>
</tr>
<tr>
<td></td>
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<tr>
<td></td>
<td>effects measurement 608</td>
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<tr>
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<td>F test 622</td>
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<td>factors 604, 615, 621–2</td>
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<td>illustrative examples 609–18</td>
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independent variables 606
interactions 614, 620–1
k-sample median test 624
Kruskal–Wallis 547, 624
logit analysis relationships 676
multiple comparisons 622
multivariate ANOVA (MANOVA) 624–5
n-way 604, 614–18, 918
non-metric ANOVA 624, 918
omega squared (ω²) 621–2
one-way 547, 604, 605–14, 918
with regression 664
repeated measures ANOVA 622–3, 921
results interpretation 609
significance testing 608–9, 614–15
statistics associated with 606
treatment 604
API (Application Programming Interfaces) 497
appendices in reports 840
Application Programming Interfaces (API) 497
apps, mobile research 518–20, 521, 523
area sampling 430–1, 908
assembly of data 239–43, 911
assocation
strength and significance of 647–50
techniques 223–4, 908
assumptions, implicit 393, 914
asymmetric lambda 579, 908
attitude–scale construction 765
attitudinal data 127
attributes 216, 777
audimeters 292
audio data collection 521
audio recordings, focus groups 894
audits 108, 908
problem audits 42–3, 920
retail audits 115–16
average linkage 742–3, 908
average variance extracted (AVE) 798, 808, 820–1

B

b2b research see business to business research
baby milk market 131–2
badness of fit 807
balanced scales 353, 909
banks 377, 418, 476, 867–8
bar charts 843–4, 909
bar codes see electronic scanner services
Bartlett’s test of sphericity 711, 714
basic information 394
Bayesian approach to sampling design 416, 909
Bayesian Information Criterion (BIC) 744
beers 767–74
Behavioural Conversion Programme 137
behavioural data 124, 127
behavioural processes 166
behavioural segmentation 140
beliefs 834
benefit segmentation 738
beta errors see Type II errors
beta weights 662
Beverage Brand Barometer 38–9
bias
acquiescence 392, 908
ethics 891–2
interviewer 274, 285
non-response 283, 461, 891–2, 918
in observation 295
order 387, 919
position 387, 919
questionnaire design 896
in questions 392
response 79, 461
scales 895
selection 313, 922
self-selection 505–6
bibliographic databases 105, 909
BIC (Bayesian Information Criterion) 744
big data 122, 134–6
billboards 268–9
binary logit analysis 696–701, 909
binomial tests 547, 581, 589, 909
bivariate correlation see product moment correlation
bivariate cross-tabulation 571–2
bivariate regression 641–51, 909
blogs 23, 503
boosting 478
boots 779–85
brainstorming 195–6
branching questions 395–6, 909
brand MROCs 502–3
branded entertainment 309
branded marketing research products 19, 909
brands
attitudes 640
Beverage Brand Barometer 38–9
cars 774–5
development 91–2
emotional branding 68
global 651–2
international brand equity 593
market share 777
perception 756
personality 225–6
recall 278
in songs 373
broad statements of problems 50, 909
browsable online databases 104
bulletin boards 181
business intelligence 141
business to business (b2b) research 854–6
access challenge 863–5
competitive intelligence 873–6
concepts 858–60
conjoint analysis 856
consumer marketing compared 857–8
cross-sectional design 872–3
business to business (continued)
definition 857
ethics 875
ethnography 864
future 876
importance 856–7
individual customer importance 868–71
initial contact 863–4
interviews 865
networks 859–60
purchasing decisions 860–1
number of people involved 861–2
professional buyers 862–6
relationships 858–9, 872–3
sampling 870–1
social media 855
technical competence 865
time factor 866–8
buyer behaviour 738, 860–73
buying centres 861
buzz mining 499, 909

C
Cambodia, sampling 436
candour 30, 43, 888
canonical correlation 677
canonical loadings 684
CAPI (computer-assisted personal interviews) 278, 280, 379
car brands 774–5
career progression 25
carryover effects 343, 909
cartoon tests 225, 909
case studies 160, 909
casewise deletion 542, 909
catalogues 558
Category Deep Dive 31
CATI (computer-assisted telephone interviews) 22, 275, 280, 379
CATS (completely automated telephone survey) 288
causal modelling 798, 823
see also structural equation modelling
causal research 79–82, 889, 909
causality 160, 302–4, 909
absence of other possible factors 306–7
concepts 304–5, 308–10
concomitant variation 305–6
conditions for 305–8
definitions 308–10
extraneous variables 308–9, 311–15
symbols 310
test marketing 326–8
time order of occurrence of variables 306
validity 310–11
see also experimentation
censuses 95, 102, 413, 909
central-location interviews 288
central office control 482
centroid method 677, 739, 743, 909
CFA see confirmatory factor analysis
CFI see comparative fit index
channel decisions 765
characteristics
conclusive research 70
exploratory research 70
profiles 686, 909
charities 277
Chartered Purchasers 863
charts
flow charts 249–50, 845
in reports 842–5
cheating errors 84
Chebychev distance 741
chi-square distribution 577–8, 798, 909
chi-square statistic 576–8, 798, 909
chi-square tests 547, 581, 806
chicken flavours 180–1
children 35–6, 213–14, 255, 894
China
chicken tastes 180–1
communities 478–9
Golden Shield Project 493
marketing intelligence 93–4
online communities 478–9
service quality, Hong Kong shoppers 428
chocolate 163
CIT (critical incident technique) 82
citizen journalism 522
city-block distance 741
clarification 478
classification
analysis see cluster analysis
experimental designs 315–16
geodemographics 129–30, 914
information 394, 909
marketing research 12–15
matrices 677
online databases 104–5
qualitative research 182–3
research design 69–73
sampling techniques 419–20
scaling techniques 342
secondary data 99–100
surveys 270
cleaning data 541–2, 911
client–participant focus groups 194
closeness 30, 43, 888
close cluster analysis 735–7
agglomerative clustering 742
applications 738–9, 750–4
centroid method 743
concept 737–9
discriminant analysis compared 737
distance measures 741
divisive clustering 742
hierarchical 742, 744–6, 747
interpretation 747–8
linkage methods 742–3
non-hierarchical 743–4, 747, 750–4
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number of clusters 746–7
optimising partitioning method 743
parallel threshold method 743
problem formulation 740–1
procedure selection 742–6
profiling clusters 747–8
reliability 748–9
sequential threshold method 743
statistics associated with 739
steps 739–49
TwoStep clustering 744, 752–4
validity 748–9
variables selection 740
variance methods 743–4
Ward’s procedure 743, 744–6

cluster centres 739, 750–1
cluster components 754
cluster membership 739, 750, 752
cluster sampling see sampling
clustering variables 754–6
cog-creation 165, 910
cog-creative nature of social media 899
codebooks 530, 538–9, 910
coding 259, 386, 398, 910
coding and data-entry services 19, 910
coding data 244–7, 252–3, 530, 533–9, 910
coefficient alpha 360, 910
coefficient of determination 642
coefficient of multiple determination 652, 698
coefficient of variation 564, 910
cognitive approach to focus groups 156–8
cognitive structure 216
cohort analysis 75–6, 910
collaborative techniques 23
colour coding 398
common factor analysis 717, 910

communities 710–11, 717–18, 724, 805, 910

communication 30, 43, 888
to research commissioners 24
of research findings see findings
comparative fit index (CFI) 806, 807, 816–19, 822
comparative scales 342–7, 910
competition
social media 507
study 749
competitive intelligence 873–6
complete linkage 742, 910
completely automated telephone survey (CATS) 288

completion rates 455, 910
completion techniques 224, 910
complex phenomena 154
compliance techniques 473–4
components
of problems 50, 922
of research approach 50–1
composite reliability (CR) 798, 816, 820
computer-assisted personal interviews (CAPI) 278, 280
computer-assisted telephone interviews see CATI
computer companies 701
conative approach to focus groups 156–8
conceptual maps 47–9, 910
conceptual thinking 24
conciseness, reports 841
conclusions, drawing 259
conclusive research 60, 69–73, 910
concomitant variation 305–6, 910
confidence 30, 43, 888
intervals 419, 443, 445, 448–54, 910
confidence see anonymity
configuration interpretation 771–2
confirmatory factor analysis (CFA) 796–7, 798, 800, 813–14
confounding variables 313, 910
conjoint analysis 762–5, 910
applications 777
assumptions 786
b2b research 856
concepts 776–7
estimation set 780
holdout set 780
hybrid 786
input data 781
limitations 786
model 781–2, 910
multidimensional scaling (MDS) in combination with 786–8
multiple-factor evaluations 778–90
problem formulation 778–9
reliability 785–6
results interpretation 784–5
statistics and terms associated with 777
steps 778–86
stimuli 779–80
two-factor evaluations 779
validity 785–6
connection 259
consent
informed see informed consent
uninformed 899–900
consequences 216
consistency checks 541, 910
constant sum scaling 345–6, 910
construction techniques 224–5, 911
constructs 356–7, 910
elicitation, repertory grid technique 218
structural equation modelling see structural
equation modelling
validity 362, 910–11
consumers
advisers 503
choice attributes 777
digital measurement of 891
insight gained by marketing research 141, 142
marketing, b2b compared 857–8
panels see panels
profiles 136
see also customers
content
analysis 254–6, 911
data 98–9
of questions 380–1
validity 362, 911
cost 500
contextualism 164
contingency coefficient 578–9, 911
contingency tables 570, 911
see also cross-tabulations
continuity 30, 43, 888
continuous rating scales 348–9, 911
contrasts 622, 911
contrived observation 291–2, 911
controllable marketing variables 5
controlled test markets 328, 911
convenience sampling 419, 420–1, 434, 911
convergent validity 362, 808, 911
cookies 294, 911
cooperation 30, 43, 888
participants 893
refusal, panel members 79
coordinates 766
corporate social responsibility 382
correlation 632–4
canonical 677
coefficient see product moment correlation
factor analysis 709
matrices 712, 713–16
non-metric 640–1
partial 638–40
product momentum 634–8
relationships 800–1
correspondence analysis 775–6, 911
cosmetic surgery 456
costs 38
constraints 35
experimentation 325
fieldwork 482–3
focus groups 196
in-depth interviews 214
mobile research see mobile research
online surveys 273
return on investment 19–21
surveys 286
counter arguments 347
covariance 635, 911
ANCova (analysis of covariance) see ANCOVA
estimated covariance matrices 798
relationships 801
sample covariance matrices 799
structure analysis see structural equation
modelling (SEM)
covariates 604, 911
Cox and Snell R square 698
CR (composite reliability) 798, 816, 820
Cramer’s V 579, 911
c creativity 30, 43, 307–8, 888
criterion validity 362, 911
criterion variables 641
critical incident technique (CIT) 82
critical requests 284, 911
critical value determination 568–9
CRM (customer relationship management)
see customers
Cronbach’s alpha 360, 361
cross-cultural analysis 402–3, 548–9, 911
cross-sectional designs 74–6, 77–9, 872–3, 889, 911
cross-tabulations 556–8, 559, 570, 911
chi-square 576–8
contingency coefficient 578–9
Cramer’s V 579
data display 249
gamma 580
lambda coefficient 579
phi coefficient 578
refining relationships 573–4
spurious relationships 574
suppressed association 574–5
tau b 580
tau c 580
three variables 572–6
two variables 571–2
cross-validation 662–3, 911
crowdsourcing 504–6
culture
codes 45
cross-cultural analysis 402–3, 548–9, 911
data 135–6
fieldwork 485–6
intra-cultural analysis 548–9
values 234–6
currency exchange rates 869–70
currency of data 98
currency of information 62
customers
action research 172
analytics 133, 141
databases 126–8, 911
profiles 127
relationship management (CRM) 122–3, 132–4, 140–1, 858–9, 911
satisfaction 4, 271–2, 701
see also consumers
customised services 18, 911
see also consumers
cutting edge 494
cyclical designs 777
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<table>
<thead>
<tr>
<th>Data</th>
<th>dashboards 832, 845–7</th>
</tr>
</thead>
<tbody>
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<td></td>
<td>data</td>
</tr>
<tr>
<td></td>
<td>accuracy 96, 97–8</td>
</tr>
<tr>
<td></td>
<td>analysis 11–12, 233–5</td>
</tr>
<tr>
<td></td>
<td>coding see coding</td>
</tr>
<tr>
<td></td>
<td>content analysis 254–6</td>
</tr>
<tr>
<td></td>
<td>cross-tabulations see cross-tabulations</td>
</tr>
<tr>
<td></td>
<td>cultural values 234–6, 548–9</td>
</tr>
<tr>
<td></td>
<td>data assembly 239–43</td>
</tr>
<tr>
<td></td>
<td>data display 247–50</td>
</tr>
<tr>
<td></td>
<td>data reduction 243–7, 739</td>
</tr>
<tr>
<td></td>
<td>data verification 250–1</td>
</tr>
<tr>
<td></td>
<td>errors 84</td>
</tr>
<tr>
<td></td>
<td>ethics 896–8</td>
</tr>
<tr>
<td></td>
<td>field notes 240–2</td>
</tr>
<tr>
<td></td>
<td>focus groups 193</td>
</tr>
<tr>
<td></td>
<td>geodemographic 128–32</td>
</tr>
<tr>
<td></td>
<td>grounded theory approach 251–4</td>
</tr>
<tr>
<td></td>
<td>hypothesis testing see hypothesis testing</td>
</tr>
<tr>
<td></td>
<td>in-depth interviews 214</td>
</tr>
<tr>
<td></td>
<td>integrating analysis 253–4</td>
</tr>
<tr>
<td></td>
<td>learning 238–9</td>
</tr>
<tr>
<td></td>
<td>marketing understanding 237</td>
</tr>
<tr>
<td></td>
<td>mechanistic 261</td>
</tr>
<tr>
<td></td>
<td>memo writing 253</td>
</tr>
<tr>
<td></td>
<td>narrative 236–8</td>
</tr>
<tr>
<td></td>
<td>photography 242–3</td>
</tr>
<tr>
<td></td>
<td>primary data 46</td>
</tr>
<tr>
<td></td>
<td>proposals 38</td>
</tr>
<tr>
<td></td>
<td>questionnaires 377</td>
</tr>
<tr>
<td></td>
<td>repertory grid technique 217–19</td>
</tr>
<tr>
<td></td>
<td>reports 839</td>
</tr>
<tr>
<td></td>
<td>self reflection 235–6</td>
</tr>
<tr>
<td></td>
<td>semiotics 256–9</td>
</tr>
<tr>
<td></td>
<td>skills 135</td>
</tr>
<tr>
<td></td>
<td>social values 234–6</td>
</tr>
<tr>
<td></td>
<td>software 259–62</td>
</tr>
<tr>
<td></td>
<td>statistical techniques 546–8</td>
</tr>
<tr>
<td></td>
<td>strategy 545–8</td>
</tr>
<tr>
<td></td>
<td>theoretical understanding 237, 250</td>
</tr>
<tr>
<td></td>
<td>transcripts 243–4, 539–41</td>
</tr>
<tr>
<td></td>
<td>triangulation 251</td>
</tr>
<tr>
<td></td>
<td>validation 251</td>
</tr>
<tr>
<td></td>
<td>visuals 242–3</td>
</tr>
<tr>
<td></td>
<td>assembly 239–43, 911</td>
</tr>
<tr>
<td></td>
<td>big 122, 134–6</td>
</tr>
<tr>
<td></td>
<td>challenges 141</td>
</tr>
<tr>
<td></td>
<td>cleaning 541–2, 911</td>
</tr>
<tr>
<td></td>
<td>coding see coding</td>
</tr>
<tr>
<td></td>
<td>collection 10–11</td>
</tr>
<tr>
<td></td>
<td>audio 521</td>
</tr>
<tr>
<td></td>
<td>census data 95, 102</td>
</tr>
<tr>
<td></td>
<td>databases 104–5, 122–8</td>
</tr>
<tr>
<td></td>
<td>directories 101–2</td>
</tr>
<tr>
<td></td>
<td>electronic scanner services 106, 113–15</td>
</tr>
<tr>
<td></td>
<td>ethics 890–1</td>
</tr>
<tr>
<td></td>
<td>flexibility 280</td>
</tr>
<tr>
<td></td>
<td>geodemographic information systems see geodemographic information systems</td>
</tr>
<tr>
<td></td>
<td>government sources 94–5, 102–4</td>
</tr>
<tr>
<td></td>
<td>guides 100–1</td>
</tr>
<tr>
<td></td>
<td>hypothesis testing 567–8</td>
</tr>
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